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There's another potential candidate in the running for a coal export terminal on the West Coast: Coos Bay. 

Port of Coos Bay CEO Jeff Bishop told the Port's commissioners Thursday night that the port is in discussions 

with coal developers and has signed nondisclosure agreements with them, The World newspaper of Coos Bay 

reported. 

Coos Bay joins Longview, Wash., Bellingham, Wash., and, perhaps, St. Helens as potential candidates for a 

coal export terminal. Coal companies are likely checking into other Northwest ports as well, environmental

groups say.

Today, Vancouver, B.C., and Alaska host the West Coast's only export terminals. Coal companies want to 

export Powder River Basin coal from Montana and Wyoming to Asia.

The Sierra Club and other environmental groups are fighting coal exports, saying it would undermine efforts 

to reduce greenhouse gas generation and pollution in the United States.

Oregon and Washington both have plans to shutter their only coal-fired power plants. 

-- Scott Learn

© OregonLive.com. All rights reserved.

Page 1 of 1

1/7/2013http://blog.oregonlive.com/environment_impact/print.html?entry=/2011/07/coos_bay_in_ru...



Private negotiations, hurried vote on coal exports from Oregon's 
Port of St. Helens sidestepped public process, critics say
Published: Sunday, June 10, 2012, 7:48 PM     Updated: Monday, June 11, 2012, 9:21 AM

By 
Scott Learn, The Oregonian 

When news first leaked last year that the 

Port of St. Helens might be working on 

deals to export coal, Gov. John Kitzhaber 

called for "an open, vigorous public 

debate" before any projects moved 

forward. 

But the port's first major step on coal 

didn't follow that blueprint. By the time the

port went public in January, option 

agreements with two coal exporters had

already been hammered out, records 

show.  

Earlier that month, port commissioners 

met with one exporter, Kinder Morgan, on 

separate days to avoid a quorum that 

could trigger state open meetings requirements. 

And commissioners approved the option agreements, months in the making, the same night the companies 

first presented projects publicly. The public never saw the contracts before the vote. 

Port officials say confidentiality agreements with the companies, Kinder Morgan and Ambre Energy, required 

private negotiations -- a common practice that gets little notice when the commodity isn't controversial. 

The companies must still get state and federal permits, with public comment required along the way. 

The option contract with Ambre locks in a long-term deal if the company gets its permits. But the

commission can still reject Kinder Morgan's more controversial proposal, commission president Robert 

Keyser said. 

Ambre Energy would use this dock at the Port of St. Helens' Port 
Westward industrial park to transfer coal from Columbia River barges 
to ocean-going ships. Kinder Morgan plans a train-fed coal terminal 
and new dock at Port Westward to export coal to Asia.

Scott Learn, The Oregonian
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"How else can you possibly do business?" he said. "You can't show up at a commission meeting with a 

nebulous agreement that has no specifics." 

COAL CONTROVERSY

Critics say business as usual isn't appropriate for coal. 

With no West Coast coal terminals outside Canada and Alaska, coal companies in Montana and Wyoming's 

Powder River Basin are pushing hard for a Northwest link to growing Asian markets. 

Six potential export projects are afloat in Oregon and Washington, raising concerns ranging from global 

warming impacts to coal dust pollution to rail congestion. 

Columbia Riverkeeper obtained the port's records after the January vote, having filed a lawsuit when the 

port rejected the environmental group's March 2011 request. 

Riverkeeper's lawsuit noted 20 other Northwest ports responded to virtually identical requests, filed after the 

coal industry's interest in Asian export surfaced in 2010. The Port of St. Helens' refusal last year kept its coal 

plans hazy, said Brett VandenHeuvel, Riverkeeper's executive director. 

"What's the point of a law requiring open meetings for these things if it's already a done deal before it 

happens?" he said. "It just seems to gut any public participation."

Keyser and other commissioners say there was no deliberation or nose-counting 

before the January vote -- steps that could violate open meetings law. Meetings 

with the companies were informational only, he said. 

Some commissioners visited coal terminals with Kinder Morgan before the vote, at 

the port's expense, port officials said. The commission heard from Columbia 

Riverkeeper in September about general coal export concerns. 

Critics also question whether the exporters knew the commission would approve the deal in advance.

An email from Kinder Morgan to port staff on the morning of the public meeting says, "It is our 

understanding that we have reached an agreement with you." 

It adds that the company will bring copies of the option contract for commissioners to sign, and is "excited 

about embarking on our due diligence," a process that would start only if commissioners approved the deal.

More

The Oregonian’s
continuing coverage 
of efforts to export 
coal through Oregon.
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Kinder Morgan spokesman Allen Fore said last week the email referred to an agreement with port staff, not 

the commission, which voted 4-1 for Kinder's lease option. 

"I can say for certain we did not know how the commission was going to vote." 

CONFIDENTIAL TALKS

Kinder Morgan proposes to bring in coal by rail -- the port expects up to 30 million tons a year -- shipping it 

out of a new $150 million to $200 million terminal at the Port Westward industrial park.

Ambre would export up to 8 million tons a year, transferring coal from trains to barges at the Port of 

Morrow, then from barges to ships at Port Westward's dock. 

Brian Gard, local spokesman for Ambre's Morrow Pacific Project, said meetings before the vote were to seek 

questions and concerns. The company never asked commissioners, who unanimously endorsed the Ambre 

option contract, how they would vote, he said. 

Confidentiality is important in competitive shipping and export, Gard and Fore said. "It's normal procedure

anywhere," Fore said. 

The port was aware of potential conflicts with Oregon's open meetings law. In early January, port staff 

consulted with their lawyer and suggested splitting meetings with Kinder Morgan over two days to avoid a 

quorum meeting on the same day. 

Kinder Morgan also briefed local politicians -- including state Sen. Betsy Johnson, D-Scappoose, and 

Columbia County Commissioner Tony Hyde -- well before the vote, records indicate. Both said the briefings 

were informational only and they didn't pledge support.

Johnson's support was "a matter of 'make it or break it'" before the port could sign an option agreement, 

port staff emailed Kinder Morgan in March 2011. 

But Johnson said last week she's undecided. "There are too many unanswered questions." 

Hyde said his main concern is rail congestion from Kinder Morgan's project. Coal trains would run through 

five Columbia County cities. 

"I told them, 'You come in my office with five smiling mayors and we'll talk,'" he said. "I don't think they can 

find five smiling mayors."
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HURRIED VOTE

The commission met Jan. 25, after issuing an agenda and press release a week before spotlighting

presentations from the coal exporters. 

The meeting drew dozens of speakers, including union workers eager for jobs. Commissioners recessed into 

a closed executive session, then emerged and approved a lease option with Kinder Morgan and a terminal 

services option with Ambre. 

The options set milestones the companies must meet in 12 to 18 months, with opportunities for extensions. 

During that period, the port can't pursue projects that interfere with Kinder Morgan's terminal or take up rail 

capacity. 

The vote surprised many -- the agenda didn't say the commission might act. Keyser, board president, said 

that was a mistake. His impression was the companies wanted a vote that night. 

The quick vote, allowed under open meetings law, left no opportunity for public review of the contracts. 

Local opponents say they would have liked tighter terms on rail traffic and coal dust impacts. The option 

requires Kinder Morgan to work with Portland & Western Railroad "to address major concerns." Opponents 

also question why the port didn't leave wiggle room on the Ambre option. 

Going forward, such concerns may be aired beforehand. The Port of St. Helens settled the Columbia 

Riverkeeper lawsuit, agreeing to no longer withhold records based on Oregon's confidential submissions 

exemption. 

Ambre is pursuing state and federal permits now. Kinder Morgan plans to file for permits by year's end.

-- Scott Learn
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Northern Plains Resource 
Council’s campaign 
to protect Montana 
communities and natural 
resources from the impacts 
of expanded coal strip 
mining and exports.

OST OF COAc l

With domestic coal markets shrinking in the 
last few years, the U.S. coal industry has 
actively sought ways to keep customers of 

this 19th century fuel hooked well into the 21st century.1 

Coal companies intend to move and expand their 
operations in the West, particularly in the Powder River 
Basin of Wyoming and Montana, in order to export the 
coal to Asian countries.2 

The current level of U.S. coal exports is 13 million tons 

per year; the coal industry looks to expand this to 140 
million tons. 

The strip mines of the Powder River Basin produce 
more coal than anywhere else in the nation (mostly the 
portion in Wyoming because of geological differences).3 
Strip mining lays a huge price on the land, water, and 
air. 

Over the years, coal mines in Montana have reclaimed a 
startlingly small portion of the land they have disturbed.

exporting our coal to asia

A Hidden

Continued on next page
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A coal train leaves Decker, Montana.
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Figure 1:
U.S. Electric Power Industry Net Generation for 2009
http://www.eia.doe.gov/cneaf/electricity/epa/fi ges1.html

1 U.S. Energy Information Administration, International Energy Outlook 2010, 
http://www.eia.doe.gov/oiaf/ieo/coal.html
2 Exporting Powder River Basin Coal: Risks and Costs, Western Organization 
of Resource Councils (WORC) January 2011, page 1.
3 U.S. Energy Information Administration, Coal Transportation Issues, 2007, 
http://www.eia.doe.gov/oiaf/aeo/otheranalysis/cti.html
4 U.S. Energy Information Administration, Electric Power Annual, 2009,
http://www.eia.doe.gov/cneaf/electricity/epa/epa_sum.html#_ftnref11

In the past decade, coal’s share of  U.S. energy generation has 
declined.4 According to the Energy Information Administration, 
“Coal-fi red electric generation declined 11.6 percent between 2008 
and 2009. With this decline, coal’s share of  electricity generation 
reached its lowest level since 1978: 44.5 percent of  electricity 
generation in 2009, down from 48.2 percent in 2008.” (Figure 1)

But growth in Asian coal demand is expected to lead to an increase 
in world coal consumption by 2030.4 The U.S. Energy Information 

Coal companies increasing exports to Asia



Montana mines at center of export boom

Continued from previous page

Administration predicts that nearly 90% of  that increased 
consumption will be attributed to China.5  

Today, over 99% of  the coal mined in the Powder River 
Basin is consumed in domestic coal markets. Between 

2009 and 2010, however, US coal exports to Asia increased 
from 3.8 million tons to 13 million tons, a 240% increase.6  
If  suffi cient port and rail capacity can be built, numerous 
coal companies are looking to increase coal sales to Asian 
markets. Arch Coal expects half  the global trade for coal 
will go to China and India by 2012.   

5 Scott Learn , “Mining companies aim to export to China through Northwest 
ports,” The Oregonian, September 8, 2010. 
6 U.S. Energy Information Administration, U.S. Coal Exports, January 2011, 
http://eia.doe.gov/cneaf/coal/quarterly/html/t7p01p1.html
7 Billings Business, “Cloud Peak Energy Offi cials optimistic about boosting 
coal exports to Asia”, November 2010, http://billingsgazette.com/business/
article_23a03acc-53be-5ed3-a2fb-ff75909c3f34.html
8 Dustin Bleizeffer, “Coal industry seeks exports to Asia while U.S. market 
falters, WyoFile, Jan. 18, 2011. http://wyofi le.com/2011/01/coal-policy/ 

9 Arch coal press release, “Arch Coal secures state-controlled Otter Creek coal 
reserves in Montana”, March 18, 2010, http://investor.archcoal.com/phoe-
nix.zhtml?c=107109&p=irol-newsArticle&ID=1403818&highlight=
10 Arch coal press release, “Arch Coal acquires equity interest in West 
Coast terminal,” January 12, 2011, http://news.archcoal.com/phoenix.
zhtml?c=107109&p=irol-newsArticle&ID=1515428&highlight=
11 Billings Gazette, “Coal mines pursued northeast of Billings,” March 1, 
2010, http://billingsgazette.com/news/state-and-regional/montana/
article_627cd1ac-257e-11df-a999-001cc4c002e0.html

A number of  mines in Montana already do a small 
amount of  coal exporting and have big plans to do 

more.

In November 2010, in a Billings Gazette article, Cloud Peak 
Energy (owner of  the Spring Creek coal mine near the 
Montana-Wyoming border) announced an increase in 
coal exports. “Offi cials from the nation’s third largest coal 
producer [Cloud Peak] say Montana coal exports to Asia 
are expected to top 3 million tons this year, nearly double 
last year’s level. And millions of  additional tons could 
cross the Pacifi c within a few years if  developers succeed 
in expanding port facilities along the West Coast.”7

Arch Coal CEO Steven Leer said, “With our superior 
operating position in the Powder River Basin and Western 
Bituminous Region, we have the capability to service 
growing coal demand in Asia, the world’s largest and 
fastest-growing coal market.”8 The company has repeatedly 
stated the importance of  Asian exports to its future plans.9 
Even more telling is Arch’s recent purchase of  a 38% 
share in Millennium Bulk Logistics, the company that 
has submitted a permit to build a coal export facility in 
Longview, Washington.10

Additionally, in a Billings Gazette article in March 2010, Nick 
Shakesby, Chief  Operating Offi cer of  Maple Carpenter 
Creek, a proposed coal mine 50 miles northeast of  Billings,  
said a new mine could be running by 2014. 

“We’re not interested in sitting on it. We’re interested 
in developing it and putting in a mine,” he said. “We’re 
marketing it offshore – Asia and India.”11 

Almost all the major coal-producing companies at this 
point are investing in coal export mines, ports, and 
companies.

The Port of Longview on the Columbia River. 

Arch Coal buys into port expansion

According to an article in the January 12, 2011, St. 
Louis Post-Dispatch, Arch Coal paid $25 million 

for an interest with Millennium Bulk Terminals-
Longview LLC, which owns a terminal near Longview, 
Washington, on the Columbia River. Millennium Bulk 
Terminals, a unit of  Australia’s Ambre Energy, is trying 
to get necessary approval and permits to complete 
dredging and other upgrades to handle coal shipments 
to Asia. Under the agreement, Arch will control 38 
percent of  the terminal’s 5 million-ton annual capacity. 
“This transaction gives us a direct stake in participating 
in the growth of  U.S. coal exports off  the West Coast,” 
said Arch CEO Steven Leer.



Coal strip mining damages air, water, land
Feeding these export plans will mean the expansion 

of  coal strip mining, and that expansion will lead to 
greater damage to water quality and quantity, air quality, 
land use, wildlife, and the health of  the surrounding 
communities. 

Current existing Montana coal mines have disturbed 
37,500 acres with strip mining, but only 50 acres have 
attained fi nal reclamation.12 Why is this fi nal reclamation 
important? Montana requires reclamation of  the 
groundwater in the area of  the coal mine and, in many 
places in Montana, these coal companies cannot replace 
this vital resource. The coal seam is often itself  the aquifer. 
Much of  this land will never be returned to productive 
agricultural land if  the area is not fully reclaimed.

Coal-fi red power plants require water for cooling 
machinery and slurrying the coal. If  a proposed coal-to-
liquids facility ever becomes a reality, it will require vast 

amounts of  water to operate, more than a typical power 
plant. This is water that eastern Montana doesn’t have to 
spare.

Coal strip mining also affects the quality of  water quality. 
At the Rosebud Mine in Colstrip, for example, there has 
been an incidence of  water contamination by what is 
believed to be seepage from the mine. A rancher in the 
area has had cattle die from this contaminated water. Coal 
mining liberates heavy metals and other toxins from the 
coal beds, and that pollution often migrates to surface 
waters.

Coal strip mining also worsens air quality. By disturbing 
large quantities of  dirt with heavy machinery, particulate 
levels and gases (nitrogen oxides, sulfur dioxides, and 
methane) can dramatically increase. These can lead to 
increased incidence of  ailments such as asthma and 
bronchitis.13

Increased coal trains will snarl traffi c

12 U.S. Offi ce of Surface Mining Reclamation and Enforcement, Annual Evaluation 
Summary Report for the Montana Regulatory Program, Evaluation Year 2010
13 Sharma, Partha Das, “Coal Mining Pollution and its control measures”  

http://www.docstoc.com/docs/6608086/Coal-Mining-Pollution
14 Exporting Powder River Basin Coal: Risks and Costs, Western Organization 
of Resource Councils (WORC) January 2011, page 9.

The new push to export 
coal will spread and 

intensify the impacts 
of  coal mining to more 
communities along the 
proposed rail routes to the 
West Coast. 

Communities along the 
route coal trains take to 
the West Coast will face 
up to 50 unit trains a day, 
which could signifi cantly 
delay traffi c and emergency 
responders.14 

In Billings, the train tracks 
cut off  most of  the south 
side of  town; the airport 
and hospitals could be 
cut off  from direct access 
to the Interstate highway. 

In downtown Billings, 
there are virtually no areas 
where it is easy to cross the 
tracks, and very little room 
to build any overpasses 
or underpasses. This 

problem could be replayed 
in communities across 
Montana.

The big unanswered 
question is the impact of  

a fi ve-fold increase in coal 
train traffi c (from 10 coal 
trains per day to 50 coal 
trains) on the overall rail 
system. 

Most of  Montana’s track is 
currently within capacity. 
However, the scale of  
traffi c increase brought 
about by increasing coal 
exports could create 
disruptions for other rail 
traffi c, as well as vehicular 
traffi c. 

Increasing capacity could 
involve strategies such 
as running trains faster, 
longer, or closer together. 
Track could be upgraded 
or curves straightened.

Coming to a railroad crossing near you: more long, traffi c-
stopping coal trains from the Powder River Basin of 
Wyoming and Montana headed for Asia via the West Coast.
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CoalCoal’s long-term costss long-term costs

Exporting this dirty, 19th century fuel 
is not an effective or sustainable path 

to prosperity or energy security in the 21st 
century. Coal exported overseas doesn’t 
keep lights on or homes warm in Montana, 
Washington, or in the United States. 

Exporting coal means we have to deal 
with the on-the-ground impacts here 
in Montana, including water and air 
pollution, damaged aquifers, condemnation 
of private property for coal infrastructure, 
large increases in rail traffi c across Montana.

The increase in rail traffi c that would be 
created by the additional trains to deliver 
coal to the facility at Longview could 
seriously disrupt vehicle traffi c, slow 
emergency response vehicles, and cause more 
pollution and public safety problems in cities 
and towns along railroad lines across the 
Northwest.

Wherever the coal is burned, the skies 
above Montana will be polluted. We will be 
adding substantially to the load of carbon 
dioxide in the earth’s atmosphere. In the 
process, we will be undermining all of our 
efforts to curb air pollution in America.

Every dollar America invests in new coal 
development is a dollar that can’t be spent 
to develop clean energy jobs and true 
energy independence for our nation.

Coal infrastructure

Coal mining needs infrastructure, including railroads. Getting new coal to 
market will inevitably lead to the use of  eminent domain to condemn 

Montana ranchland. Mining the Otter Creek coal could lead to construction 
of  the Tongue River Railroad, a propposed project which has hung over the 
heads of  Tongue River valley landowners since 1980. Just this one railroad 
would cut ranches in half  for 130 miles, complicating day-to-day operations, 
reducing property values, bringing in weeds, and starting fi res.

Coal dust and diesel

Each coal railcar loses roughly 500 pounds of  coal dust during each 
trip to the coast – more than 30 tons per train on average. This 

coal dust goes into air, water, and land. It also accumulates on the tracks, 
increasing the risk of  derailments.15 In addition to coal dust, all of  these 
trains are powered by diesel engines. In areas where the trains will be 
idling (e.g., Laurel, Montana), the unhealthy increase in diesel emissions 
could be substantial.16 

Carbon impacts

Every ton of  coal, when burned, puts roughly two tons of  carbon 
dioxide into the atmosphere.17 Shipping that coal by rail a thousand 

miles to a port, then thousands more miles by ship, will increase the 
proportion of  greenhouse gases added to the atmosphere. Even when 
that coal is burned in China, the jet stream will carry it back across the 
ocean and across the Northern Hemisphere.

Wherever it is burned, the Otter Creek coal will add carbon dioxide 
totaling approximately 280 million tons per year to the atmosphere.18 
15 “Railroads, Utilities clash over dust from coal trains,” New York Times, January 25, 2010, 
http://www.nytimes.com/gwire/2010/01/25/25greenwire-railroads-utilities-clash-over-dust-
from-coal-55265.html
16 Exporting Powder River Basin Coal: Risks and Costs, Western Organization of Resource 
Councils (WORC) January 2011, page 13.
17 U.S. Energy Information Administration, Carbon Dioxide Emission from the Generation of 
Electric Power in the United States, July 2000,  
http://www.eia.doe.gov/cneaf/electricity/page/co2_report/co2report.html
18 Exporting Powder River Basin Coal: Risks and Costs, Western Organization of Resource 
Councils (WORC), January 2011, page 11.



Coal Export 
A history of failure for western ports 
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By Brett VandenHeuvel, Columbia Riverkeeper 
and Eric de Place, Sightline Institute 
 
 
Communities in Oregon and Washington are weighing the prospect of coal export 
facilities. Proponents of shipping American coal to Asia argue that coal will bring 
significant economic benefits to the region. In this research memo, we examine the risks 
of coal markets, review the history of coal exports on the West Coast, and evaluate the 
employment dimensions of coal terminals.  
 
Contents: 
 

1. Coal is “the most risky bulk mineral market” 
2. Coal has a history of failure on the West Coast 
3. Coal export is a poor strategy for jobs 
4. Case studies: Clean redevelopments provide more jobs 

 
 

1.) Coal is “the most risky bulk mineral market”  
 
Coal companies are asking Pacific Northwest ports to dedicate large terminals to ship US 
coal to Asia. But coal is so unattractive that many ports have rejected coal, despite 
aggressively pursuing new business.  Recently, the Port of Tacoma, located on Puget 
Sound, and the Columbia River Ports of Vancouver, Kalama, and Portland have all 
considered—and rejected—coal export proposals.  
 
Port of Vancouver 
The Columbian newspaper framed up the Port’s choice, writing, “faced with a choice of 
helping to grow food or feed industry, the Port of Vancouver picked a fertilizer 
ingredient over the dirtiest fossil fuel on the planet.” 1

 
Larry Paulson, the Port of Vancouver’s executive director, pointed out that “coal 
facilities have a tendency to come and go,” and that was a big reason why Vancouver 
favored a terminal for potash, a more stable commodity. 2 The Port’s operations 
manager, Mike Schiller, put it even more directly: “coal is the most risky bulk mineral 
market.” 3



 
 
Port of Tacoma 
The headline of Platts Coal Trader said it all: “Tacoma Port torpedoes coal terminal 
plan.” The Port of Tacoma stated that it rejected a large export proposal in 2010 
because of a “multitude of business and community factors.”4 Local citizens have 
concerns about the health effects of coal dust and the impact of coal trains.   
 
Port of Kalama 
Kalama rejected a coal export proposal from Millennium Bulk Terminals in 2010. Kalama 
told Millennium that “after considerable deliberation on the issue, the Port will not be 
moving forward with plans for a coal export facility.”5  After the rejection, Millennium 
now seeks to site its project in Longview.   
 
Port of Portland 
 

The Port of Portland made clear that “a coal terminal is off the table for existing and 
future Port of Portland facilities.” 6  A media statement explained, “The Port needs to be 
reflective of the community and its values.  Coal doesn’t seem to fit within those 
values.”7   
 
Perhaps heeding the Port of Vancouver’s statement that “coal is the most risky bulk 
mineral market,” no public port has voted to approve a coal export terminal.  Coal is a 
notoriously unstable and risky commodity. That’s why business reporter David Gambrel, 
writing for the industry publication Coal Age, recently questioned whether new export 
facilities on the West Coast really make sense:  

 
Will there be sufficient demand to justify a new coal supplier…? Let us 
not forget the same China that threatened to export coal 10 years ago is 
now viewed as a buyer with deep pockets and endless demand. How long 
will this last?8

 
It’s an important question. Coal exports from Washington would rely on Asian markets 
that have historically been fickle. China, which has large domestic coal reserves, is both 
an importer and exporter of coal. It’s enough to make some insiders, including Deutsche 
Bank commodities analysts, believe that the coal export market to China may be 
overhyped.9

 
 
2.) Coal has a history of failure on the West Coast 
 
If Deutsche Bank is right that coal is currently overhyped, it wouldn’t be the first time. 
West Coast port cities have already gambled and lost on coal export facilities. After 



investing millions of dollars in infrastructure and setting aside sizeable harbor acreage to 
coal export facilities, both Portland and Los Angeles watched their promised revenue 
from coal exports evaporate.  
 
Worse yet, local communities were stuck with the tab. The abandoned coal export 
facilities locked up millions of dollars in stranded investments and clean‐up expenses, 
not to mention years‐long missed opportunities for more durable economic 
development choices.10  
 
What happened in Portland?  
The early 1980s saw a rush of coal companies proposing export terminals in Washington 
and Oregon to satisfy a hungry Asian market. Longview, Kalama, Vancouver, and Astoria 
all entertained proposals, but the Port of Portland bought in.11 Portland committed to a 
25‐year lease with Pacific Coal for 90 acres and 900 feet of prime riverfront for a coal 
export terminal.12 Governor Atiyeh even broke ground at the site with a giant gold‐
painted power shovel in 1982.13

 
The Port and investors spent $25 million building a coal export terminal.14  Two years 
later, the project imploded after Asian markets proved unstable, unreliable, and not‐so‐
hungry. After a five‐month investigation, the Oregonian reported, “Port and Pacific Coal 
officials heedlessly plunged ahead despite clear warnings that they might never move a 
solitary lump of coal.”15  
 
Contractors didn’t get paid, borrowers defaulted, and lawsuits flourished.16 By betting 
on coal, the Port wasted prime industrial land, money, and jobs.  The Oregonian noted:  
 

Analysts later determined that coal export failed because the Asian demand was 
based on promises rather than actual long‐term contracts. And international 
banks studying the issue found that the demand for coal had been ‘vastly 
overstated.’17  

 
Soon after the Port of Portland collapse, nearly all other West Coast coal plans were 
scrapped.  
 
What happened in Los Angeles? 
Despite Portland’s dramatic failure in the 1980s, a decade later Los Angeles forged 
ahead with another “world‐class” coal export facility.  In the early 1990s, coal giant 
Peabody led a consortium of investors that promised jobs, tax revenue, and 
environmental protection with a new coal export terminal at the Port of Los Angeles 
(LAXT).18 The enormously divisive project alarmed neighbors and nearby workers.19  
 
A 1993 Los Angeles Business Journal article seems to prefigure today’s debates in the 
Northwest: 



 
… although the terminal will create jobs and taxes throughout Southern 
California, the terminal will have a negligible impact on L.A. County because the 
product (coal) is sourced from other states and the automated terminal won't 
generate many direct jobs.20

 
And: 

  
The City of Long Beach filed a lawsuit July 14, alleging that the Port of L.A.'s 
environmental impact report doesn't adequately address the negative 
environmental impact of coal dust that will be spewed from the massive 
uncovered storage pile of coal and petroleum coke.21  
 

Fears proved well‐founded. The terminal experienced at least two fires after dangerous 
amounts of coal dust accumulated in the ship‐loading machinery.22 By that time, 
however, Peabody was no longer around; perhaps sensing market weakness, they 
dropped out of the consortium before the terminal was built.  
 
The facility closed just six years after it opened owing to unfavorable market conditions.  
 
When the facility shut down, the City of Los Angeles had to write off $19 million of 
capital investment, and forfeit $94 million in expected revenue.23 Ultimately, the city 
was sued for improperly managing the site – and for failing to consider alternative uses 
of the site – and taxpayers shelled out $28 million to settle the suit.24

 
Today, it is not surprising that the Ports of Tacoma, Vancouver, Kalama, and Portland 
are leery of investing in coal after the history of failure.   
 

3.) Coal is a poor strategy for jobs.  
 
Each of the coal export facilities planned for Washington would occupy hundreds of 
acres of prime waterfront shipping property with storage for raw coal. There are far 
more job‐intensive uses for port lands. For example, a marine construction company 
leasing just 3.5 acres of land and a new cold storage facility on 17 acres of land at the 
Port of Tacoma are each expected to generate 100 new jobs.25 A Port of Seattle 
economic impact study found that shipping 1,000 metric tons of grain—a bulk 
commodity like coal—generated just 0.09 jobs, compared to 0.57 jobs for containerized 
cargo and 4.2 jobs for “break bulk” cargo, such as big machines or goods shipped on 
pallets, which requires more handling.26 A study at the Port of Baltimore came to similar 
conclusions, finding that coal export supports just 0.11 jobs per 1,000 metric tons, as 
compared to 0.41 for other dry bulk commodities, 0.43 jobs for containerized cargo, and 
even 1.71 jobs for autos.27

 



Millennium Bulk Terminals in Longview estimates that it would employ 70 people to 
move about 5 million tons of coal. 28 Millennium’s purchase of the property displaced 50 
workers from the previous employer, however, so the net gain would be 20 jobs. 29  In 
Bellingham, project developers say that a 24‐million‐ton facility, which is planned to be 
operational in 2015, would employ 89 workers. Proponents estimate that in 2026, if the 
entire 54 million ton facility is completed, the coal terminal would directly employ about 
280 people.30  
 
It’s important to understand the jobs numbers in context. The result is that coal exports 
at Longview, even if the entire 70 jobs are counted, can only be counted on to directly 
increase employment in Cowlitz County by less than two tenths of one percent. 
Meanwhile, coal exports at Cherry Point would directly increase employment in 
Whatcom County by less than one tenth of one percent by 2026. 31

 
It is also important to weigh the promise of jobs against the economic threats of 
investing in the “most risky” coal market. Portland’s gamble on coal was ridiculed for 
costing jobs: “By signing a 25‐year lease with Pacific Coal, Port officials tied up 90.69 
acres of riverfront land suitable for heavy industry at a time when the Portland area 
desperately needed jobs.”32  
 

4.) Case studies: Clean redevelopments provide more jobs  
 
Millennium proposes to use a former mill site owned by Alcoa in Cowlitz County to 
export coal.  The site, which features 416 acres of prime waterfront industrial land, is 
contaminated with pollution from the mill operation.  Cowlitz County now faces a choice 
for the site: approve Millennium’s proposed coal export terminal or force Alcoa to clean 
it up to attract other business.  Alcoa has already signed an Agreed Order with the 
Department of Ecology, in 2007, that mandates Alcoa to clean up the site’s pollution.33   

 
Alcoa has a good track record cleaning up aluminum mills and selling the land for more 
productive uses. In the last 5 years, Alcoa has successfully completed cleanup of former 
aluminum mills in Troutdale, Oregon and Vancouver, Washington.34 Alcoa even received 
a national award for its cleanup of the Troutdale site.35 Both sites are now active 
industrial areas.   
 
In Troutdale, the recently cleaned site is now the home of a FedEx Ground regional 
distribution center that employs over 750 people.36 And in Vancouver, the Port 
purchased Alcoa’s cleaned up 218‐acre mill site and now expects up to 1,000 new jobs 
there. The Vancouver site, now called Terminal 5, will be put to immediate use to 
construct improved rail service and accommodate a surge in wind turbines and other 
cargos, while preparing for more development of the marine terminal in the near 
future.37

 



The employment numbers for coal exports don’t stack up well. The proposed coal 
export terminal at Longview would occupy 416 acres of heavy industrial waterfront 
property and produce 70 jobs (with a net gain of 20 new jobs)—less than 0.2 jobs per 
acre. By contrast, the Troutdale facility occupies 700 acres of heavy industrial property, 
but supports 1.4 jobs per acre. The Port of Vancouver site, with 218 acres of heavy 
industrial waterfront, will generate 3.4 jobs per acre.38

 

Conclusion 
West Coast coal terminals have a history of failure.  The terminals locked in otherwise 
productive land use for years without delivering on promises of tax revenues and jobs.  
The cost of these failures is borne by the communities.  When the facilities don’t work 
out, the specialized equipment is difficult to remove or resell. Land and water pollution 
at coal export harbors is both inevitable and potentially irreversible. Millions must be 
spent to approximate clean‐up and rededicate the land, often to lower‐value uses. 
 
 
Brett VandenHeuvel is executive director of Columbia Riverkeeper, a nonprofit 
organization that works to protect the Columbia, reduce toxic pollution in river 
communities, and restore salmon runs. 
 
Eric de Place is senior researcher at Sightline Institute, an independent, nonprofit 
research and communications center—a think tank—for the Pacific Northwest.  
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PREFACE 

 

This report is submitted by Johan Rene van Dorp, John R. Harrald, Jason R.W. Merrick and 

Martha Grabowski. Johan Rene van Dorp and John R. Harrald are professors at the George 

Washington University (GWU), Jason R. W Merrick is a professor at Virginia 

Commonwealth University (VCU) and Martha Grabowski is a professor at Rensselaer 

Polytechnic Institute (RPI). The content of the report describes a Vessel Traffic Risk 

Assessment (VTRA) and the team members above are referred to as the VTRA team. 

 

The VTRA project commenced in June 2006 and spanned over a period of two years. Over 

the course of this project a comprehensive maritime risk management analysis tool has been 

developed for the VTRA study area that includes the approaches to and passages through 

the San Juan Islands, Puget Sound, Haro-Strait/Boundary Pass and the Strait of Juan de 

Fuca. However, we were tasked to only consider accident risk to vessel docking at the BP 

Cherry Point dock. The project was funded by BP. 

 

From the outset of this project the support from the United States Coast Guard, Sector 

Seattle has been unwavering, in particular the support of Captain Stephen Metruck and Jason 

Tama, who was a lieutenant commander during the first year of this project in Seattle, 

proved instrumental. As of November 2006, the US Coast Guard introduced the VTRA 

team to the Puget Sound Harbor Safety committee. Since November 2006 and up to May 

2008, we have been able to present our project progress during public meetings every two 

month held at the Army Corp of Engineers building, 4735 East Marginal Way South in 

Seattle, WA. During these meeting preliminary results were presented related to our base 

case analysis of the year 2005. Our last presentation to this community was held in May 2006 

during the National Harbor Safety committee held in Seattle at that time. 

 

The Puget Sound Harbor Safety committee, led by Bruce Reed, unselfishly extended their 

hospitality to allow us to present our progress over the course of this project. They provided 

us a public platform, missing at the outset of this project, to obtain feedback and access to 
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the maritime community within the VTRA study for data gathering purposes and expert 

judgment elicitations.  

 

We are particularly indebted to efforts of Captain Stephen Metruck, LCDR Jason Tama, 

John Veentjer of the Marine Exchange and Craig Lee from BP Shipping for their efforts in 

soliciting experts from the maritime community. Experts were invited to and referred to the 

VTRA team through the United States Coast Guard and the Puget Sound Harbor Safety 

committee.  Expert judgment elicitation sessions were scheduled predominantly at the US 

Coast Guard VTS, sector Seattle in December 2006, February 2007, June 2007, August 2007, 

September 2007 and December 2007. An elicitation session with ATC tanker captains was 

scheduled during an ATC conference in February 2007 in Portland, Oregon. In particular, 

the Puget Sound Pilots, led over the course of this project by Captains Richard McCurdy and 

Del Mackenzie, were an active participant during the elicitation sessions. None of the 

experts personally benefited from participating in the expert judgment elicitation. Each 

expert judgment elicitation session consisted of a morning and afternoon session. They 

donated their time for the enhancement of the safety levels in their maritime domain and 

they should be commended for it.    

 

The approach for this VTRA risk assessment is builds on the methodology and the dynamic 

risk simulations developed for tanker operations in Prince William Sound, Alaska (1995-96), 

estimation of passenger risk for the Washington State Ferries (WSF) Risk Assessment (1998-

1999) and the dynamic exposure simulation methodology for the San Francisco Bay 

Exposure Assessment (2002) also with a passenger safety focus.  This methodology is 

described in a number of journal papers that have been reviewed by our academic peers:  

 

• J.R.W. Merrick, J.R. van Dorp, J.P. Blackford, G.L. Shaw, T.A. Mazzuchi and J.R. Harrald (2003). “A 

Traffic Density Analysis of Proposed Ferry Service Expansion in San Francisco Bay Using a Maritime 

Simulation Model”, Reliability Engineering and System Safety, Vol. 81 (2): pp. 119-132. 

• J.R.W. Merrick, J. R. van Dorp, T. Mazzuchi, J. Harrald, J. Spahn and M. Grabowski (2002). “The 

Prince William Sound Risk Assessment”. Interfaces, Vol. 32 (6): pp.25-40.  

• J.R. van Dorp, J.R.W. Merrick , J.R. Harrald, T.A. Mazzuchi, and M. Grabowski (2001). “A Risk 

Management procedure for the Washington State Ferries”, Journal of Risk Analysis, Vol. 21 (1): pp. 

127-142. 
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• P. Szwed, J. R. van Dorp, J.R.W.Merrick, T.A. Mazzuchi and A. Singh (2006). “A Bayesian Paired 

Comparison Approach for Relative Accident Probability Assessment with Covariate Information”, 

European Journal of Operations Research, Vol. 169 (1), pp. 157-177. 

 

The off-prints of these papers are attached to this report as sub-appendices (not to be 

confused with the technical appendices below).  

 

In this project, the VTRA team enhanced and improved their methodology described in the 

journal papers above in a variety of ways. Some of these improvements are: (1) the maritime 

system in the VTRA study area was modeled at unsurpassed levels of detail using both AIS 

and radar data to develop detailed traffic patterns of VTS reporting traffic, (2) small vessel 

event methodology now includes routes for sailing regattas, whale watching movements and 

routes from and to both tribal and commercial fishing grounds (3) the use of geographic 

profiles to display accident frequency and oil outflow across a geographic area using a color 

legend (this methodology was first used to display exposure in the San Francisco Bay 

Exposure Assessment), (4) enhanced collision and grounding model that take into account 

vessel speeds and shore-line interactions and (5) an oil outflow model that builds on those 

discussed in Special Report 259, Environmental Performance of Tanker Designs in Collision and 

Grounding, published by the National Research Council in 2001 with the ability to model 

vessel fuel losses in addition to crude oil or refined products cargo losses. 

 

This report contains an executive summary, a main body containing several chapters and a 

conclusion section. Even though the report was developed to be predominantly self 

contained, it may refer at times to the following technical appendices A through G that 

describe the VTRA effort in more technical detail:  

• Technical Appendix A: Database Construction and Analysis 

• Technical Appendix B: System Description 

• Technical Appendix C: Simulation Construction 

• Technical Appendix D: Expert Judgment Elicitation 

• Technical Appendix E: Oil Outflow Model 

• Technical Appendix F: Future Scenarios 

• Technical Appendix G: Geographic Exposure, Accident and Oil Outflow Profiles 
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Jason Merrick took the lead in the production and writing of the main report and Technical 

Appendix F, Martha Grabowski produced Technical Appendix A, Jack Harrald took the lead 

in developing Technical Appendix B, Jason Merrick and Johan Rene van Dorp co-authored 

Technical Appendix C, Johan Rene van Dorp wrote and developed Technical Appendices 

D, G and took the lead in the production and writing of Technical Appendix E. Finally, 

Johan Rene van Dorp managed the integration of these documents into a final product. 
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EXECUTIVE SUMMARY 

 

In June 2006, BP contracted with The George Washington University, Rensselaer 

Polytechnic University, and Virginia Commonwealth University to perform a vessel traffic 

risk assessment (VTRA) with the intent of incorporating its results into the Section 10 

permit EIS for the addition of a north dock to the BP Cherry Point, Washington facility.   

The purpose of the VTRA study was to analyze the effects on oil spill risk of potential 

incremental vessel traffic projected to call at the Cherry Point dock through 2025 and to 

evaluate mitigation measures applicable to BP to address such impacts.    

 

The maritime system in the VTRA study area was modeled at unsurpassed levels of detail, 

compared to our prior studies, and a comprehensive set of accident and incident data for all 

vessel types were collected and analyzed.  However, the results and conclusions presented 

apply only to the interactions involving vessels carrying crude oil and petroleum products to 

and from the BP Cherry Point refinery.  Tank vessels that dock at Cherry Point are 

articulated tug barges (ATB’s), integrated tug barges (ITB’s) and tankers, henceforth referred 

to as BP Cherry Point vessels (BPCHPT). BPCHPT vessels comprise a relatively small 

percentage of the total modeled vessel traffic in the study area; the time spent on the water 

by BPCHPT vessels accounts for 1.1% of all modeled traffic and 7 % of the modeled deep 

draft traffic.  In contrast, the combined time on the water for all tankers, ATB’s and ITB’s, 

accounts for 3% of all traffic and 16% of deep draft traffic.     

 

The specific scope of the study was as follows:  

• The study evaluated the routes used by marine vessels to carry crude oil and 

petroleum products between the Cherry Point Refinery and:  

o the beginning of the Traffic Separation Scheme approximately 8 nautical 

miles beyond Buoy J offshore of Cape Flattery, and  

o the Puget Sound. 

• The study evaluated the incremental risk of (1) an accident (collision, grounding, or 

other scenario) involving a tank vessel, (2) resulting in a discharge of crude oil or 
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petroleum products, (3) associated with reasonably foreseeable increases in vessel 

traffic through calendar year 2025 to and from both wings of the Cherry Point Oil 

Spill Risk Assessment due to increased vessel traffic calling at Cherry Point Dock 

Refinery Pier, (4) as compared with the baseline traffic that the pre-North Wing pier 

could accommodate. 

• In evaluating these risks the study modeled all vessel traffic (not just vessels carrying 

crude oil and petroleum products) and reasonably foreseeable increases and 

decreases in vessel traffic along the entire pathway followed by vessels between; 

o Cherry Point and the beginning of the Traffic Separation Scheme 

approximately 8 nautical miles beyond Buoy J, and 

o Cherry Point and the Puget Sound, 

including but not limited to vessels calling in British Columbia, and vessels calling at 

the Cherry Point Refinery Pier, Conoco-Phillips, Intalco and reasonably foreseeable 

future marine terminal facilities in the Cherry Point area, including the proposed 

Gateway facility. 

• The study accounted for non-VTS reporting vessels (fishing vessels and recreation 

traffic) using methods developed in the modeling of traffic in San Francisco Bay as 

far as data or expert judgment was available to model this traffic in a reasonable 

manner. 

• The study evaluated low, medium and high traffic scenarios. 

• The study considered the impact of human and organizational error on the 

likelihood of accidents and the effectiveness of risk reduction interventions. 

• The study did not evaluate vessel traffic risks at locations other than those routes 

used by vessels traveling to and from Cherry Point. 

• The study investigated risks associated with the Haro Strait and Huckleberry-

Saddlebag approaches to and from Cherry Point. 

• The study evaluated the following potential vessel traffic management protocols that 

potentially could reduce the risk of an accident and that can be instituted consistent 

with existing law:  (1) use of Rosario Strait and Guemes Channel instead of the 

Huckleberry-Saddlebag traverse; (2) stationing a year-round prevention and response 

tug (of the kind currently stationed in Prince William Sound) in Neah Bay, 
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Washington; (3) a single tug escort requirement for the Western reaches of Juan de 

Fuca Strait with hand-off between prevention and response tugs stationed in Neah 

Bay and Port Angeles. 

• The study included an impact analysis that described the outcomes of an accident as 

described by the location and size of oil outflows, but did not examine the fate and 

effects of an oil spill, a task to be performed by an independent EIS contractor based 

on the VTRA oil outflow analysis results. 

 

The approach used for the VTRA extended the methodology developed by the VTRA team 

for the Prince William Sound Risk Assessment, the Washington State Ferries Risk 

Assessment, and the San Francisco Bay Water Transit Authority vessel traffic analysis.  This 

approach recognizes that an accident is a culmination of a series of cascading events initiated 

by triggering mechanical failures and/or human errors. The creation of a comprehensive 

system simulation as the basic VTRA analysis tool ensures that the dynamic nature of system 

risk is captured.  The system simulation provides a detailed representation of vessel traffic 

routes and transits for all traffic monitored by the US and Canadian Vessel Traffic Systems 

and an extensive capture of non VTS traffic such as fishing vessels, regattas and whale 

watching vessels.  In addition, the system simulation represents the situational context of 

these transits by modeling wind conditions, visibility, and currents.  The base year for the 

system simulation is 2005.  In order for the simulation to be used as a risk management 

analysis tool, however, the absolute number of potential accidents and triggering incidents 

had to be estimated, and a method for calculating the likelihood that an incident, given a 

situational context, would result in an accident was required.  As described in the basic 

report, these critical tasks were completed through extensive data analysis and the use of 

expert judgment where data was inadequate.  

 

An analysis of maritime accidents and incidents in Puget Sound from 1995-2005 was 

completed to ensure that the maritime simulation was calibrated to historically accurate 

incident and accident frequencies. Accident and incident records for 1995-2005 for all vessel 

types and for the geographic scope of the project were solicited, and an accident-incident 

database was constructed.  This data base consists of 2,705 events:  1462 accident events, 
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1159 incidents, 84 unusual events.  Tank vessels accounted for 35 accidents, 111 incidents 

and 25 unusual events; tank barges accounted for 325 accidents, 87 incidents and 9 unusual 

events.  The BP Cherry Point calling fleet accounted for 4 accidents and 59 incidents during 

the 1995-2005 time period; these events were used to calibrate the simulation for the base 

case year.  213 events were identified during the reporting period that were due to human 

error. Of the 213 human error events, 168 (79%) were unintended errors, rather than 

violations; of the 168 events, significantly more (52%) were due to perceptual errors, 

compared to skill-based errors (27%) or decision errors (21%). All of the accident and 

incident analyses, however, were limited by the availability of detailed information to support 

human and organizational error analysis.  

 

The modeling of potential oil outflow following an accident extended work done previously 

by the National Research Council (NRC) and the International Maritime Organization 

(IMO).  The oil outflow analysis estimates the probability of penetration, the number of 

compartments penetrated, and estimated outflow for each interaction scenario.  Oil outflows 

were modeled for persistent oils (crude cargo and heavy fuel) and non-persistent oils (refined 

petroleum cargo products and diesel fuel) from vessels in the BP Cherry Point calling fleet 

and from other interacting vessels involved in a potential collision with the BP Cherry Point 

vessels.   

 

The most likely base case accidents involving BP Cherry Point vessels were allisions 

followed by collisions and powered groundings.  However, the average oil outflow potential 

was greatest from powered groundings, followed by collisions.  The total potential average 

oil outflow from BP Cherry Point and interacting vessels in the 2005 base case was 141 

cubic meters.   In the base case simulation, BP Cherry Point vessels were the source of 

97.5% of these oil outflows, interacting vessels accounted for 2.5%.   Most (92%) of these 

oil outflows in the base case are concentrated in the area consisting of the approaches to and 

passages through the San Juan Islands and Anacortes.  

 

Since shipping is a derived demand, projection of future vessel traffic is inherently uncertain.  

Actual future tanker and tank barge traffic will be dependent upon energy requirements and 
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distribution choices.  Actual future container vessel traffic and bulk cargo traffic and vessel 

size are dependent upon demand for imports and exports.  The vessel traffic described in 

the base case year (2005) was projected through 2025 using 15 years historical trend data 

analysis by vessel type. The opening of the Gateway bulk cargo terminal (that would effect 

this time series projection) and statistical techniques were used to construct upper and lower 

bounds for future traffic. The resulting high, medium and low forecasts were used as the 

basis for calculating future accident frequencies and oil outflows.    

 

Detailed accident frequencies and oil outflow volumes were calculated for all locations in the 

study area for 15 VTRA cases. These 15 VTRA cases describe alternative systems in the 

years 2000, 2005 2025, considering the presence/absence of BP north wing, the presence or 

absence of the Gateway terminal, and presence or absence of mitigating measure—

saddlebags, extended escort, Neah bay tug.  The study’s conclusions are based upon the 

analyses of the VTRA cases.   

 

The following summary provides significant conclusions drawn from the analysis 

comparison of 2000-2005 VTRA cases, the comparison of 2000-2025 VTRA cases, and the 

analysis of specific potential risk reduction interventions1:  

 

2000-2005 comparison conclusions derived from VTRA analysis results: 

• If BP had restricted operations to the south wing in 2005, it could have served 96% 

of the BPCHPT vessels in 2005 actually served by both wings. 

• In a 2005-2005 comparison, the addition of the north wing allowed the BP Cherry 

Point terminal to serve slightly more calling vessels, while reducing the potential for 

BPCHPT vessel accidents by 21% and decreasing oil outflows by 38%2.  

• With the north wing in operation in 2005 (but not in 2000), the potential for 

accidents involving BPCHPT vessels decreased by 10% between 2000 and 2005, and 

the oil outflow potential decreased by 21% between 2000 and 2005 in spite of the 

changes in vessel traffic during the same period.   
                                                 
1 The main report and its technical appendices provide a more detailed explanation of these results. 
2 For consistency percentages are evaluated here as percentages of 2000 levels. 



Vessel Traffic Risk Assessment (VTRA) - Final Report 08/31/08 

 

VTRA Main Report  12 

 

• With only the south wing in operation in both 2000 and 2005, the potential for 

accidents involving BPCHPT vessels would have increased by 12% between 2000 

and 2005 and the potential outflows would have increased by 18% between 2000 and 

2005. 

 

2000-2025 analysis conclusions derived from VTRA analysis results: 

• At each of the low, medium, and high traffic scenarios for 2025, having the north 

wing leads to lower average accident potential and oil outflow potential for BPCHPT 

vessels than not having it. 

• Assuming the north wing being operational in a 2025 analysis with medium traffic 

increases, results in a total annual average oil outflow of 174.4 cubic meters, which is 

quite similar to the 177.7 cubic meters of the previous 2000 analysis when the dock 

was not operational (but a reduction of 1.8%). 

• Assuming the north wing being operational in a 2025 analysis with high traffic 

increases, results in a total annual average oil outflow of 229.9 cubic meters, 

compared to the 177.7 cubic meters of the same 2000 analysis when the dock was 

not present (an increase of 29.4%). 

• Hence, with additional traffic increases it remains possible that even with the 

addition of the north wing dock, oil transportation risk rises above a level previously 

experienced in 2000 when the north wing dock was not operational.     

 

Risk intervention conclusions derived from VTRA analysis results:  

• At the 2005 traffic levels, and not allowing the use of the Saddlebags route from BP 

Cherry Point to Anacortes in our maritime risk simulation model, leads to no 

appreciable change in either average accident potential or average oil outflow 

potential. In the high traffic scenario for 2025, not allowing the use of the 

Saddlebags route from BP Cherry Point to Anacortes in our maritime risk simulation 

leads to a 2% increase in average accident potential and a 0.1% increase in average oil 

outflow. 

• At the 2005 traffic levels, extending the escorting of BP tankers and ITBs up to Buoy 

J in our maritime risk simulation model, leads to a decrease in both drift groundings 
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and collisions in the extended escorting area. The overall effect is a 1.5% decrease in 

total average accident potential and a 3% decrease in total average oil outflow 

potential. In the high traffic scenario for 2025, these decreases are 1% and 1.5%, 

respectively. 

• A restricted analysis of the risk reduction potential of the Neah Bay Tug, considering 

only BP tankers (about 1.1% of the total modeled traffic and about 7% of the total 

modeled deep draft traffic) within the VTRA study area (i.e. up to 8 miles of Buoy J 

where traffic separation commences and, more importantly,  including the area 

consisting of the approaches to and passages through the San Juan Islands and 

Anacortes typically beyond the Neah Bay tug’s operating range) our maritime risk 

simulation model evaluated that the Neah Bay tug has no appreciable effect on total 

VTRA study area average accident potential and reduces its total average oil outflow 

potential by 0.1%.  

• In the restricted analysis performed, and assuming the Neah Bay tug has the 

capability to save any disabled3 BPCHPT vessel that it could get to in time, regardless 

of the situational context, it was shown that the Neah Bay tug could reduce total 

average VTRA study area accident potential by 0.03% and total average VTRA study 

area oil outflow potential by 0.75%. 

 

Quantitative results in our study are presented as average point estimates commonly used for 

the evaluation of alternatives in a decision analysis context. These are derived from uncertain 

quantities as described in each step of the analysis as described in this report and its technical 

appendices. As with any risk assessment model, our model too represents an abstraction of 

reality and its results must be interpreted with care and with awareness of scoping, data 

limitations and modeling assumptions. In particular, the forecasts of maritime traffic, 

accident frequencies, and oil outflows in 2025 must be treated with care. 

 

One primary limitation of the VTRA study is that, due to scoping constraints, the results 

reflect only on a small percentage of the vessel traffic described in the maritime simulation.  
                                                 
3 Our definition of a disabled BPCHPT vessel here is one that experienced either a steering or propulsion 

failure. 
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If risk interventions have an appreciable effect beyond the BPCHPT vessels analyzed in this 

study, they should also be tested against this larger class of vessels to determine their effects 

on system wide accident frequencies and oil outflows. For example, a risk intervention that 

reduces accident frequency and or oil outflow of BP Cherry Point vessels, but results in a 

larger potential increase of accident frequency and/or oil outflows from the other traffic 

should not be implemented. Conversely, risk mitigation measures that have little or no 

impact on the BP Cherry Point vessels accident frequency or oil outflow may in fact 

significantly reduce risk to other vessels.  

 

As such, a full evaluation of the risk reduction potential of the Neah Bay tug was not within 

the scope of the VTRA, as the analysis was restricted to BPCHPT vessels in the VTRA 

geographic scope.  A full evaluation of the risk reduction potential of the Neah Bay tug 

requires (1) inclusion of all non-BP vessel traffic within the VTRA study area in its 

effectiveness analysis and (2) inclusion of all vessel traffic beyond the boundaries of our 

VTRA study area (i.e. beyond the beginning of the Traffic Separation Scheme approximately 

8 nautical miles beyond Buoy J offshore of Cape Flattery), but both limited to the tug’s 

operating range.  Neither was part of the scope of the VTRA study. 
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1. Introduction 

The purpose of the VTRA study is to examine the changes in vessel traffic risk potentially 

resulting from the addition of the north-wing of the dock at BP’s Cherry Point Refinery (see 

Figure 1). This risk is evaluated in terms of the risk of accidents involving tankers, articulated 

tug barges (ATBs) and integrated tug barges (ITBs) calling at BP Cherry Point and in terms 

of the potential for oil outflow from such accidents. The accidents included in the analysis 

are collisions with other vessels, groundings preceded by propulsion or steering failures (so 

the tanker drifts aground), groundings preceded by navigational failures or human errors (so 

the tanker goes aground under power), and allisions (collisions with the dock or other fixed 

objects). We will evaluate the changes in risk during our base case year (2005) were the dock 

to be used or not used. We will also evaluate the changes in risk since prior to the dock being 

constructed (specifically in the year 2000) and the changes in risk that could result because of 

future changes in traffic levels (evaluated in 2025). This will give an elaborate evaluation of 

the effect of the dock thus far and in to the future.  

 

•• BP Cherry PointBP Cherry Point

•• SaddlebagsSaddlebags

Straits of Juan de FucaStraits of Juan de Fuca

•• Port AngelesPort Angeles

Rosario Rosario 
StraitStrait

•• NeahNeah BayBay GuemesGuemes
ChannelChannel

HaroHaro
StraitStrait

 
Figure 1. A chart of the area discussed in the study. 
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Three other changes to the risk of oil spills will be evaluated. Until 2005, tankers wanting to 

transit between BP Cherry Point or the Ferndale refinery and Anacortes would travel 

through an area known as the Saddlebags (Figure 1). We will evaluate the change in risk if 

the tanker were to not use Saddlebags, but instead to travel through Rosario Strait and then 

Guemes Channel. The other two changes involve alternatives to the current escorting 

system. Currently, tankers over 40,000 dead weight tons and carrying either crude oil or 

petroleum products must be escorted by a specialized tug from a point just after they pass by 

Port Angeles to the refinery or the anchorage they plan to use. They must then be escorted 

on any transits between anchorages and refineries until just before they reach Port Angeles 

on their way out through the Straits of Juan de Fuca. In addition, there is also an escort tug 

on 24 hour standby at Neah Bay near the entrance to the Straits of Juan de Fuca to assist any 

vessel within its range to assist. Two changes to this set up will be evaluated. Firstly, 

extending the escorts passed Port Angeles up to the end of the Straits of Juan de Fuca. 

Secondly, we will test the effect of removing the Neah Bay Tug to allow an evaluation of its 

effectiveness.  

 

Each of the changes to be evaluated cause a change in the traffic patterns and these cause a 

change in the level of exposure to risk; the changes are dynamic, thus they must be evaluated 

using a dynamic simulation of the vessel traffic in the region. This simulation model is then 

integrated with models for the potential of incidents, such as propulsion failures, steering 

failures, navigational failures, and human errors, and with models for the potential for 

collisions, groundings, and allisions resulting from these incidents. A final layer of modeling 

takes the accident scenarios and assesses the potential for oil outflow. The form of results in 

this report include the aggregated potential for accidents, aggregated potential for oil 

outflow, and detailed maps showing the spread of each of these risk measures across the 

area, called geographic profiles.  

 

In this report, we first provide the scope of the study that defines what is analyzed and what 

is not. We then provide a description of the system, the vessels that transit in it, the rules 

they follow, and the environmental factors that they encounter. The overall structure of the 

model used is then discussed and each of the individual pieces described, including the data 
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that was used and the organizations that provided experts. The results are then provided and 

the effect of changes to the system explained. We end with a summary of our findings. 

2. Scope of the Study 

The scope of the study is defined by the following items: 

• The study will evaluate the routes used by marine vessels to carry crude oil and 

petroleum products between the Cherry Point Refinery and:  

o the beginning of the Traffic Separation Scheme approximately 8 nautical 

miles beyond Buoy J offshore of Cape Flattery, and  

o the Puget Sound. 

• The study will evaluate the incremental risk of (1) an accident (collision, grounding 

or other scenario) involving a tank vessel, (2) resulting in a discharge of crude oil or 

petroleum products, (3) associated with reasonably foreseeable increases in vessel 

traffic through calendar year 2025 to and from both wings of the Cherry Point Oil 

Spill Risk Assessment due to increased vessel traffic calling at Cherry Point Dock 

Refinery Pier, (4) as compared with the baseline traffic that the pre-North Wing pier 

could accommodate. 

• In evaluating these risks the study will model all vessel traffic (not just vessels 

carrying crude oil and petroleum products) and reasonably foreseeable increases and 

decreases in vessel traffic along the entire pathway followed by vessels between; 

o Cherry Point and the beginning of the Traffic Separation Scheme 

approximately 8 nautical miles beyond Buoy J, and 

o Cherry Point and the Puget Sound, 

including but not limited to vessels calling in British Columbia, and vessels calling at 

the Cherry Point Refinery Pier, Conoco-Phillips, Intalco and reasonably foreseeable 

future marine terminal facilities in the Cherry Point area, including the proposed 

Gateway facility. 

• The study will account for non-VTS reporting vessels (fishing vessels and recreation 

traffic) using methods developed in the modeling of traffic in San Francisco Bay as 

far as data or expert judgment is available to model this traffic in a reasonable 

manner. 
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• The study will evaluate low, medium and high traffic scenarios. 

• The study will consider the impact of human and organizational error on the 

likelihood of accidents and the effectiveness of risk reduction interventions. 

• The study will not evaluate vessel traffic risks at locations other than those routes 

used by vessels traveling to and from Cherry Point. 

• The study will cover risks associated with the Haro Strait and Huckleberry-Saddlebag 

approaches to and from Cherry Point. 

• The study will include identification and evaluation of potential vessel traffic 

management protocols that would reduce the risk of an accident and that can be 

instituted consistent with existing law. At a minimum, the vessel traffic management 

protocols studied will include: (1) use of Rosario Strait and Guemes Channel instead 

of the Huckleberry-Saddlebag traverse; (2) stationing a year-round prevention and 

response tug (of the kind currently stationed in Prince William Sound) in Neah Bay, 

Washington; (3) a single tug escort requirement for the Western reaches of Juan de 

Fuca Strait with hand-off between prevention and response tugs stationed in Neah 

Bay and Port Angeles; and (4) any additional vessel traffic management protocols or 

other mitigation measures selected for analysis during the scoping stage of the EIS. 

• The study will include an impact analysis that will describe the outcomes of an 

accident as described by the location and size of oil outflows, but will stop short of 

examining the fate and effects of an oil spill. 

• The study will use, but not be constrained by, the results of prior studies that 

examined various aspects of maritime risk in Washington State waters. The study will 

be directed by Jack Harrald and Martha Grabowski. 

 

Figure 2 shows the geographic area included in this scope. The study will only evaluate the 

risk of accidents involving crude oil or petroleum product carrying vessels that call at BP 

Cherry Point at some point in their transit in to this geographic area. Thus it will not include 

collisions between two vessels that do not call at BP Cherry Point and it will not include 

groundings or allisions of non-BP Cherry Point vessels. However, it will include collisions 

between BP Cherry Point vessels and any other vessel, thus the model must include as much 
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of the other traffic in the region as it is feasible to model, including small vessels for which 

transit data is more difficult to obtain.  

 

Strait of Juan de Fuca West

Puget Sound North

Puget Sound South

Haro Strait-Boundary PassHaro Strait-Boundary Pass Rosario
Strait

Rosario
Strait

Saddle BagSaddle Bag

Guemes
Channel
Guemes
Channel

Cherry PointCherry Point

Strait of Juan de Fuca East

VTRA STUDY AREA
VTRA = Vessel Traffic Risk Assessment

 

Figure 2. A chart of the geographic scope of the study. 

3. Description of the System 

3.1. Traffic to BP Cherry Point 

Figure 3 shows a satellite map of the area around BP’s Cherry Point Refinery. To the far left 

is Vancouver Island; the islands at the bottom are the San Juan Islands. Canada is at the top 

of the picture, specifically the city of Vancouver and the James River. To the lower right is 

Washington State. BP’s Cherry Point Refinery is located at Cherry Point, which is near 

Bellingham. 
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Figure 3. A satellite picture of the area around BP Cherry Point. 

Figure 4 shows a satellite image of the dock at BP’s Cherry Point Refinery. The dock lower 

in the image is the south wing which is now used mostly for tankers carrying crude oil being 

delivered to the refinery, but can be used for petroleum product carrying vessels taking 

refined products away from the refinery. The south wing was constructed at the same time 

as the refinery, being finished in September 1971. The dock higher in the image is the north 

wing that was constructed by July of 2001 and went in to service in September of 2001. The 

north wing is used exclusively for vessels carrying refined petroleum product away from the 

refinery. 

 

Figure 4. A satellite picture of the north and south wing of the dock at BP Cherry 

Point. 

 



Vessel Traffic Risk Assessment (VTRA) - Final Report 08/31/08 

 

VTRA Main Report  25 

 

Figure 5 shows the number of crude oil tankers that called at BP Cherry Point each month 

from March 1997 to February 2008. The red line shows the point in time that BP merged 

with ARCO in April 2000. After that point there is a slow increase from an average of 9.2 

transits per month to an average of 11.5 transits per month. It is noteworthy that this higher 

number of transits is actually reached before the north wing went in to operation.  
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Figure 5. Crude oil tankers calling at BP Cherry Point per month. 

 

Figure 6 shows the number of petroleum product carriers calling at BP Cherry Point from 

March 1997 to February 2008. Until September 2001, all product carriers had to use the 

south wing, but after that point they use the north wing if it is available and the south wing if 

the north wing is not available and no crude tanker is using the south wing. Prior to the use 

of the north wing, there was an average of 14 product carriers per month. With the north 

wing in place, an average of 12 product carriers per month used the north wing and 2 per 

month used the south wing. There appears to be a slight increase in 2006. This will not be 

reflected in our base case analysis (2005), but such trends will be considered in our analysis 

of future scenarios. 
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Figure 6. Petroleum product tankers calling at BP Cherry Point per month. 

The routes used by tankers, ATBs, and ITBs that call at BP Cherry Point are shown in 

Figure 7. As can be seen, tankers transit in and out of the Straits of Juan de Fuca, south to 

the Puget Sound (specifically to Tacoma and Manchester), north to Vancouver, and locally 

to anchorages at Cherry Point, Vendovi Island, Anacortes, and Port Angeles and the 

refineries at Ferndale and Anacortes.  

 

Figure 7. Representative Routes Used by Tankers Calling at BP Cherry Point. 
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3.2. Deep Draft Traffic 

There are many other types of vessels that transit the waterways in this region. Larger vessels 

must report in to the Coast Guard Vessel Traffic Service (VTS). The specific requirements 

for a vessel to report in are: 

(a) Every power-driven vessel of 40 meters (approximately 131 feet) or more in length, 

while navigating; 

(b) Every commercial towing vessel of 8 meters (approximately 26 feet) or more in 

length, while navigating; 

(c) Every vessel certificated to carry 50 or more passengers for hire, when engaged in 

trade. 

The VTS records the transit and also monitors the movement of vessels on screens in their 

operating center. The USCG VTS in Seattle receives radar signals from 12 strategically 

located radar sites throughout the VTSPS area. Radar provides approximately 2,900 square 

miles of coverage including the Strait of Juan de Fuca, Rosario Strait, Admiralty Inlet, and 

Puget Sound south to Commencement Bay. 

 

Additionally, close circuit TV provides coverage of various critical waterways. Since 1979, 

the U.S. Coast Guard has worked cooperatively with the Canadian Coast Guard in managing 

vessel traffic in adjacent waters through the Cooperative Vessel Traffic Service 

Puget Sound (CVTS). Two Canadian Vessel Traffic Centers work hand in hand with Puget 

Sound Vessel Traffic Service. The area west of the Strait of Juan De Fuca is managed by 

Tofino Vessel Traffic. North of the Strait of Juan De Fuca, through Haro Strait, to 

Vancouver Harbor, BC is managed by Victoria Vessel Traffic Service. The three Vessel 

Traffic Centers communicate via a computer link and dedicated telephone lines to advise 

each other of vessels passing between their respective zones. 
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Figure 8. The number of vessel transits per month since 1992. 

The number of transits per month for various types of vessels in the region are shown in 

Figures 8 and 9. Figure 8 shows bulk carriers, containers, cruise vessels, public vessels (navy 

and coast guard), roll-on/roll-off vessels, tankers, and vehicle carriers. Figure 9 shows tug 

tow barge transits separately as they are an order of magnitude higher than other vessels. 

Various trends are seen here, including a decrease in the number of bulk carriers, an increase 

in the number of container vessels, and a seasonal increase in the number of cruise vessels. 
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Figure 9. The number of tug transits per month since 1996. 
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The VTS centers also record the tracks of the vessels that report in. Figure 7, showing the 

routes of oil tankers, was generated by cleaning radar blips and other recording errors from 

these tracks for oil tanker transits and choosing representative tracks for each departure 

point and destination. Figure 10 through 15 show similarly generated routes for the other 

types of vessels that call in to the VTS.  

 

Figure 10. Representative Routes Used by Bulk Carriers. 

 

Figure 11. Representative Routes Used by Chemical Carriers. 
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Figure 12. Representative Routes Used by Container Vessels. 

 

 

 

Figure 13. Representative Routes Used by all Oil Tankers. 
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Figure 14. Representative Routes Used by Tug Tow Barges. 

 

 

Figure 15. Representative Routes Used by Vehicle Carriers. 

3.3. Ferry Traffic 

The vessel type with the largest numbers of transits in this area is ferries. Ferries also call in 

to the VTS. The ferries in this area are operated by the Washington State Ferries (the largest 
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ferry service in the United States), the Victoria Clipper (between Victoria and Seattle), and 

various smaller Canadian operators. The total number of ferry transits per month since 1996 

is shown in Figure 16, varying somewhere around 15000 transits per month. This is by far 

the highest number of transits per month of any VTS reporting traffic, but it should be 

realized that most of the routes in Figure 17 for ferries are much shorter than most of the 

routes for other VTS reporting traffic in Figures 10 through 15. Representative ferry routes 

are shown in Figure 17. 
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Figure 16. The number of ferry transits per month since 1992. 

 

Figure 17. Representative Routes Used by Ferries. 
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3.4. Small Vessel Traffic 

There are many other types of smaller vessels that use these waters. While data on these 

smaller vessels is harder to obtain, there are several groups that are recorded by various 

different entities.  

 

Commercial and tribal fishing is regulated and recorded by various organizations. Canadian, 

US, and tribal fisheries managers provided information about the areas in which fishing 

occurs, the types of fishing and vessels, and the number of vessels that transit from each 

fishing port. Larger fishing vessels and fishing factory vessels also must report to the VTS. 

Figure 18 shows the sum of this information, with fishing areas shown in various colors 

depending on the type of fishing performed in each area and representative routes for transit 

to and from these areas and in and out of the region in green.  

 

 

Figure 18. Fishing areas and representative routes used by fishing vessels. 

  

Two other types of small vessel traffic for which data is recorded are regattas and whale 

watching. Regattas run by various yachting organizations in the area must be registered with 

the Coast Guard. This includes the time of the event, the route taken, and the expected 

number of vessels involved. Figure 19 shows the routes of regattas that took place during 

2005.  
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Figure 19. Representative Routes Used by USCG Registered Yacht Regattas. 

Whale watching vessels follow the pods of killer whales that live in the region, allowing 

tourists and researchers to observe the whales. However, there are regulations that restrict 

these vessels from harassing the whales. Sound Watch is a non-profit organization that 

records the movements of whales, the number of vessels that are observing them, and any 

violations of the regulations.  Figure 20 shows the movements of the whales and the whale 

watching vessels that followed them during 2005. 

 

 

Figure 20. Routes of whale watching movements record by Sound Watch. 
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3.5. Traffic Rules 

Reporting to the VTS is not the only requirement for vessels transiting the region. There are 

restrictions on where a vessel may transit, called traffic separation schemes, restrictions on 

speed, one-way zones, specified anchorage areas, escorting rules for oil tankers, and pilotage 

requirements.  

 

Each of the charts showing representative routes also includes pink areas along certain 

waterways. These depict traffic separation schemes for vessels over 20 meters in length, or 

regions in which vessels should not travel, keep vessels transiting in opposite directions 

separated from each other. Areas of convergence of traffic are also depicted and caution is 

required in these areas. Vessels crossing the separation scheme must do so as close to a right 

angle as possible.  No fishing or anchoring is allowed in the separation scheme area and 

vessels smaller than 20 meters and sailing vessels are not allowed to impede vessels in the 

scheme. Vessels not participating in the scheme or crossing the scheme must stay away from 

the areas depicted. There are also speed restrictions in various areas. In Elliot Bay, vessels are 

restricted to 5 knots; in Rosario Strait, deep draft vessels are restricted to 12 knots; and in the 

Saddlebags and Guemes Channel area, vessels are restricted to 6 knots.  

 

The US Coast Guard has also designated a special navigation zone in Rosario Strait. This 

means that a vessel longer than 100 meters or more than 40,000 DWTs cannot meet, 

overtake, or cross within 2,000 yards of another vessel that meets these size limits within 

Rosario Strait. Also towing vessels cannot impede the passage of vessels more than 40,000 

DWTs in this area. A similar designation is made in Haro Strait, but just applies to the 

smaller area at Turn Point, not the whole of Haro Strait. Guemes Channel and the area 

around Saddlebags and Vendovi Island are also areas where it is difficult for two vessels over 

40,000 DWTs to maneuver around each other. While the area is not specifically designated 

as a special navigation zone, the Puget Sound VTS operates the area as if it were to avoid 

dangerous situations. Thus the Rosario Strait rules are essentially extended to include the 

waters east of Rosario Strait in practice.  
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Vessels requiring anchorage must get approval from the relevant VTS. There are many 

designated anchorage areas in the region, but four are specifically relevant to this study. 

Firstly, there is a large general anchorage area at Port Angeles for all deep draft vessels. 

There are then three anchorages with more limited capacity. Cherry Point anchorage is a 

short-term anchorage for tankers waiting to dock at Cherry Point or Ferndale. Anchorages 

around Vendovi Island can be used for longer; there are three designated anchorages for 

deep draft vessels and two for tugs. Finally, there are four anchorages at Anacortes, with one 

specifically designated for lightering operations.  

 

The Puget Sound Pilots provide pilotage service for all U.S. ports and places East of 123 

degrees 24' W longitude in the Strait of Juan de Fuca, including Puget Sound and adjacent 

inland waters. Pilotage is compulsory for all vessels except those under enrollment or 

engaged exclusively in the coasting trade on the west coast of the continental United States 

(including Alaska) and/or British Columbia. The pilot station is at Port Angeles, meaning 

that vessels picking up or dropping off a pilot will pass by Port Angeles at a slow speed, 

allowing a pilot boat to pull aside and the pilot to board or disembark on a pilot ladder. The 

pilots will navigate vessels to the dock and then back to the Port Angeles on their outbound 

trip.  

 

Vessels transporting crude oil or petroleum products that are over 40,000 DWTs are 

required to have a tug escort beyond a point east of a line between Discovery Island and 

New Dungeness Light.  

 

3.6. Overall Traffic Density 

The transit counts and route maps give a general idea of traffic levels in the region, but as 

mentioned previously ferries have lots of transits on mostly short routes, while container 

vessels and bulk carriers have fewer transits, but usually on longer routes. Thus to get a true 

picture of the level of traffic on the water, we need to count the time that each vessel type 

spends on the water and where it goes. The following maps depict the time on the water 

with a colored legend and each colored cell is a quarter nautical mile by a quarter nautical 

miles. Figure 21 shows the generated density of all the traffic discussed thus far. The red 
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areas have higher traffic levels and they include the lanes within the traffic separation 

schemes, the ferry lanes, and the major fishing areas. There are also some gray and black 

cells that have the highest levels of traffic within Elliot Bay. However, it is not only 

important to understand the overall levels of traffic, but it is also of interest to understand 

what types of traffic make up this overall pattern.  

 

Complete Traffic Density:

100%

A Complete Traffic Density ProfileA Complete Traffic Density Profile

 

Figure 21. The density of all traffic across the region.  

 

Let us concentrate first on the focus of this study, namely tankers, ATBs, and ITBs calling at 

BP Cherry Point at some point in their movements within the study area. Figure 22 shows 

the generated traffic density plot for BP Cherry Point traffic using the same legend as Figure 

21 for all traffic. This allows us to see how much of the overall traffic picture is made up of 

BP Cherry Point traffic. Obviously there are specific areas that BP Cherry Point vessels 

transit and areas where they will not or cannot. However, of particular interest is that BP 

Cherry Point traffic only makes up 1.1% of the total time that vessels spend on the water in 

the study area. 
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Traffic Density with only:
Cherry Point (BP) Tankers
Cherry Point (BP) ITB’s
Cherry Point (BP) ATB’s

1.1%

Compared to All TrafficCompared to All Traffic

 

Figure 22. The density of BP Cherry Point traffic across the region.  

 

We can generate similar statistics for other vessel types. Ferries account for 18% of the total 

transit time on the water even though they account for 50-75% of the transits recorded by 

the various VTS stations. Tug, towing vessels, and barges account for 17.1% of the total 

transit time on the water. Small vessel traffic, specifically commercial and tribal fishing, 

regattas, and whale watching vessels, make up 44.1% of the total transit time on the water. 

Naval, coast guard, service and supply vessels account for 4.7% of the total transit time on 

the water. And finally, all oil tankers, ATBs, and ITBs, not just those calling at BP Cherry 

Point, account for 2.6% of the total transit time on the water, thus BP Cherry Point traffic is 

41% of the total for all oil tankers, ATBs, and ITBs.  

3.7. Environmental Factors – Wind, Visibility, and Current 

The National Climatic Data Center allows one to download hourly weather observations for 

the VTRA study area. Figure 23 displays seven weather stations for which we have obtained 

hourly wind speed and direction data based for the year 2005 on their availability and quality 
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as well being able to map them reasonable to the locations identified in Figure 2. The length 

of the “wind fans” in Figure 23 represents the different wind speeds across these weather 

stations. As can be observed also from the wind fans in Figure 23, winds tend to be at higher 

levels at the entrance of the West Strait of Juan de Fuca and further inward than the other 

locations.  

 

Hourly land visibility data for 2005 was available from the various airports within the study 

area and has been obtained from the National Climatic Data Center as well. Unfortunately, 

no electronic data is available for a sea fog phenomenon. Sea fog occurs on the water even 

with good land visibility. Conditions that determine that are dew point temperature and 

water temperature as well as wind speeds being below a certain level. A sea fog visibility 

model using these parameters as input is described in Sanderson (1982). Using the land 

visibility data, the Sanderson (1982) model and combining it with hourly dew point, water 

temperature and wind data, information from the 2006 edition of the US Coast Pilot and 

expert judgment, we have been able to construct hourly visibility conditions for the visibility 

locations in Figure 24. Figure 25 summarizes the percentage of time bad visibility occurs for 

these locations by month. The higher levels in the Buoy J area, West Strait and East Strait of 

Juan de Fuca for the months June, July, August are primarily due to a sea/channel fog 

phenomenon. The higher levels for the other locations towards the end of the year are 

primarily representative of a land fog phenomenon.  

 

Current tables were constructed for the year 2005 from the WXTIDE 32 software and 

cross-checked against those available from the National Oceanic and Atmospheric 

Administration tides and currents website. A harmonic behavior was modeled in between 

the max ebb, max flood and slack times of these current tables to evaluate current speeds for 

these current stations at every minute. Information regarding current directions from these 

two data sources was integrated and cross checked with those available in the MAPTECH 

software. Figure 26 displays the available max ebb and max flood directions for 130 current 

stations within the study area. Please observe from Figure 25 that current strengths vary 

from one area to the other over the different stations.   
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Figure 23. A map displaying the wind stations used the study.  

 

Buoy J Area

Definition of Visibility LocationsDefinition of Visibility Locations

Strait of Juan de Fuca West

Puget Sound North

Puget Sound South

Haro Strait-Boundary PassHaro Strait-Boundary Pass Rosario
Strait

Rosario
Strait

Saddle BagSaddle Bag

Guemes
Channel
Guemes
Channel

Cherry PointCherry Point

Strait of Juan de Fuca East

VTRA STUDY AREA
VTRA = Vessel Traffic 
Risk Assessment

 

Figure 24. A map defining the visibility locations used in the study. 
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Figure 25. The total number of days with poor visibility by month and location. 

 

 

146 Current Tables for 2002 -2005
DATA SOURCE LOCATIONS AND TABLES:

WXTIDE 32 SOFTWARE by Michael Hopper
http://wxtide32.com/

Cross Checked with NOAA Current Tables

DATA SOURCE CURRENT DIRECTIONS:
MAPTECH SOFTWARE  

Figure 26. A map displaying the current stations used the study.  
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4. Model Integration and Data Sources 

Our model represents the chain of events that could potentially lead to an oil spill. This 

model and approach has been used in the Prince William Sound Risk Assessment (Merrick 

et al, 2002), the Washington State Ferries Risk Assessment (van Dorp et al, 2001), and the 

Exposure Assessment of the San Francisco Bay ferries (Merrick et al, 2003).  

 

Situations Incidents Accidents Oil Spill

Maritime 
Simulation

Incident 
Data

Expert 
Judgment & 

Accident 
Data

Oil Outflow 
Model

 

Figure 27. The chain of events that lead to an oil spill and the modeling techniques 

used for each step. 

4.1. Interactions 

Accidents can only occur when vessels are transiting through the system. Collisions can only 

occur when a vessel is in close proximity to another vessel. Grounding can only occur when 

a vessel is within close proximity (powered grounding) or drifting range (drift grounding) of 

shore or sufficiently shallow waters. When a BP Cherry Point tanker, ATB, or ITB is in one 

of these situations, we call this an interaction and the simulation is used to count these 

interactions. Our maritime simulation model attempts to re-create the operation of vessels 

and the environment within geographic scope of the study. The routes shown in Sections 3.1 

to 3.3 are actually the routes used for vessel transits in the simulation model. The raw 

records used to obtain the transits counts in Sections 3.1 to 3.3 were used to model the 

transits and departure times in the simulation for the year 2005. The environmental factors 

modeled include wind, fog, and current. The underlying data discussed in Section 3.7 was fed 

in to provide dynamic environmental values in the simulation. Additional details about 

building maritime simulations can be found in Merrick et al (2002) and van Dorp et al (2001) 

and Technical Appendix C. 
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The interactions are counted over the course of a year of the simulation. Figure 27 shows a 

geographic profile of these counted interactions for the year 2005. Interactions along the 

shore indicate that a BP tanker, ATB, or ITB are within five hours of shore under power or 

within five hours of drifting ashore if they were to become disabled. Interactions on the 

water are with other vessels. There are also interactions with the dock. Informally, darker 

colors indicate more interactions and lighter colors indicate less. A black cell has one of the 

highest interactions of any cell in the study area; the light blue cells have the least. The light 

greenish-yellowish color to the left of the number 1.00 of the color legend’s numerical scale 

represents the average number of interactions within a grid cell over the entire area.  

 

Only Average Grid Cell Potential 
Number of Interactions per Year

(BP - Vessel, Power, Drift or Allisions)

Remaining 32%

 

Figure 28. A geographic profile of the number of interactions  

counted in a simulation of 2005. 

 

Hence, colors darker than this color (above 1.00) have more than an average number of 

interactions in a grid cell and colors below 1.00 have a lower than average number of 

interactions in a grid cell. The two red rectangles provide in the upper left corner the 
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percentage of interactions within that rectangle. Hence, 68% of all the interactions in Figure 

27 occur within the largest red rectangle and 46% of all the interactions occur within the 

smallest red rectangle. The remaining 32% occur outside of the largest rectangle (but within 

the blue border area). 

4.2. Incidents 

Incidents are the events that immediately precede the accident. The types modeled include 

total propulsion losses, total steering losses, loss of navigational aids, and human errors. The 

impact of each of these types of triggering events on the occurrence of accidents is estimated 

by examining the records of each accident that occurs inside the study’s geographic scope. 

An exhaustive analysis of all possible sources of relevant accident, near miss, incident, and 

unusual event data was performed. The tanker fleet calling at BP Cherry Point has 

experienced xx propulsion failures, xx steering failures, and xx navigational aid failures while 

within the study area over the 11 year period from 1995 to 2005. The ATB and ITB fleet 

that call at BP Cherry Point have not been operating for as long as the tankers, just 7.5 years. 

Over this period they have experienced 34 propulsion losses, 13 steering losses, and 12 

navigational aid failures while within the study area. These counts are used to find the 

probability of a propulsion failure, steering loss, or navigational aid failure during each 

interaction that is counted in the simulation.  

 

Human errors are not recorded as reliably as the mechanical failures discussed above. Thus 

we must find another method to estimate their frequency. If we perform an error analysis of 

accidents that have occurred in our data collection period (1995 to 2005), we find that 75% 

(3 of 4) of the accidents have been preceded by human errors, while 25% (1 of 4) have been 

caused by mechanical failures. This is in line with such percentages found in previous studies 

(Grabowksi et al 2000). Thus there are 3 times as many accidents preceded by human error 

than accidents preceded by mechanical failure. Thus we infer that there must be 3 times as 

many human errors as mechanical failures and we multiply the total number of propulsion 

losses, steering losses, and navigational failures by 3 to obtain the number of human errors. 

This number is then used to find the probability of a human error during each interaction 

that is counted in the simulation. Appendix A discusses in more detail the collection of 

incident and accident data for the VTRA study area. 
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4.3. Accidents 

The accident types included in this study are collisions between two vessels, groundings 

(both powered and drift), and allisions. However, as the simulation counts the situations in 

which accidents could occur, it also records all the variables that could affect the chance that 

the accident will occur; these include the proximity of other vessels, the types of the vessels, 

the location of the situation, and the environmental variables from Section 3.7. We know 

how often accidents do occur from our analysis of incident and accident data, but there is 

not enough data to say how each of these variables affects the chances of an accident; 

accidents are rare! To determine this, we must turn to the experts. We ask experts to assess 

the differences in risk of two similar situations that they have extensive experience of. In 

each question we change only one factor and through a series of questions we build our 

accident probability model, incorporating the data where we can. The type of incident that 

has occurred to lead to the possibility of an accident is also specified for each question.  

 

Q28   

Situation 1 TANKER DESCRIPTION Situation 2 

Strait of Juan de Fuca East Location - 

Outbound Direction - 

1 Escort Escorts - 

Untethered Tethering - 

  INTERACTING VESSEL   

Passenger vessel  Vessel Type - 

Meeting  Traffic Scenario - 

Less than 1 mile Traffic Proximity - 

  WATERWAY CONDITIONS   

More than 0.5 mile Visibility Visibility Less than 0.5 mile Visibility 

Along Vessel Wind Direction - 

Less than 10 knots Wind Speed - 

Almost Slack Current - 
Along Vessel - Opposite 

Direction Current Direction - 

More? : ____ 9   8   7   6   5   4   3   2   1   2   3   4   5   6   7   8   9 ____ : More? 

Situation 1 is worse  <====================X====================> Situation 2 is worse 
  

Figure 29. An example of a question used to assess the variation in accident 

probabilities between the different possible interaction scenarios. 

 

Figure 28 shows an example picture; here a total propulsion loss has occurred and an oil 

tanker with a tethered escort is meeting a ferry. The question asks how much difference 
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restricted visibility would make. This method has been developed over the course of over 

ten years of work in maritime risk assessment, has been peer reviewed by the National 

Research Council and our peers in the field of expert elicitation design and analysis, and has 

been improved thanks to funding from the National Science Foundation. The experts 

involved include tanker masters, tug masters, pilots, Coast Guard VTS operators, and ferry 

masters.  Additional details about this method, how the responses are analyzed, and how the 

results are incorporated in to the over model can be found in Technical Appendix D and 

Szwed et. al (2006). 

 

As these questions compare two scenarios, they can only be used to estimate the difference 

in the accident probability between two interaction scenarios. We still need to know the total 

number of accidents. Thus the accident probability model is calibrated to reflect the 

historical number of accidents that have occurred to the BP Cherry Point calling fleet within 

the study period over our data collection period. In all, there have been 4 accidents, 1 

collision, 1 grounding, and 2 allisions.  

 

Combining the information of geographic interaction profile in Figure 28 with the accident 

probability models per interaction allows one to develop a geographic profile of accident 

frequencies results. Figure 30 shows such a geographic profile for the year 2005. Please 

compare Figure 28 with Figure 30 and note that when going from interactions counts 

(exposure) to accident frequency the largest rectangle contains 88% of the total annual 

accident frequency, but contained 68% percent of the interactions. Going from interactions 

counts (exposure) to accident frequency the smallest rectangle contains 79% of the total 

annual accident frequency, but contained 46% percent of the interactions. Hence, we 

observe a higher concentration of accident frequency within these rectangles, compared to 

interaction counts. Even the though the color legends of Figures 28 and Figure 30 have 

different scales (since the yellow-greenish color to the left of 1.00 on the numerical scale of 

the color legend represents the average number of interactions over all grid cells in Figure 28 

and the average accident frequency over all grid cells in Figure 30) this also follows from a 

lightening of colors along the coast lines in Figure 30 and a darkening of color within the 

smallest red rectangle in Figure 30.  
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Remaining 12%

1 Collision,1 Collision,
1 Grounding,1 Grounding,
2 2 AllisionsAllisions ==
4 Accidents4 Accidents
in 11 Yearsin 11 Years

of Dataof Data

Average Return Time: 2.75 years

Only Average Grid Cell Potential 
Number of Accidents per Year

(BP - Collision, Power, Drift or Allisions)

 

Figure 30. A geographic profile of accident frequency results for a 2005 analysis with 

the north wing dock in operation. 

 

4.4. Oil Outflow  

Our oil outflow methodology is derived from the one described in Special Report 259 

published by the National Research Council (NRC) in 2001. For tankers, ATB’s and ITB’s 

we use the compartment configurations for single hull and double hull tankers provided in 

this NRC (2001) report. We make the worst case assumption that when a compartment is 

punctured that all its content is lost. Within the simulation, the speed and types of the 

vessels involved in each interaction are recorded along the angle of interaction for 

interactions between vessels. BP shipping provided the DWT, displacement, length, beam, 

and draft of each tanker, ATB, and ITB, along with the hull type. For each other type of 

vessels, DWT, length, beam, and draft were obtained and representative configurations of 

the fuel tanks developed. These were inputs to the oil outflow model.  
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BP could not provide specific details about how much crude or petroleum tankers 

carried on specific voyages. Instead, they provided the maximum capacity of each tanker and 

an average percentage of capacity carried based on the type of vessel and type of transit. 

Crude tankers are assumed to arrive in the study area full and leave empty. However, they 

can also make multiple calls at refinery docks during one visit to the study area. Thus they 

are assumed to unload an equal quantity of crude oil at each refinery.  Product tankers are 

assumed to arrive in the study area empty and leave full. If they make multiple calls at 

refineries, then they are moving product between refineries in the study area. Thus they are 

assumed to be half full on each inter-refinery transit. All other vessels were assumed to 

carrying their full capacity of fuel as a worst-case assumption. 

 

Once an accident has occurred, we must estimate the probability that the hull (or hulls in the 

case of double hulls) is punctured and then estimate how many compartments that are 

carrying crude cargo, product cargo, heavy fuel or diesel fuel have been penetrated. The 

speed and mass of the vessels are used to calculate the kinetic energy involved in the 

collision or grounding with the other vessel, the shore, or the dock, but is this kinetic energy 

enough to penetrate the hull of the tanker and, if so, how far in to the tanker will the 

penetration be? If we know this, then we can overlay this penetration on a picture of the 

vessel and determine which compartments are penetrated. The National Research Council 

2001 study performed a large scale modeling study of oil spills for collisions and groundings 

using physical simulation models and described in NRC (2001). They studied both 40,000 

DWT and 150,000 DWT tankers, with the smaller vessel configured like a product tanker 

and the larger like a crude tanker, and both single hull and double hull tankers of each size. 

10,000 collision simulations and 10,000 grounding simulations of each of the four types of 

tankers were performed at multiple levels of each input factor. Rather than repeating these 

simulations, we fitted regression models to the data and then applied the fitted models to 

estimate the probability of penetration and the number of compartments penetrated in each 

interaction scenario. The regression models allow for an interpolation between the specific 

tankers sizes studied in the NRC (2001) report. Our oil outflow model is described in more 

detail in Appendix E. 
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Combining the information of geographic accident frequency profile in Figure 30 with the 

oil outflow models per accident allows one to develop a geographic profile of oil outflow 

results. Figure 31 shows such a geographic profile for the year 2005. Please compare Figure 

30 with Figure 31 and note that when going from interactions counts (exposure) to accident 

frequency the largest rectangle contains 92% of the total annual average oil outflow, but 

contained 88% percent of the overall accident frequency. Going from accident frequency to 

oil outflow the smallest rectangle contains 77% of the total annual accident frequency, but 

contained 79% percent of the interactions.  

 

141.0 Cubic141.0 Cubic
MetersMeters

On AverageOn Average
Per YearPer Year
due todue to

Accidents Accidents 
aboveabove

Only Average Grid Cell Potential Volume
of Total Outflow per Year

(BP - Collision, Power, Drift or Allisions)

Average Yearly BP: 
Total Oil Outflow

Remaining 8%

 

Figure 31. A geographic profile of average oil outflow results for a 2005 analysis with 

the north wing dock in operation. 

  

Hence, we observe a higher concentration of oil outflow within the largest red rectangles, 

but a lower one in the smallest red rectangle compared to accident frequency. Even the 

though the color legends of Figures 28 and Figure 30 have different scales (since the yellow-
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greenish color to the left of 1.00 on the numerical scale of the color legend represents the 

average accident frequency over all grid cells in Figure 30 and the average oil outflow over all 

grid cells in Figure 31)  also follows by and a darkening of color within the smallest red 

rectangle in Figure 31 and a darkening of color within the largest red rectangle but outside of 

the smallest one. 

4.5. Organizations that Provided Experts 

The organization below provided experts for the expert judgment elicitation sessions. 

Experts were invited to and referred to the VTRA team through the United States Coast 

Guard and the Puget Sound Harbor Safety committee. Expert judgment elicitation sessions 

were scheduled predominantly at the US Coast Guard VTS, sector Seattle in December 

2006, February 2007, June 2007, August 2007, September 2007 and December 2007. The 

elicitation session with the ATC tanker captains and master was scheduled during an ATC 

conference in February 2007 in Portland, Oregon. The combined numbers of years sailing 

experience of the experts who participated in the elicitation process of the VTRA study area 

exceeds 922 years. 

 

1. Puget Sound Pilots 

2. ATC 

3. BP Shipping North America 

4. US and Canadian Tug Companies operating in the VTRA study area: 

 US-Based: Foss, Crowley, Olympic Tug and Barge (US),  

        K-Sea, Sea Coast, Sause Bros. 

 Canadian Based: Seaspan, Island Tug and Barge 

5. The Washington State Ferries 

6. Seattle sector US Coast guard VTS. 

4.6. Data Sources Used 

The organizations below have contributed to our data collections processes in various forms. 

Some provided data in electronic form, some sources were in hard copy and others assisted 

in a data assimilation process through personal communications. The data sources and their 

format are described in more detail in the technical appendices. 
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1. VTOS 

2. The Washington Department of Fish and Wildlife  

3. Washington State Fisheries 

4. Canadian Fisheries 

5. Native American Tribes 

6. Sound Watch 

7. National Climatic Data Center 

8. NOAA Weather Buoys 

9. NOAA Current Data 

10. US Coast Pilot 7 - 2006 (38th) Edition. 

11. USCG Accident/Incident Data 

12. USCG Small Events Permitting Data 

13. Washington State Department of Ecology Accident/Incident Data 

14. Puget Sound Pilots Incident Data 

15. National Research Council Report (2001). 

16. Fuel vessel data from various vessel brokerage web-pages e.g.: www.yachts.com and 

www.ship-technology.com 
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5. Analysis Results 

In this section, we examine the results obtained using the model discussed in Section 4. We 

start by describing the cases analyzed using this model and then proceed to understand the 

differences in the level of accident potential and oil outflow potential between these cases, 

including changes since before the north wing, changes that might be seen in the future, and 

changes caused by three alternatives.  

5.1. Explanation of Cases Analyzed 

The analysis is based on 15 cases that represent different configurations of the simulation. 

The first three cases A, B, and C allow us to examine the changes from before the north 

wing was constructed to the year 2005 after it was operational; we also examine a 

hypothetical scenario were the north wing to not have been operational in the year 2005.  

 

We then have six scenarios which examine potential changes in risk in the year 2025. Since 

shipping is a derived demand, projection of future vessel traffic is inherently uncertain.  

Actual future tanker and tank barge traffic will be dependent upon energy requirements and 

distribution choices.  Actual future container vessel traffic and bulk cargo traffic and vessel 

size are dependent upon demand for imports and exports.  As traffic levels are uncertain that 

far in to the future, we use statistical forecasts of traffic levels. However, these forecasts 

provide a best guess estimate, but also an assessment of the level of uncertainty, which 

allows us to give high and low estimates too. The vessel traffic described in the base case 

year (2005) was projected through 2025 using 15 years historical trend data analysis by vessel 

type. The opening of the Gateway bulk cargo terminal (that would effect this time series 

projection) and statistical techniques were used to construct upper and lower bounds for 

future traffic. The resulting high, medium and low forecasts were used as the basis for 

calculating future accident frequencies and oil outflows. Appendix F discusses the 

development of these future scenarios at a higher level of technical detail. 

 

Thus cases D through I represent high, medium, and low traffic scenarios both with and 

without the north wing being operational. This allows us to assess the risk affect of the north 

wing at different levels of forecasted traffic. The final six cases evaluate changes to the 
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operations of the BP Cherry Point tanker, ATB, and ITB traffic. Each of these changes are 

evaluated at the case B traffic levels and at the high forecasted level of 2025 to stress test the 

alternative. These changes represent risk interventions out of scope in this study if the north 

wing is operational, so the north wing is operational in all six cases J through O. The three 

risk interventions are not using Saddlebags for BP Cherry Point traffic, extending escorts to 

the whole area inside Buoy J, and taking out the Neah Bay tug (to assess the affect of it being 

included in the other cases).  

 

The 15 cases are summarized in Table 1. We will break our discussion in to three parts, a 

discussion of cases A, B, and C to assess changes from 2000 to 2005 with the construction 

of the north wing, cases D through I to assess future changes in risk in 2025, and cases J 

through O to assess the affect of the three risk interventions relative to the entire VTRA 

study area. 

 

Table 1. A list of all cases used in the analysis and the factors varied amongst them. 

Case CP Traffic Other Traffic North Wing? Saddlebags? Extend Escorting? Neah Bay? Gate Way?
1 A 2000 2000 No Yes No Yes No
2 B 2005 2005 Yes Yes No Yes No
3 C 2005 2005 No Yes No Yes No
4 D 2025 Low 2025 Low Yes Yes No Yes Yes
5 E 2025 Low 2025 Low No Yes No Yes Yes
6 F 2025 Medium 2025 Medium Yes Yes No Yes Yes
7 G 2025 Medium 2025 Medium No Yes No Yes Yes
8 H 2025 High 2025 High Yes Yes No Yes Yes
9 I 2025 High 2025 High No Yes No Yes Yes

10 J 2005 2005 Yes No No Yes No
11 K 2025 High 2025 High Yes No No Yes Yes
12 L 2005 2005 Yes Yes Yes Yes No
13 M 2025 High 2025 High Yes Yes Yes Yes Yes
14 N 2005 2005 Yes Yes No No No
15 O 2025 High 2025 High Yes Yes No No Yes  

 

Let us first discuss cases A, B, and C in some detail. The base case is Case B which 

represents the operation of maritime traffic in the year 2005. The simulation replays VTS 

traffic, regattas, whale watching, and fishing traffic from the year 2005. The wind, visibility, 

and currents are also replayed from 2005. The north wing is operational, the BP Cherry 

Point tanker, ATB, and ITB traffic can use Saddlebags, and the Neah Bay tug is on standby; 

the tankers are escorted beyond a point east of a line between Discovery Island and New 
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Dungeness Light. Case A reflects the operation of the system before the north wing was 

constructed. The traffic levels reflect operations in the year 2000; much of the traffic has 

been consistent from 2000 to 2005, but product traffic at BP Cherry Point was 20% less in 

2000 than 2005, while other tanker traffic was 23% higher in 2000. Bulk carriers were also 

30% higher in 2000. The north wing was not constructed, so only one dock was available at 

BP Cherry Point. Case C is a fictional case that reflects the system in the year 2005 as in case 

B, but with the hypothetical scenario that the north wing was not operational.  

 

The future scenario cases represent high, medium, and low forecasts of tanker traffic, 

container traffic, and bulk carrier traffic. Tanker traffic is broken in to BP crude tanker 

traffic, BP product traffic, and non BP traffic. For BP traffic, the low scenario represents the 

possibility that most crude is brought to the BP Cherry Point refinery by pipeline; the 

medium scenario is a moderate increase in both types of traffic; the high scenario represents 

the highest crude traffic level possible under currently permitted operations and a large 

increase in product traffic. For the low scenario, BP crude traffic is decreased to only 10% of 

the 2005 levels and BP product traffic is reduced by 2%. For the medium scenario, BP crude 

and product traffic are increased by 13%. For the high scenario, BP crude traffic is increased 

by 17%, but BP product traffic is increased by 90%. Other tanker traffic is forecasted to 

increase, but the uncertainty bounds are large due to the long forecast time horizon. Thus 

the low, medium, and high levels are a 52% decrease, a 55% increase, and a 162% increase. 

Container traffic is also forecasted to increase, but again with large uncertainty bounds. The 

low, medium, and high levels are a 54% decrease, a 20% increase, and a 93% increase. Bulk 

carrier traffic has decreased significantly over the past ten years, but for the past few years it 

has been consistent. However, with the renewed permit action associated with the Gateway 

facility, 241 additional bulk carrier transits are included from Buoy J to the Gateway facility 

and then back to Buoy J in the 2025 cases.  

 

The risk interventions identified in the scope are run at case B traffic levels as well as the 

high future scenario. In cases J and K, BP tankers do not use the Saddlebags route to transit 

between BP Cherry Point and Anacortes, but instead use Rosario Strait and Guemes 

Channel. In cases L and M, tugs escort all tanker traffic from and to Buoy J. This is reflected 
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in the collision and grounding probabilities. In cases N and O, the effect of the Neah Bay 

tug on drift grounding probabilities is removed; in other cases the time that the Neah Bay 

tug would take to reach a drifting tanker is calculated and the effect of a tug on the 

probability of grounding is applied proportionally.  

5.2. Risk Changes from Adding North Wing 

In this section, we will examine cases A, B, and C. The specifics for these three cases are 

included in Table 2 as a reminder. 

Table 2. The cases used to consider changes in risk from adding the north wing. 

Case CP Traffic Other Traffic North Wing? Saddlebags? Extend Escorting? Neah Bay? Gate Way?
1 A 2000 2000 No Yes No Yes No
2 B 2005 2005 Yes Yes No Yes No
3 C 2005 2005 No Yes No Yes No  

 

Comparison of cases A and B allow us to see the change in risk from 2000 to 2005; this is 

caused by both changes in traffic levels and the construction of the north wing. However, 

using case C we can separate these two effects. Comparing cases B and C allows us to assess 

the effect of just construction of the north wing, but with no changes in traffic. Comparison 

of cases A and C allows us to assess the effect of just changes in traffic from 2000 to 2005, 

but without the effect of the north wing. Figure 32 shows the accident potential results for 

cases A, B, and C. The total accident potential is the sum of the potential of the four 

accident types, allisions, drift groundings, powered groundings, and collisions. Thus Figure 

29 shows the accident potential for each type of accident stacked one on top of the other. 

This means that the total height of the bar is the total accident potential for that case. Figure 

30 shows the same stacked bars for oil outflow potential in these three cases. 

 

Comparing case A to case C, we see the expected effect of an increase in traffic levels calling 

at BP Cherry Point with no other changes to the system (no north wing in either case): an 

increase in overall levels of risk. It can be noticed that the potential number of collisions, 

drift groundings, powered groundings, and allisions increases. There are 25% more BP crude 

tankers in case C than case A and the same number of BP product vessels, so with more BP 

vessels there are more accidents in case C. Overall, case C has 12% higher accident potential 

than case A. 
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Figure 32. The accident potential by accident type for cases A, B, and C. 
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Figure 33. The oil outflow potential by accident type for cases A, B, and C. 
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We see some different effects in oil outflow as not all accidents cause the same level of 

potential oil outflow. Allisions have a much lower amount of oil outflow than the other 

three accident types. Oil outflow from potential powered groundings increases from case A 

to case C due to the increase in the number of BP crude tankers and the associated increase 

in the use of anchorages4. However, we can also see that the potential oil outflow from 

collisions is about the same though the potential number of collisions increases from A to C. 

Oil outflow from collisions depends on what the other vessel involved is. In case C, the BP 

vessels interact more with fishing vessels and less with ferries than case A. Increasing 

interactions with fishing vessels leads to more collision potential, but not a lot more oil 

outflow potential. Increased interactions with ferries leads to both collision and oil outflow 

potential. Thus case C has more collision potential because of the fishing vessels, but the oil 

outflow potential is a wash compared to case A because of the higher number of ferries 

interactions in Case A. Putting the effects on all types of accidents together though, there is a 

total increase of 18% from case A to case C in potential oil outflow. 

 

Comparing case B to case C allows us to see the effect of the north wing with no other 

changes to the system5. We can see that the levels for each accident and the total level are 

lower in case B than in case C. The oil outflow potential is also higher without the north 

wing. This is because incoming tankers, ATBs, and ITBs do not have to transit at reduced 

speed or go to anchorage as often because the north wing is available. In fact the number of 

trips to anchorage for vessels inbound to BP Cherry Point is reduced by 40% if the north 

wing is available. This reduces the time that each tanker, ATB, and ITB spends in the study 

area on a given visit. However, taking a look at the other side of this same coin, in case C we 

use the same schedule for tankers as case B6 but without the north wing, there is a 4% 

reduction in the number of BP tanker, ATB, and ITB visits in the one year of simulation as 

they can’t pass through the study area as quickly.  Despite handling slightly more BP vessels 

                                                 
4 The trips to anchorage take vessels through waterways where the shore is closer. 
5 The traffic levels are the same 
6 Meaning each vessel spends the same amount of time out of the study area between calls and the same 

amount of time at each dock they visit 
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with the north wing than without it, having the north wing in 2005 reduces the accident 

potential by 21% and the oil outflow potential by 38%7. 

 

What then is the change from 2000 to 2005? The changes in traffic over this period 

increased accident and oil outflow potential in our case A and case C comparison. But at 

fixed traffic levels, having the north wing is better than not having it in our case B and case 

C comparison. What is the change in risk caused by both the changes in traffic levels and the 

addition of the north wing? Comparing case A to case B, we can see that the potential for all 

types of accidents decreases. The level of oil outflow potential is also lower. Overall, there is 

a 10% reduction in accident potential and a 21% reduction in oil outflow potential. Thus we 

can say that the addition of the north wing has reduced the risk to BP vessels in the study 

area despite the increase in crude tankers calling at BP Cherry Point from 2000 to 2005. 

Another way of saying this is that the addition of the north wing has mitigated the effect of 

traffic changes from 2000 to 2005.  

 

It is useful to see the changes between these three cases on a geographical profile (Figures 

34). A geographic profile is generated by counting the potential number of accidents or 

summing the potential volume of oil outflow in a grid of cells and then overlaying these 

amounts on a map of the study area. The cells are colored to indicate higher of lower 

amounts. The color scheme goes from blue for the lowest amounts, through green to yellow 

for average amounts, through orange, red and brown to black for the highest amounts. 

Figure 34 shows three such maps for the potential number of accidents, one each for cases 

A, B, and C. The maps show an area that includes BP Cherry Point to the top right and Port 

Angeles to the bottom left. In case B, this area includes 88% of the total potential number of 

accidents for the whole study area. In case A, this area has 7% more accidents than the 

whole study area does in case B. In case C, this area has 12% more accidents than the whole 

study area does in case B. These percentages are shown on the maps along with percentages 

for a smaller area shown as a red box.  

 

                                                 
7 For consistency percentages are evaluated here as percentages of 2000 levels as well. 
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 Case A: Accident Potential 

 Case B: Accident Potential 

 Case C: Accident Potential 

Figure 34. Geographic profiles of accident potential for cases A, B, and C. 
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 Case A: Oil Outflow 

 Case B: Oil Outflow 

 Case C: Oil Outflow 

Figure 35. Geographic profiles of oil outflow potential for cases A, B, and C. 
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Comparing the three maps in Figure 34 shows that cases A and C have more dark cells in 

Guemes channel, around Saddlebags and its approach from Rosario Strait. This is because 

tankers, ATBs and ITBs have to use the anchorages more often when there is no north 

wing. Cases B and C also have some brown cells higher up Rosario Strait where case A has 

red cells. There are also more red cells in case B and C than in case A on the approach to 

Rosario Strait at its south end. These effects are both because there are more BP tankers 

transits in cases B and C than in case A. Figure 35 shows similar maps to Figure 34 but 

showing a color scheme that depicts the potential volume of oil outflow. The interpretation 

of the color scheme is the same, but it is now showing higher and lower levels of potential 

oil outflow rather than potential numbers of accidents. Examination of these geographic 

profiles shows the same patterns of behavior in terms of oil outflow as the accident profiles. 

 

5.3. Future Changes in Risk  

In this section, we will examine cases D through I, the 2025 scenarios, and compare them to 

cases B and C for the year 2005. The specifics for these eight cases are included in Table 3 as 

a reminder. 

 

Table 3. The cases used to consider future changes in risk. 

Case CP Traffic Other Traffic North Wing? Saddlebags? Extend Escorting? Neah Bay? Gate Way?
2 B 2005 2005 Yes Yes No Yes No
3 C 2005 2005 No Yes No Yes No
4 D 2025 Low 2025 Low Yes Yes No Yes Yes
5 E 2025 Low 2025 Low No Yes No Yes Yes
6 F 2025 Medium 2025 Medium Yes Yes No Yes Yes
7 G 2025 Medium 2025 Medium No Yes No Yes Yes
8 H 2025 High 2025 High Yes Yes No Yes Yes
9 I 2025 High 2025 High No Yes No Yes Yes  

 

Comparing case B to cases D, F, and H allow us to see the changes in risk from 2005 to 

2025 if the north wing is operational, along with the range of uncertainty about the risk 

levels in the future with the north wing. Comparing case C to cases E, G, and I allow us to 

see the changes in risk from 2005 to 2025 if the north wing is not operational, along with the 

range of uncertainty about the risk levels in the future without the north wing. The 

uncertainty in future risk levels is derived from the level of uncertainty in the traffic levels 
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that may be seen in 2025, including BP tanker, ATB, and ITB traffic and other types of 

traffic.  

 

We may also make another comparison; we have already compared cases B and C that have 

the same 2005 levels of traffic, one with the north wing operational and one without it. This 

showed that the level of accident potential and potential oil outflow is lower if north wing is 

operational. However, we may also assess the effect of the north wing being operational in 

each possible future traffic level by comparing cases D and E, cases F and G, or cases H and 

I. In each of these comparisons the traffic levels are kept the same and only the operation of 

the north wing differs. The results for each of the cases in terms of accident potential are 

shown in Figure 36. Cases B and C are shown as individual points as the traffic levels are not 

uncertain for 2005. However, cases D, F, and H are shown on a line as they all correspond 

to 2025 with the north wing, but for different possible traffic scenarios that are possible in 

that year. This shows the range of uncertainty in the level of accident potential in 2025 if the 

north wing is operational. Cases E, G, and I are shown in a similar fashion to show the range 

of uncertainty in 2025 if the north wing is not operational. The results for oil outflow 

potential are shown in the same fashion in Figure 37.  

 

Comparing case B to cases D, F, and H, we see that the potential number of accidents is 

higher in cases F and H (the medium and high traffic cases) than in case B. However, the 

potential number of accidents is lower in case D (the low traffic case) than in case B. So 

there is no guarantee that the risk will increase from 2005 to 2025; it depends on what 

happens to the traffic levels and the number of vessels that call at the BP Cherrypoint dock.. 

Comparing case C to cases E, G, and I shows the same is true were the north wing to not be 

operational in 2005 and 2025.  

 

It is tempting to now compare the range of cases D, F, and H to the range of cases E, G, 

and I in Figure 36. In a statistical sense, if these ranges overlap then we might conclude that 

we do not have enough evidence to say that the north wing will reduce risk levels in the 

future as it does in 20058. However, this is not the correct approach. 
                                                 
8 Case B has lower accident potential and oil outflow potential than case C 
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Figure 36. Accident potential in 2005 and 2025 with and without the north wing. 
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Figure 37. Oil Outflow potential in 2005 and 2025 with and without the north wing. 
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Instead we must consider each potential traffic level in 2025, low, medium, and high, and 

compare the case with the north wing operational to the case without it. Thus we must 

compare cases D and E for the low traffic scenario in 2025, cases F and G with the medium 

traffic scenario in 2025, and cases H and I with the high traffic scenario in 2025. Case F has 

a lower accident potential than case G, meaning that the north wing will reduce accident risk 

if the traffic levels are at the medium scenario in 2025. Case H has a lower accident potential 

than case I, meaning that the north wing will reduce accident risk if the traffic levels are at 

the high scenario in 2025. However, case D actually has a higher accident potential than case 

E, although the difference is much less than the other comparisons. Thus only if the traffic 

levels are at the low scenario in 2025 will the north wing lead to a slightly higher accident 

potential. This is because the number of BP tanker visits are slightly higher in case D than in 

case E, but as the total amount of traffic is low, there are no congestion problems in case E 

that lead to higher overall risk levels like it does in the medium and high traffic scenarios.  

 

Figure 37 shows the same comparisons, but for oil outflow potential. We seem the same 

results, although there is one interesting result. The accident potential for case I was quite a 

bit higher than that for Case G, but there is little difference in oil outflow potential. Cases G 

and I each make the north wing not operational, but case G is for the medium traffic 

scenario in 2025 and case I is for the high traffic scenario. Recall that the increase for BP 

crude tankers from case B to Case G and I are 13% and 17% respectively and the increase 

for BP product tankers from case B to Case G and I are 13% and 90% respectively. Thus 

the large increase in BP product tankers leads to a large increase in accidents, but apparently 

not an associated large increase in oil outflow. Product tank vessels have a much lower 

carrying capacity than crude tankers. The small increase in BP crude tankers from case G to 

case I lead to a small increase in oil outflow potential.  

 

Recall that the 17% increase in crude tankers calling at BP Cherry Point is the highest 

modeled future increase under when the north wing is not operational. Thus under these 

conditions there appears to be somewhat of an upper limit to the increase in oil outflow 

potential, but an increase in oil outflow of 97.5% as compared to case B levels.   
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Accident Potential  
 

 
2025 Low with north wing   2025 Low without north wing 

 

 
        2025 Medium with north wing  2025 Medium without north wing 

 

 
  2025 High with north wing   2025 High without north wing 

Figure 38. Geographic profiles of accident potential for the low, medium, and high 

traffic scenarios for 2025 both with (left) and without (right) the north wing. 
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Oil Outflow Potential 

 

 
2025 Low with north wing   2025 Low without north wing 

 

 
        2025 Medium with north wing  2025 Medium without north wing 

 

 
  2025 High with north wing   2025 High without north wing 

Figure 39. Geographic profiles of oil outflow potential for the low, medium, and high 

traffic scenarios for 2025 both with (left) and without (right) the north wing. 
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The geographic profiles of accident potential and oil outflow potential for cases D through I 

are included in Figures 38 and 39 respectively using the color scale for the case B results. 

While we observe lower percentages of accident potential and oil outflow potential in the 

2025 low scenarios as compared to case B in the largest red rectangular area (88% and 92% 

for accident potential and oil outflow potential, respectively, see Figures 34 and 35), one 

observes dramatic increases within these areas in the medium and high traffic scenarios.  

 

In the medium 2025 scenario we observe 15% more accident potential within the largest red 

rectangular area alone as within the entire VTRA study area in case B when the north wing is 

operational. We have about the same (1% more) accident potential within the smallest red 

rectangle as compared to the total accident potential within case B. Hence, take the total 

accident potential in case B over the entire VTRA study area (see Figure 2), multiply it by a 

factor of 1.15 and this gives you the accident potential in the largest rectangular area alone 

under this 2025 medium scenario. In the case that the north wing is not operational the 

accident potential in the largest red rectangle increases to 30% more than the total accident 

potential in case B. In terms of oil outflow potential we observe from Figure 39 27% more 

oil outflow within this area alone as compared to the total oil outflow in case B when the 

north wing dock is operational and 97% more than the total oil outflow in case B when it is 

not.  

 

In the high 2025 scenario we observe 62% more accident potential within the largest red 

rectangular area alone as the total accident potential in case B when the north wing is 

operational and 43% more in the smallest red rectangular area. Hence, take the total oil 

outflow potential in case B over the entire VTRA study area (see Figure 2), multiply it by a 

factor of 1.62 and this gives you the  accident potential in the largest rectangular area alone 

under this 2025 high scenario. In the case that the north wing is not operational this even 

increases to 83% more than the total accident potential in case B. In terms of oil outflow 

potential we observe from Figure 39 65% more oil outflow within this area alone as 

compared to the total oil outflow in case B when the north wing dock is operational and 

102% more when it is not. 
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5.4. Evaluation of scope risk interventions 

In this section, we will examine cases J through O for the risk interventions identified in the 

scope. The specifics for these three cases are included in Table 4 as a reminder. Cases B, J, L, 

and N are set at the 2005 traffic levels. Case H, K, M, and O are set at the high scenario for 

2025 to stress test the interventions. Each of these cases includes the north wing as these 

interventions were tested to see if they would mitigate risk if the north wing is operational. 

 

Table 4. The cases used to consider changes in risk from three risk interventions. 

Case CP Traffic Other Traffic North Wing? Saddlebags? Extend Escorting? Neah Bay? Gate Way?
2 B 2005 2005 Yes Yes No Yes No

10 J 2005 2005 Yes No No Yes No
12 L 2005 2005 Yes Yes Yes Yes No
14 N 2005 2005 Yes Yes No No No
8 H 2025 High 2025 High Yes Yes No Yes Yes

11 K 2025 High 2025 High Yes No No Yes Yes
13 M 2025 High 2025 High Yes Yes Yes Yes Yes
15 O 2025 High 2025 High Yes Yes No No Yes  

 

Figures 40 shows the accident potential results for cases B, J, L, and N all with 2005 traffic 

levels. Each accident is shown separately, but the columns are stacked so the total can also 

be seen. Figure 41 shows the corresponding oil outflow results. Figure 42 shows the accident 

potential results for cases H, K, M, and O all with traffic levels from the high scenario for 

2025. Figure 43 shows the corresponding oil outflow results.  

 

Let us first consider the use or not of Saddlebags. In cases B and J, the traffic is set to 2005 

levels. Case B has BP tankers using the Saddlebags route to transit between BP Cherry Point 

and Anacortes, while case J has BP tankers using the Rosario/Guemes route. The total 

potential number of accidents shown in Figure 40 is the same in these two cases, although 

there are slightly more allisions in case J and slightly less in case B. When we examine the 

potential oil outflow in Figure 41, it is again the same in total, but case J has slightly more oil 

outflow from powered groundings and slightly less from collisions. The accident potential 

and oil outflow geographic profiles look seemingly identical for these two cases and are thus 

not included.  
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Figure 40. The accident potential by accident type for each intervention in 2005. 
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Figure 41. The oil outflow potential by accident type for each intervention in 2005. 
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Figure 42. The accident potential by accident type for each intervention in 2025. 

Oil Outflow Potential

75.7 79.8 73.6 75.7

148.7 144.5
147.6 148.7

4.9 5.3
4.3 5.00.7 0.6
0.7

0.7

0.0

50.0

100.0

150.0

200.0

250.0

H: 2025 High - North Wing K: 2025 High - North Wing - No
Saddlebags Transits

M: 2025 High - North Wing - Extend
Escorts

O: 2025 High - North Wing - No
Neah Bay Tug

Allisions
Drift Grounding
Powered Groundings
Collisions

 
Figure 43. The oil outflow potential by accident type for each intervention in 2025. 
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It should be noted though that in case B a BP tanker is only diverted to Anacortes anchorage 

two times because the BP Cherry Point docks are full; the Cherry Point and Vendovi Island 

anchorages are used first. There are also very few transits between BP Cherry Point and the 

Shell and Tesoro docks at Anacortes. So this change does not affect many transits and, 

therefore, overall has a small affect. For this reason, we also assessed the affect in the high 

traffic scenario for 2025 to see if the difference is more pronounced at higher traffic levels. 

Case H is set at this traffic level and has tankers use the Saddlebags route; Case K is set at 

this traffic level and does not use the Saddlebags route. At these higher traffic levels, Figures 

42 and 43 show that it is slightly better to use Saddlebags both in terms of accident potential 

and oil outflow, but this difference is still small, with a 2% decrease in accident potential and 

a 0.1% decrease in oil outflow. These small differences are not discernable on the geographic 

profiles either. 

 

Let us now examine the concept of extending the escorting of tankers along the Straits of 

Juan de Fuca to Buoy J. The primary intent of a close escort by a tug is to save a tanker if it 

becomes disabled through total loss of either propulsion or steering. However, the crew of 

the escort tug also provides additional external vigilance of the tankers movements, meaning 

that collision and powered grounding potential is also affected. There is a limit though to the 

effect of extending escorts. Drift groundings only account for 3% of all accident potential in 

case B and drift groundings in this extended escort area only 0.1%. Oil outflow from drift 

groundings only account for 4% of all oil outflow potential and oil outflow from drift 

groundings in this extended escort area only 2%. Thus the effect that extending escort tugs 

through this area can have is limited in an overall sense, especially as even escort tugs do not 

reduce the risk of drift grounding to zero. In fact, extending the escorts reduces the drift 

grounding potential in the extended escort area by 17% and the oil outflow potential from 

drift groundings in this area by 25%. However, this corresponds to only a 1% reduction in 

drift grounding potential in the whole study area as there is much more drift grounding in 

other areas where the tankers transit closer to shore. There is a larger effect on a reduction 

of collision potential due to the external vigilance effect as there is more collision potential 

than drift grounding potential. 
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Overall, the effect of extending escorts is a 1.5% reduction in accident potential and a 3% 

reduction in oil outflow, hardly discernable in Figures 40 and 41. To give an idea of the 

highest reduction possible, if we assume that any time a laden tanker or ITB9 is escorted in 

this area the chance of drift grounding is zero, then we would see the same 1.5% reduction 

in total accident potential and a 4% reduction in total oil outflow potential. At the high 

traffic scenario when we compare case H with the original escort system to case M with 

extended escorts in Figures 42 and 43, we see a 1% decrease in total accident potential and a 

1.5% reduction in total oil outflow potential (with a highest possible reduction of 1% and 

3%, respectively). Thus we see that drift grounding accident and oil outflow potential in the 

extended escorting area between Port Angeles and Buoy J is quite small compared to the 

total accident and oil outflow potential for the whole study area. 

 

The final alternative to be examined is the Neah Bay tug. Before we examine this question 

for our cases, we must first point out the limited nature of our analysis of this problem. 

Firstly, the Neah Bay tug is not stationed just to assist BP tankers; it is also intended to assist 

non-BP tankers, bulk carriers, container vessels, and all other vessels. Secondly, our analysis 

has a strict geographic scope as shown in Figure 2. The Neah Bay tug can also assist vessels 

outside this area, along the Olympic coast and out to sea. Thus our results should be 

interpreted as only applying to BP vessels and only up to 8 miles outside Buoy J. Perhaps 

even more importantly, the VTRA geographic scope includes the area consisting of the 

approaches to and passages through the San Juan Islands and Anacortes, the Puget Sound 

North and South typically beyond the Neah Bay tug’s operating range. Hence, if one 

combines this with our result that drift grounding in the extended escort area (only a portion 

of which is covered by the Neah Bay tug) constitutes only 0.1% of the total accident 

potential in case B, the effectiveness of the Neah Bay tug relative to the VTRA geographic 

scope and to the vessels within the VTRA scope is rather limited almost by definition.  

 

In cases N and O, the Neah Bay tug is assumed to not be on standby. In all other cases, it is 

assumed to be on standby to assist a BP tanker in the case of total propulsion or steering 

                                                 
9 Unladen tankers are not escorted,  but still have some oil outflow potential as they carry fuel. ATBs are not 

escorted because they are smaller than the 40,000 DWT minimum for escorting. 
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loss. However, a standby tug is not the same as a close escort. There is no external vigilance 

effect as the tug is at Neah Bay, not transiting with the tanker; thus it does not affect the 

powered grounding or collision potential as the continuous escorting did in cases L and M. 

Furthermore, it cannot immediately attempt to attach a towing line to the tanker when it 

becomes disabled. It must transit to the tanker and has less time than a close escort to 

attempt a save. This also means that there is a more limited range from Neah Bay in which 

the tug will be able to assist a drifting vessel as compared to the extending escorting scheme 

of case L and M.  

 

Comparing case B with the Neah Bay tug to case N without it at the 2005 traffic levels in 

Figures 40 and 41 and case H with the Neah Bay tug to case O without it at the high traffic 

scenario for 2025 in Figures 42 and 43, we see no appreciable difference in total accident 

potential or in total oil outflow potential for the entire VTRA study area. Again, we may test 

the highest possible effect of the Neah Bay tug, by assuming that if the Neah Bay tug can 

reach a drifting tanker, ATB, or ITB before it runs aground, then it will always save the 

vessel. With this assumption, we still only see a 0.03% reduction in total accident potential 

and a 0.8% reduction in total oil outflow potential over the entire VTRA study area. This 

should not be construed to mean that there could not be a significant effect of the Neah Bay 

tug outside our limited scope; there may be more effect for vessels outside our study area 

where they could drift for longer allowing the Neah Bay tug to reach them and perform a 

save; there could also be more effect for non-BP vessels. Finally, effectiveness analysis for 

the Neah Bay tug should be confined to its operating range. But for our limited scope in 

terms of vessels we were tasked to consider combined with the geographic scope of the 

VTRA study, we find that drift groundings that are within reach of the Neah Bay tug are not 

a major part of the total accident potential for the whole study area. 

 

Similar conclusions can be drawn from the geographic profiles snapshots in Figure 44 and 

45 where only in the middle figures an ever so slight lightening of color can be observed 

along the Olympia coast line and the traffic lanes.  
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Accident Potential  
 

 
Year 2005 without extended escorts, but with Neah Bay tug 

 

 
Year 2005 with extended escorts and Neah Bay tug 

 

 
Year 2005 without extended escorts and without Neah Bay tug 

 

Figure 44. Geographic profiles of accident potential with and without the Neah Bay 
tug and extended escorts. 
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Oil Outflow Potential  
 

 
Year 2005 without extended escorts, but with Neah Bay tug 

 

 
Year 2005 with extended escorts and Neah Bay tug 

 

 
Year 2005 without extended escorts and without Neah Bay tug 

 

Figure 45. Geographic profiles of oil outflow potential with and without the Neah 
Bay tug and extended escorts. 
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6. Conclusions 

Conclusions below pertain to accident frequencies of vessels that dock at BP Cherry Point. 

We refer to these vessels as BPCHPT vessels. Average annual accident frequencies have 

been analyzed for collisions, powered grounding, drift grounding and allisions. Conclusions 

are derived from the content of the main report and the technical appendices.  

 

As per the VTRA scope, only oil outflow from BPCHPT vessels has been analyzed as well 

as the potential oil outflow from vessels that potentially collide with them. We refer to these 

later vessels as interacting vessels (IV). These oil outflows include BP persistent oil outflow 

(crude cargo oil and heavy fuel on board of BPCHPT vessels), BP non-persistent oil outflow 

(petroleum products and diesel fuel of BPCHPT vessels), IV persistent oil outflow (crude 

cargo oil and heavy fuel on board of IV’s), IV non-persistent oil outflow (petroleum 

products and diesel fuel on board of IV’s). 

 

Below we provide conclusions than one may draw from our VTRA analysis results for our 

VTRA study area. They will be separated in four main categories. Firstly, we present 

conclusion regarding the risk profile of the 2005 analysis with the North Wing Dock present 

(which we consider to be our base case). Secondly, we discuss conclusions pertaining to a 

comparison of our 2000 and 2005 analysis. Thirdly, we present conclusions regarding our 

future scenario analysis and fourthly, we present conclusions regarding the risk intervention 

measures that were analyzed in this study as per our project scope.  

 

The 2005 risk profile conclusions are further separated into system context, accident 

frequency and oil outflow conclusions for the entire VTRA study area. Separate accident 

frequency and oil outflow conclusions are also provided for an area inside and outside our 

largest red rectangular area as defined by, for example, Figure 28.  This rectangular area 

approximately includes all of the areas East Strait of Juan de Fuca, Haro-Strait/Boundary 

pass, Rosario Strait, Cherry Point, Guemes Channel and Saddle Bag as defined by Figure 2 in 

this report. This rectangular area excludes approximately all of the areas West Strait of Juan 

de Fuca, Puget Sound North and Puget Sound South as defined by Figure 2 in this report. 
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2005 analysis system context conclusions - north wing operational: 

• Of the total annual simulated traffic, the BP CHPT vessel traffic constitutes 1.1%. 

Vessels docking at the BP Cherry Point are tankers, articulated tug barges (ATB’s) 

and integrated tug barges (ITB’s). 

• Of the total annual simulated traffic, all tankers, ATB's and ITB's constitute 3%. 

• Of the total annual simulated deep draft traffic, the BP CHPT vessel traffic 

constitutes 7%. 

• Of the total simulated deep draft traffic, all tankers, ATB's and ITB's constitute   

16%. 

 

2005 analysis aggregate VTRA study area conclusions - north wing operational: 

• Of the total annual average accident frequency of 4/11, 1/11 (25%) to collisions, 

0.079 (21.8%) can be attributed to powered groundings, 0.012 (3.2%) to drift 

groundings and 2/11 (50%) to allisions. 

• Of the total annual average accident frequency of 4/11, about 0.320 (88%) can be 

attributed to the area inside our largest red square of our geographic profiles results.  

• Of the total annual average oil outflow of 141.0 cubic meters analyzed, 47.0 (33.2%) 

to collisions, 87.3 (62%) can be attributed to powered groundings, 5.5 (3.9%) to drift 

groundings and 1.2 (0.9%) to allisions.  

• Of the total annual average oil outflow of 141.0 cubic meters analyzed, about 92% 

can be attributed to the area inside our largest red square of our geographic profiles 

results.  

• Of the total annual average oil outflow of 141.0 cubic meters analyzed, 137.4 cubic 

meters (97.5%) originated from BP Cherry Point vessels and 3.6 cubic meters (2.5%) 

from IV’s. IV’s include tank vessels that do not dock at Cherry Point. Hence, we 

may cautiously infer that of the total annual average oil outflow that we analyzed for 

VTRA CASE B only a small percentage can be attributed to diesel fuel of heavy fuel 

losses and the dominant part results from cargo losses. 
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2005 analysis conclusions inside largest rectangular area10,11 - north wing operational 

• Of the total annual average accident frequency of about 0.320 (88%) for this area, 

about 0.066 (18.2%) can be attributed to collisions, about 0.074 (20.3%) to powered 

groundings, about 0.011 (3.0%) cubic meters to drift groundings and about 0.169 

(46.5%) to allisions. 

• Of the total annual average oil outflow of about 130 (92%) cubic meters analyzed for 

this area, about 85.5 (61%) can be attributed to powered groundings, about 40.9 

(29%) to collisions, about 3.2 (2%) to drift groundings and about 1.2 (1%) to 

allisions.  

• Of the total annual average oil outflow of about 130 (92%) cubic meters analyzed, 

127 cubic meters (90.1%) originated from BP Cherry Point vessels and 3 cubic 

meters (1.9%) from IV’s. IV’s include tank vessels that do not dock at Cherry Point. 

 

2005 analysis conclusions outside largest rectangular area12 13 - north wing operational 

• Of the total annual average accident frequency of 0.044 (12%) for this area, 0.025 

(6.7%) can be attributed to collisions, 0.006 (1.5%) to powered groundings, 0.001 

(0.3%) to drift groundings and 0.013 (3.5%) to allisions. 

• Of the total annual average oil outflow of about 11 (8%) cubic meters analyzed for 

this area, about 7 (4.8%) can be attributed collisions, 1.9 (1.4%) to powered 

groundings, 2.6 (1.9%) to drift groundings and almost 0 (0.0%) to allisions.  

• Of the total annual average oil outflow of about 11 (8%) cubic meters analyzed for 

this area, 10 cubic meters (7.4%) originated from BP Cherry Point vessels and 1 

cubic meters (0.6%) from IV’s. IV’s include tank vessels that do not dock at Cherry 

Point.  

 

 

                                                 
10 Percentages of accident frequencies are of the total annual average accident frequency of 4/11 per year. 
11 Percentages of oil outflow are of the total annual average oil outflow of 141.0 cubic meters. 
12 Percentages of accident frequencies are of the total annual average accident frequency of 4/11 per year. 
13 Percentages of oil outflow are of the total annual average oil outflow of 141.0 cubic meters. 
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2000-2005 comparison conclusions derived from VTRA analysis results: 

• If BP had restricted operations to the south wing in 2005, it could have served 96% 

of the BPCHPT vessels in 2005 actually served by both wings. 

• In a 2005-2005 comparison, the addition of the north wing allowed the BP Cherry 

Point terminal to serve slightly more calling vessels, while reducing the potential for 

BPCHPT vessel accidents by 21% and decreasing oil outflows by 38%14.  

• With the north wing in operation in 2005 (but not in 2000), the potential for 

accidents involving BPCHPT vessels decreased by 10% between 2000 and 2005, and 

the oil outflow potential decreased by 21% between 2000 and 2005 in spite of the 

changes in vessel traffic during the same period. 

• With only the south wing in operation in both 2000 and 2005, the potential for 

accidents involving BPCHPT vessels would have increased by 12% between 2000 

and 2005 and the potential outflows would have increased by 18% between 2000 and 

2005. 

 

2000-2025 analysis conclusions derived from VTRA analysis results: 

• At each of the low, medium, and high traffic scenarios for 2025, having the north 

wing leads to lower average accident potential and oil outflow potential for BPCHPT 

vessels than not having it. 

• Assuming the north wing being operational in a 2025 analysis with medium traffic 

increases, results in a total annual average oil outflow of 174.4 cubic meters, which is 

quite similar to the 177.7 cubic meters of the previous 2000 analysis when the dock 

was not operational (but a reduction of 1.8%). 

• Assuming the north wing being operational in a 2025 analysis with high traffic 

increases, results in a total annual average oil outflow of 229.9 cubic meters, 

compared to the 177.7 cubic meters of the same 2000 analysis when the dock was 

not present (an increase of 29.4%). 

                                                 
14 For consistency percentages are evaluated here as percentages of 2000 levels. 
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• Hence, with additional traffic increases it remains possible that even with the 

addition of the north wing dock, oil transportation risk rises above a level previously 

experienced in 2000 when the north wing dock was not operational.     

 

Risk intervention conclusions derived from VTRA analysis results:  

• At the 2005 traffic levels, and not allowing the use of the Saddlebags route from BP 

Cherry Point to Anacortes in our maritime risk simulation model, leads to no 

appreciable change in either average accident potential or average oil outflow 

potential. In the high traffic scenario for 2025, not allowing the use of the 

Saddlebags route from BP Cherry Point to Anacortes in our maritime risk simulation 

leads to a 2% increase in average accident potential and a 0.1% increase in average oil 

outflow. 

• At the 2005 traffic levels, extending the escorting of BP tankers and ITBs up to Buoy 

J in our maritime risk simulation model, leads to a decrease in both drift groundings 

and collisions in the extended escorting area. The overall effect is a 1.5% decrease in 

total average accident potential and a 3% decrease in total average oil outflow 

potential. In the high traffic scenario for 2025, these decreases are 1% and 1.5%, 

respectively. 

• A restricted analysis of the risk reduction potential of the Neah Bay Tug, considering 

only BP tankers (about 1.1% of the total modeled traffic and about 7% of the total 

modeled deep draft traffic) within the VTRA study area (i.e. up to 8 miles of Buoy J 

where traffic separation commences and, more importantly,  including the area 

consisting of the approaches to and passages through the San Juan Islands and 

Anacortes typically beyond the Neah Bay tug’s operating range) our maritime risk 

simulation model evaluated that the Neah Bay tug has no appreciable effect on total 

VTRA study area average accident potential and reduces its total average oil outflow 

potential by 0.1%.  
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• In the restricted analysis performed, and assuming the Neah Bay tug has the 

capability to save any disabled15 BPCHPT vessel that it could get to in time, 

regardless of the situational context, it was shown that the Neah Bay tug could 

reduce total average VTRA study area accident potential by 0.03% and total average 

VTRA study area oil outflow potential by 0.75%. 

 

Quantitative results in our study are presented as average point estimates commonly used for 

the evaluation of alternatives in a decision analysis context. These are derived from uncertain 

quantities as described in each step of the analysis as described in this report and its technical 

appendices. As with any risk assessment model, our model too represents an abstraction of 

reality and its results must be interpreted with care and with awareness of scoping, data 

limitations and modeling assumptions. In particular, the forecasts of maritime traffic, 

accident frequencies, and oil outflows in 2025 must be treated with care. 

 

One primary limitation of the VTRA study is that, due to scoping constraints, the results 

reflect only on a small percentage (1.1%) of the vessel traffic described in the maritime 

simulation.  If risk interventions have an appreciable effect beyond the BPCHPT vessels 

analyzed in this study, they should also be tested against this larger class of vessels to 

determine their effects on system wide accident frequencies and oil outflows. For example, a 

risk intervention that reduces accident frequency and or oil outflow of BP Cherry Point 

vessels, but results in a larger potential increase of accident frequency and/or oil outflows 

from the other traffic should not be implemented. Conversely, risk mitigation measures that 

have little or no impact on the BP Cherry Point vessels accident frequency or oil outflow 

may in fact significantly reduce risk to other vessels.  

 

As such, a full evaluation of the risk reduction potential of the Neah Bay tug was not within 

the scope of the VTRA, as the analysis was restricted to BPCHPT vessels in the VTRA 

geographic scope.  A full evaluation of the risk reduction potential of the Neah Bay tug 

requires (1) inclusion of all non-BP vessel traffic within the VTRA study area in its 
                                                 
15 Our definition of a disabled BPCHPT vessel here is one that experienced either a steering or propulsion 

failure. 
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effectiveness analysis and (2) inclusion of all vessel traffic beyond the boundaries of our 

VTRA study area (i.e. beyond the beginning of the Traffic Separation Scheme approximately 

8 nautical miles beyond Buoy J offshore of Cape Flattery), but both limited to the tug’s 

operating range.  Neither was part of the scope of the VTRA study.  
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After the grounding of the Exxon Valdez and its subsequent oil spill, all parties with interests
in Prince William Sound (PWS) were eager to prevent another major pollution event. While
they implemented several measures to reduce the risk of an oil spill, the stakeholders disagreed
about the effectiveness of these measures and the potential effectiveness of further proposed
measures. They formed a steering committee to represent all the major stakeholders in the oil
industry, in the government, in local industry, and among the local citizens. The steering
committee hired a consultant team, which created a detailed model of the PWS system, inte-
grating system simulation, data analysis, and expert judgment. The model was capable of
assessing the current risk of accidents involving oil tankers operating in the PWS and of
evaluating measures aimed at reducing this risk. The risk model showed that actions taken
prior to the study had reduced the risk of oil spill by 75 percent, and it identified measures
estimated to reduce the accident frequency by an additional 68 percent, including improving
the safety-management systems of the oil companies and stationing an enhanced-capability
tug, called the Gulf Service, at Hinchinbrook Entrance. In all, various stakeholdersmademulti-
million dollar investments to reduce the risk of further oil spills based on the results of the
risk assessment.
(Decision analysis: risk. Industries: petroleum, transportation. Reliability: system safety.)

O n March 24, 1989, the Exxon Valdez ran
aground on Bligh Reef, spilling an estimated 11

million gallons of crude oil into Prince William Sound,
Alaska. The oil spill (Figure 1) spread rapidly, affecting
more than 1,500 miles of shoreline. The spill had both
immediate and lingering effects on fish and wildlife
resources and on the lives of people in coastal com-
munities. The cost to Exxon Corporation for cleanup
operations was estimated to be $2.2 billion (Harrald et
al. 1990).
After the accident, all parties with interests in Prince

William Sound (PWS) agreed to work to prevent such
an event from happening again. They implemented
several ideas for reducing the risk of an oil spill. They
introduced weather-based closure restrictions that
stopped all transits through Valdez Narrows and Hin-
chinbrook Entrance (Figure 2) during periods of high
winds. The US Coast Guard designated Valdez Nar-
rows a special navigation zone by restricting passage
through the narrows to one way for deep-draft traffic,
including oil tankers. The oil companies introduced
escort tugs to accompany oil-laden tankers in their
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Figure 1: The stricken Exxon Valdez spilled oil into Prince William Sound,
Alaska, affecting over 1,500 miles of shoreline.

transit out of PWS. These tugs were to assist a tanker
if it had propulsion or steering failures, attaching lines
to the disabled tanker and holding it fast, thus pre-
venting grounding accidents. The Oil Pollution Act
(1990) stated that two escort tugs should accompany
each oil-laden tanker; depending on the wind condi-
tions and the size of the tanker, three tugs were some-
times used.
In early 1995, questions arose concerning the effec-

tiveness and benefits of existing and proposed risk-
intervention measures. The PWS shipping companies
(ARCO Marine Inc., BP Oil Shipping Company, USA,
Chevron Shipping Company, SeaRiver Maritime Inc.,
and Tesoro Alaska Petroleum Company) concluded
that they needed a comprehensive risk assessment to
evaluate all proposals. They formed a steering com-
mittee along with the PWS Regional Citizens Advisory
Committee (RCAC) �http://www.pwsrcac.org�, the
Alaska Department of Environmental Conservation
(ADEC) �http://www.state.ak.us/dec/�, and the US
Coast Guard (USCG). The members consisted of pres-
idents of oil-shipping companies, local fisherman and
environmentalists representing the RCAC, senior rep-
resentatives of ADEC, and the USCG captain of the
port for Valdez. Although the members of the group
had different perspectives on the operation of the oil-
transportation system, the committee captured the
substantive expertise of the PWS oil-transportation
and ecosystem.

By forming the steering committee, the PWS com-
munity formalized its preference for a collaborative
analysis approach rather than an adversarial one
(Charnley 2000). Up to this point, the adversarial ap-
proach had prevailed in PWS risk and safety studies,
pitting expert against expert. The adversarial approach
often leads to a lack of trust in the decision-making
process and subsequently may hamper the implemen-
tation of regulations and procedures aimed at reducing
risk. Many see lack of trust as the major reason for the
failure of sophisticated technological risk assessments
to influence public policy in the nuclear-power arena
(Slovic 1993).
The steering committee decided to fund a risk-

assessment effort for the PWS oil-transportation sys-
tem and engaged a consultant team from George
Washington University (GWU), Rennselaer Polytech-
nic Institute (RPI), and Det Norske Veritas (DNV).
The committee stipulated the objectives of the risk-
assessment effort:
—to identify and evaluate the risks of oil transpor-

tation in PWS,
—to identify, evaluate, and rank proposed risk-

reduction measures, and
—to develop a risk-management plan and risk-

management tools that could be used to support a risk-
management program.
In this paper, we present an overview of the mod-

eling and analysis we used in addressing the first two
objectives and discuss the effect of the analysis on the
third objective and the implementation of the
recommendations.

Risk Assessment and Management
in Maritime Transportation
The National Research Council identified the assess-
ment and management of risk in maritime transpor-
tation as an important problem domain (NRC 1986,
1991, 1994, 2000). In earlier work, researchers concen-
trated on assessing the safety of individual vessels or
marine structures, such as nuclear-powered vessels
(Pravda and Lightner 1966), vessels transporting liq-
uefied natural gas (Stiehl 1977), and offshore oil and
gas platforms (Paté-Cornell 1990). The USCG tried to
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prioritize federal spending to improve port infrastruc-
tures using a classical statistical analysis of nationwide
accident data (USCG 1973, Maio et al. 1991). More re-
cently, researchers have used probabilistic risk assess-
ment (PRA) (US Nuclear Regulatory Commission
1975) in the maritime domain (Hara and Nakamura
1995, Roeleven et al. 1995, Kite-Powell et al. 1996, Slob
1998, Fowler and Sorgard 2000, Trbojevic and Carr
2000, Wang 2000, Guedes Soares and Teixeira 2001) by
examining risk in the context of maritime transporta-
tion systems (NRC 2000).
In a maritime transportation system (MTS), traffic

patterns change over time in a complex manner. Re-
searchers have used system simulation as a modeling
tool to assess MTS service levels (Andrews et al. 1996),
to perform logistical analysis (Golkar et al. 1998), and
to facilitate the design of ports (Ryan 1998). The dy-
namic nature of traffic patterns and other situational
variables, such as wind, visibility, and ice conditions,
mean that risk levels change over time. The PWS risk
assessment differs from previous maritime risk assess-
ments in capturing the dynamic nature of risk by in-
tegrating system simulation (Banks et al. 2000) with
available techniques in the field of probabilistic risk
assessment (Bedford and Cooke 2001) and expert judg-
ment elicitation (Cooke 1991).

Defining Risk
Lowrance (1976) defined risk as a measure of the prob-
ability and severity of the consequences of undesirable
events. In the PWS risk assessment, we defined the un-
desirable events to be accidents involving oil tankers,
specifically the following:
—Collisions: An underway tanker colliding with or

striking another underway vessel as a result of human
error or mechanical failure and lack of vigilance (in-
tervessel collision) or striking a floating object, for ex-
ample, ice;
—Drift groundings: A drifting tanker out of control

because of a propulsion or steering failuremaking con-
tact with the shore or bottom;
—Powered groundings: An underway tanker under

power making contact with the shore or bottom be-
cause of navigational error or steering failure and lack
of vigilance;

—Foundering: A tanker sinking because of water in-
gress or loss of stability;
—Fire or explosion: A fire occurring in the machin-

ery, hotel, navigational, or cargo space of a tanker or
an explosion occurring in the machinery or cargo
spaces; and
—Structural failure: The hull or frame cracking or

eroding seriously enough to affect the structural integ-
rity of the tanker.
The consequence of interest was oil outflow into

PWS. The initial measure the steering committee
wanted was the expected volume of oil outflow per
year for each accident type and specified locations.
However, after further discussion, it decided that any
accident involving an oil tanker was an undesirable
event, and thus the focus shifted to the expected num-
ber of accidents per year again broken down by acci-
dent type and location. We defined boundaries for
seven locations to use in the study (Figure 2).
The basic technique used in the PWS risk assessment

is probabilistic risk analysis (PRA) (Bedford andCooke
2001). In performing a PRA, one identifies the series of
events leading to an accident, estimates the probabili-
ties of these events, and evaluates the consequences of
the accident. Garrick (1984) noted that an accident is
not a single event but the culmination of a series of
events. A triggering incident is defined to be the im-
mediate precursor of an accident. In the PWS risk as-
sessment, we separated triggering incidents into me-
chanical failures and human errors. The mechanical
failures considered to be triggering incidents were pro-
pulsion failures, steering failures, electrical power fail-
ures, and hull failures. The classifications of human
errors used were diminished ability; hazardous ship-
board environment; lack of knowledge, skills, or ex-
perience; poor management practices; and faulty per-
ceptions or understanding. We based these on current
USCG classifications.
We constructed an accident probability model using

the relationships between the vessel’s operating envi-
ronment, triggering incidents, and accidents (Roeleven
et al. 1995). The combination of organizational and sit-
uational factors that describes the state of the system
in which an accident may occur is termed an oppor-
tunity for incident (OFI). We based our accident model
on the following conditional probabilities:
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Figure 2: We divided Prince William Sound into seven locations for re-
porting risk.

—P(OFI): the probability that a particular system
state occurs,
—P(Incident| OFI): the probability that a triggering

incident occurs in this system state, and
—P(Accident| Incident, OFI): the probability that

an accident occurs given that a triggering incident has
occurred in this system state.
Once one has specified these probabilities, one can

find the probability of an accident occurring in the sys-
tem by summing the product of the conditional prob-
abilities over all types of accidents and triggering in-
cidents and all combinations of organizational and
situational factors according to the law of total prob-
ability. Thus to perform an assessment of the risk of
an accident using this model, one must determine an
operational definition of an OFI and then estimate each
of the terms in the probability model. Harrald et al.
(1998) discuss the operational definition of an OFI in
the PWS risk assessment.

The System Risk-Simulation Model
The first term to estimate is the frequency of occur-
rence of each combination of organizational or situa-
tional factors, that is, each OFI. Although data is
collected on vessel arrivals and environmental con-
ditions, the combinations of these events are not. Traf-
fic rules, such as a one-way zone, mean that themove-
ments of vessels are dependent, while weather-based
closure restrictions cause dependence between vessel
movements and environmental conditions. A discrete-
event simulation of the system captures the com-
plex dynamic nature of the system and accurately
models the interactions between the vessels and their
environment.
We created the simulation model using operational

data, such as vessel-type and vessel-movement data
from the USCG vessel traffic service, tanker arrival and
departure information from the ship escort/response
vessel system (SERVS), and publicly available data,
such as meteorological data from the National Ocean-
ographic and Atmospheric Administration weather
buoys. More difficult to obtain were data on open fish-
ing times, locations, and durations, which required lo-
cal community surveys. Based on the data, we devel-
oped traffic-arrival models and weather models. In
addition, because all deep-draft vessels transiting PWS
must participate in the USCG vessel traffic service and
follow a defined set of traffic rules, such as weather-
based closure restrictions, one-way zones, the tug es-
cort scheme, and docking procedures, we pro-
grammed these rules into the simulation.
We used the simulation as an event counter, that is,
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Location Central Sound Likelihood of Collision Location

Traffic proximity Vessels 2 to 10 miles 9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Traffic proximity
Traffic type Tug with tow Traffic type
Tanker size and direction Inbound more than 150DWT Tanker size and direction
Escort vessels Two or more Escort vessels
Wind speed More than 45 Wind speed
Wind direction Perpendicular/On shore Wind direction
Visibility Greater than 1/2 mile Visibility
Ice conditions Bergy bits within a mile No bergy bits in a mile Ice conditions

Table 1: We elicited judgments from the substantive experts using pairwise comparison questionnaires in which
we defined a given scenario and varied only one attribute, in this example changing whether there is ice in the
traffic lanes.

we used it to count the number of occurrences of in-
dividual OFIs throughout PWS for a given time period.
The simulation calculated the state of the system once
every five minutes based upon the traffic arrivals, the
weather, and the previous state of the system. We ran
the simulation for 25-years of simulation time and, for
each five-minute period, tabulated the OFIs that oc-
curred, and thus determined OFI frequencies (Merrick
et al. 2000).
We estimated the two levels of conditional proba-

bility of triggering incidents and accidents. The pre-
ferred method for estimating these probabilities is
through data. The steering committee required that we
use only PWS specific data in the risk assessment,
rather than worldwide accident data that might not be
representative. Each of the PWS shipping companies
supplied proprietary mechanical-failure data. How-
ever, at the time we could obtain no reliable PWS
human-error data in the maritime domain, and we
could obtain very little from near-miss reports (Harrald
et al. 1998). Large databases of local accident data were
not available for standard statistical analysis of the or-
ganizational and situational factors that could affect
risk. Cooke (1991) cites the use of expert judgment in
areas as diverse as aerospace programs, military intel-
ligence, nuclear engineering, and weather forecasting.
We used expert judgment to assess relative conditional
probabilities and data to calibrate these relative
probabilities.
Using the log-linear accident probability model

(Roeleven et al. 1995), we obtained relative conditional
probabilities through a regression analysis of pairwise

comparison surveys (Bradley and Terry 1952) con-
structed for the pilots, captains, and chief engineers
with operational experience in PWS. PWS oil-shipping
companies, SERVS, and regional representatives on
the PWS steering committee made these substantive
experts available for elicitation sessions. An example
of the type of questions posed is the following taken
from the expert-judgment questionnaire for collisions
given that a propulsion failure has occurred (Table 1).
In each situation, there is an inbound tanker, greater
than 150,000 DWT in size, which has just experienced
a propulsion failure. It is within two to 10 miles of a
tug with tow in winds over 45 MPH blowing on shore
to the closest shore point with visibility greater than
half a mile in Central PWS. The only difference be-
tween the two situations is that the first situation in-
cludes an ice flow in the traffic lane, while the second
does not. We ask the expert to picture the two situa-
tions, to determine which situation is more likely to
result in a collision, and to indicate his or her sense of
magnitude in the choice through a nine-point scale,
with one indicating equally likely (Saaty 1977).
For each question, we changed only one attribute so

that the experts could estimate the difference in risk
between the two situations. The experts could answer
a book of 120 questions in one to one-and-a-half hours.
We put the questions in the books in random order
and statistically tested the results to ensure nonran-
dom responses and to minimize response bias. All par-
ticipants had very extensive knowledge with at least
20 years of experience at sea. We treated the expert
responses as ratios of the probabilities of an accident
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in each scenario. We estimated the parameters of the
accident probability model using statistical regression
and calibrated the model to available data. The Prince
William Sound Risk Assessment Study Final Report (PWS
Steering Committee 1996) contains specific details of
the development of the simulation model, the design
and analysis of the expert-judgment questionnaires,
and the integration of the simulation model and the
accident probability model.
The integrated system risk-simulation model was

capable of assessing the current risk of accidents in-
volving oil tankers operating in PWS and of evaluating
risk-intervention measures. We also implemented an
oil-outflowmodel, created by DNV, in the system risk-
simulation program. The program displayed risk in
PWS dynamically (Figure 3) and we could interrogate
it to determine the expected frequencies of accidents
or the expected oil outflow per year broken down by
accident type, location, and any of the organizational
or situational factors.

Results of the Risk Assessment
The steering committee’s first objective was to identify
and evaluate the risks of oil transportation in PWS.We
chose accident scenarios as the method of reporting,
defining an accident scenario to be an accident type in
a given location. We programmed the simulation to
represent the shipping fleet, traffic rules, and operating
procedures in place in 1996, the year we performed the
study. We ran the simulation program for 25 years
(simulation time) and estimated the expected fre-
quency of accidents. We broke the frequencies down
by location and accident type to obtain the accident-
scenario results. As the primary interest was accident
scenarios with the highest expected frequencies, we re-
ported the results by sorting the accident scenarios
from highest to lowest (Figure 4).
Before the risk assessment, people in PWS com-

monly believed that the most likely accident scenario
was a drift or powered grounding in the Valdez Nar-
rows or Hinchinbrook Entrance. However, we showed
that the first seven accident scenarios accounted for 80
percent of the total expected frequency of accidents,
with 60 percent coming from collisions in the port, in
the Valdez Narrows, and in the Valdez Arm. We per-

formed a further analysis to find the primary cause of
these accidents. We found that the primary risk was
collisions with fishing vessels that operate in large
numbers in these locations during fishing openers. Al-
though they introduce a relatively high risk of colli-
sion, few fishing vessels are large enough to penetrate
the hull of a tanker. Thus the expected oil outflow from
these events was low. The perceived high-risk scenar-
ios of drift or powered groundings contributed ap-
proximately 15 percent of the expected frequency of
accidents.
Integrating the oil-outflowmodel with the estimated

frequencies of accident scenarios allowed us to esti-
mate the expected volume of oil outflow as a measure
of risk, again reported from highest to lowest (Figure
5). We discovered a surprising result using this metric.
Potential collisions of outbound tankers with inbound
SERVS’ tugs (returning from escort duty) are a large
contributor to the total expected oil outflow. Escort
tugs leaving port with a tanker are intended to save
the tanker in case of a propulsion or steering failure,
but on their return from escort they introduce a risk of
collision and can cause enough damage to tankers to
spill oil. Less suprising, however, was the confirmation
of the risk of drift or powered groundings in the Val-
dez Narrows or Hinchinbrook Entrance.
The steering committee’s second objective was to

identify, evaluate, and rank proposed risk-intervention
measures. We developed a set of risk-intervention
measures for evaluation in consultation with the PWS
steering committee. We classified risk-interventions in
terms of their effect on modeling parameters and an-
alyzed them accordingly. The modeling required was
extensive, but because of the level of granularity in-
corporated in the system risk-simulation model, we
could change parameters of the accident probability
model or simulation code to reflect the effects of risk-
intervention measures. By stripping away previously
implemented risk-intervention measures, we esti-
mated the risk prior to the Exxon Valdez accident.
Comparing this risk to the baseline case, representing
the PWS system during the study period, we estimated
that the accident frequency had been reduced 75 per-
cent since the Exxon Valdez accident.
We identified further effective risk-interventionmea-
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Figure 3: We created the system risk-simulation program to perform the analysis and demonstrate the results
to the steering committee. On the left is a display of the dynamic behavior of the Prince William Sound marine
transportation system including traffic patterns and environmental conditions, such as wind speed and direction.
On the right, the analysis shown is broken into seven locations (Figure 2), with estimates of the probability of
an opportunity for an incident, the probability of an accident given such an opportunity, and finally the dynamic
variation in the expected frequency of accidents for the whole region.

sures (Figure 6). Under the current system, interactions
with fishing vessels and escort tugs were significant
contributors to the overall risk. We developed rules to
reduce the number of these interactions in cooperation
with the steering committee and programmed them
into the simulation. We demonstrated that modifying
the escort scheme to reduce interactions with tankers
and managing the interactions of fishing vessels and
tankers led to a major reduction in risk. The model also
indicated that improving human and organizational

performance through the International Safety Manage-
ment (ISM) program would further reduce risk. We es-
timated the reduction in risk obtained by reducing the
frequency of human errors in the accident probability
model, with the reduction being estimated by personnel
from DNV with experience in implementing the ISM
program. We showed that some proposed risk-
intervention measures increase risk, for example, we
showed that additional weather-based closure restric-
tions would increase traffic congestion.
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Figure 4: We sorted the combinations of accident types and locations by their expected frequency (dark bars).
The cumulative percentage of the total expected frequency up to each such combination (white bars) is indicated
by the total height of each bar. For example, we found that the first seven accident scenarios account for 80
percent of the total expected frequency of accidents.
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Figure 5: We sorted the combinations of accident types and locations by their expected oil outflow (dark bars).
The cumulative percentage of the total expected oil outflow up to each such combination (white bars) is indicated
by the total height of each bar. For example, we found that the first seven accident scenarios account for 55
percent of the total expected oil outflow.
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Figure 6: We tested proposed risk interventions in the system risk simulation and ranked them by percentage
reduction from the study year in the expected frequency of accidents (black bars) and expected oil outflow (white
bars) per year.

Estimates of expected accident frequency and ex-
pected oil outflow by accident scenario are point esti-
mates of risk. The preferred method for reporting ac-
cident risk would be a distribution that also represents

the degree of uncertainty in the results (Paté-Cornell
1996). Although we proposed an uncertainty analysis
to the steering committee, time and budgetary con-
straints did not allow it. This was a drawback in the
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study, and additional research is needed to develop a
technique to assess uncertainties in the system risk-
simulation model. The value of an analysis, however,
is not only in the precision of the results but in under-
standing system risk. Unlike risk assessments in more
traditional areas, for example, nuclear power, our fo-
cus was the dynamic risk behavior of the system. For
risk-management purposes, it is valuable to identify
the peaks, patterns, unusual circumstances, and trends
in system risk and in changes in system risk made by
the implementation of risk-intervention measures.

Validity of the Results
In any study, it is important to validate the results. To
assess the validity of our results, we need to validate
both the simulation of the PWS system and the expert-
judgment-based estimates of accident and incident
probabilities. We used graphical comparison to the ac-
tual system and numerical comparison using summary
statistics to validate the simulation part of the model.
Specifically, USCG personnel from the Vessel Traffic
Service (VTS) in PWS, who monitor traffic using
screens resembling the graphical simulation output,
verified the general behavior of traffic in the simula-
tion regarding adherence to traffic rules, and patterns
of vessel arrivals and departures. In addition, we com-
pared summary statistics from the simulation, such as
the average number of trips to the anchorage area as a
result of weather-based closure conditions, the average
number of tanker diversions due to ice in tanker lanes
and the average number of closed waterways at sepa-
rate locations due to weather restrictions, to those ob-
served in the VTS system.
However, estimates of accident and incident prob-

abilities based on expert judgments are more difficult
to validate. While the use of proper procedures, such
as structured and proven elicitation methods, can re-
duce uncertainty and bias in an analysis, they cannot
eliminate them. As one referee noted, our use of mar-
iners with experience in PWS could introduce a group
bias. For example, had the Exxon Valdez not run
aground, the opinions of the experts might have been
quite different. The bias the referee refers to is avail-
ability bias (Cooke 1991), that is, people make assess-
ments in accordance with the ease with which they can

retrieve similar events. In the case of the Exxon Valdez
accident, the effect of the availability bias would be to
increase perceived levels of accident risk. However,
each question in the PWS questionnaires required the
comparison of two carefully defined scenarios. One
could argue that both scenarios would be affected by
the availability bias in a similar manner. As a result,
the effect of the availability bias would be reduced. The
Exxon Valdez accident scenario (a powered grounding
of a tanker in the Valdez Arm) received only a modest
ranking of 10 out of 17 accident scenario’s that con-
tribute to approximately 95 percent of total accident
risk (Figure 4).
Risk assessments typically deal with low probabil-

ity, high consequence events, and thus statistical vali-
dation of their results is difficult even when using
nationwide or global accident databases. Using nation-
wide or global accident data in localized risk assess-
ments is also questionable in terms of validity, prompt-
ing the PWS steering committee to require our use of
only PWS specific data. This requirement meant we
could not validate our risk assessment in the tradi-
tional sense. In the case of the probability of triggering
incidents, such as mechanical failures, where available
data and expert judgments overlapped, we observed
good correspondence. Such correspondence could add
to the validity of the other expert-based estimates,
where such comparisons could not be made.
In the PWS risk assessment we followed a collabo-

rative analysis approach (Charnley 2000). This in-
cluded educating the steering committee in the lan-
guage and modeling of risk. As we developed a
common framework for analyzing risk, we discussed
proposed risk-intervention measures at the level of
their detailed effect on the whole system, rather than
their gross effects on one part. We discussed the as-
sumptions behind the model with the steering com-
mittee. The members of the steering committee were
able to challenge the assumptions upon which they
based their own opinions concerning the operation of
the oil-transportation system in PWS.
We presented all our results to the steering commit-

tee in monthly meetings. The members questioned
various results and often required more detailed anal-
ysis to reach a deeper understanding. The simulation
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Figure 7: The 153-foot, 10,000 horsepower, state-of-the-art tractor-tug
Nanuq has been put in service to escort tankers through Valdez Narrows.

Figure 8: The enhanced capability tug Gulf Service has been stationed at
Hinchinbrook Entrance to save disabled tankers even in extreme environ-
mental conditions.

model allowed us to demonstrate many results graph-
ically, giving the steering committee a better intuition
and trust in their validity. Members challenged certain
results and often identified problemswith the analysis,
such as incorrect implementation of vessel traffic rules
in the simulation, which we corrected. The committee
put no pressure on us to change results merely because
members disagreed. In the end, the steering committee
unanimously accepted the results we obtainedwith the
system risk-simulation model despite members’ di-
verse perspectives at the onset of the study. Using the
collaborative analysis approach, we built on the sub-
stantive knowledge represented in the steering com-
mittee and instilled trust in our results and recommen-
dations, normally acquired through the use of classical
statistical validation procedures.

Actions Taken
At the conclusion of the study, our contract team de-
livered a final report to the steering committee (PWS
Steering Committee 1996). This report included tech-
nical documentation of the methodology used in the
study, the results of the modeling, and recommenda-
tions based on these results. Following the risk-
assessment project, the steering committee split up into
risk-management teams charged with implementing
the recommendations in specific areas.
One of the key questions the steering committee

asked at the start of the study was whether the current
escort system was capable of stopping drift ground-
ings in the Valdez Narrows. The study showed that
the current escort tugs were capable of saving a dis-
abled tanker in the environmental conditions experi-
enced in the Valdez Narrows. However, because of
other considerations, the PWS shipping companies de-
cided to accept proposals for two tractor-tugs. The de-
signers used our result extensively in the design pro-
cess. Crowley Maritime Services have invested $30
million to build the tugs Nanuq (Figure 7) and
Tan’erliq to fulfill the requirements developed.
To date the various organizations comprising the

risk-management teams have taken the following ac-
tions based on our results:
—The oil companies have introduced an enhanced-

capability tug called the Gulf Service (Figure 8) to es-
cort oil-laden tankers through Hinchinbrook Entrance,

which is being replaced by new azimuthing stern-
drive escort vessels designed for higher transit speed/
open water assist scenarios that include the Hinchin-
brook Entrance transit.
—We have completed a further project to find an

improved escort scheme, which SERVS have adopted,
minimizing interactions between oil tankers and escort
tugs, while maintaining the ability to save disabled
tankers.
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—The Coast Guard VTS manage interactions be-
tween fishing vessels and tankers.
—SERVS has increased the minimum required

bridge crew on board escort tugs from one to two to
add additional error-capture capability.
—The International Maritime Organization has ap-

proved a change to the tanker route through central
PWS, reducing the number of course changes required.
—The shipping companies have made long-term

plans for quality-assurance and safety-management
programs.

The Benefits of the Risk-Assessment
Process
It is difficult to compare this project with other more
traditional projects in operations research and man-
agement science, whose benefits are typically mea-
sured in terms of reduced operating costs or increased
profits. The benefits of risk assessments are less tan-
gible as the objective is to reduce the occurrence of
future accidents. However, because clean-up opera-
tions for the Exxon Valdez accident cost over $2 billion,
the benefits of preventing a single such accident would
be of similar magnitude. We can only estimate the re-
duction in the frequency of accidents using ourmodels
and can only estimate the benefits of the study in terms
of clean-up cost. Using our risk models, we estimated
that accident frequency had been reduced by 75 per-
cent since the Exxon Valdez accident. According to our
risk models, the further reduction in accident fre-
quency from all measures taken as a result of the PWS
risk assessment is 68 percent, with a 51 percent reduc-
tion in the expected oil outflow. This means that, since
the Exxon Valdez accident, the accident frequency has
been reduced by an estimated total of 92 percent. The
costs of the risk assessment, roughly $2 million over a
two-year period, pale in comparison to the potential
clean-up costs for a single major oil spill resulting from
a tanker accident. However, the benefits go beyond
clean-up costs and include the protection of pristine
environments, and the prevention of loss of life and
injury to vessel crews. In addition, the shipping com-
panies have used the results of the PWSmodel in mak-
ing decisions to invest in multimillion dollar
equipment.

While the stakeholders in PWS all recognized the
need for a rational method to evaluate the merits of
risk-intervention measures, to improve the allocation
of resources, and to avoid implementingmeasures that
would adversely affect system risk, they did not trust
each other at the beginning of the project. The steering
committee wanted to use the project as a forum to
build trust amongst stakeholders, to educate all inter-
ested parties, and to provide a common understanding
of oil-transportation risk. The PWS risk assessment fos-
tered a cooperative risk-management atmosphere in-
volving all stakeholders.
At the end of the project, the stakeholders published

the final report as their document, not just as a report
from the consultant team. Members of the steering
committee from environmental groups, the fishing in-
dustry, and the oil companies wrote joint press brief-
ings and formed risk-management teams to manage
implementation of the model results. The unified ac-
ceptance and presentation of the results of the study
by all stakeholders and the level of implementation of
the results can be primarily considered a benefit of the
collaborative analysis process. All stakeholders fin-
ished the project convinced that they had reduced risk
of further multibillion dollar accidents and, with the
cooperation fostered by the collaborative analysis pro-
cess, the stage has been set for further improvements
in managing risk.
The success of the PWS risk assessment has not gone

unnoticed, and the National Science Foundation has
awarded other researchers funding (for example, NSF
SBR-9520194, NSF SBR-9710522) to study the risk-
assessment process we followed. Our study is de-
scribed as an example of collaborative analysis by Bus-
enberg (2000) and Charnley (2000). Busenberg (1999)
commented as follows:

“All ten of the participants who were interviewed agreed that
this process allowed the steering committee to gain a better
understanding of the technical dimensions of maritime risk
assessment . . . The results of the risk assessment were re-
leased in late 1996, and were unanimously accepted as valid
by the RCAC, oil industry, and government agencies in-
volved in this issue. The participating groups agreed that the
study showed the need for an ocean rescue tug vessel in the
Sound. In 1997, the oil industry responded by deploying a
vessel of this class in the Sound.”



MERRICK, VAN DORP, MAZZUCHI, HARRALD, SPAHN, AND GRABOWSKI
The Prince William Sound Risk Assessment

Interfaces
38 Vol. 32, No. 6, November–December 2002

Acknowledgments
The authors are indebted to the editor and associate editor of Inter-
faces and the referees for their valuable comments and suggestions
that substantially improved the first version of this paper.

References
Andrews, S., F. H. Murphy, X. P. Wang, S. Welch. 1996. Modeling

crude oil lightering in Delaware Bay. Interfaces 26(6) 68–78.
Banks, J., J. S. Carson, B. L. Nelson, D. M. Nicol. 2000. Discrete-Event

System Simulation. Prentice Hall, Upper Saddle River, NJ.
Bedford, T. M., R. M. Cooke. 2001. Probabilistic Risk Analysis: Foun-

dations and Method. Cambridge University Press, Cambridge,
U.K.

Bradley, R., M. Terry. 1952. Rank analysis of incomplete block de-
signs. Biometrica 39 324–345.

Busenberg, G. 1999. Collaborative and adversarial analysis in envi-
ronmental policy. Policy Sci. 32(1) 1–11. Supported under NSF
SBR-9520194.

——. 2000. Innovation, learning, and policy evolution in hazardous
systems. Amer. Behavioral Sci. 44(4) 1–11. Supported under NSF
SBR-9520194, NSF SBR-9710522.

Charnley, G. 2000. Enhancing the Role of Science in Stakeholders-Based
Risk Management Decision-Making.HealthRisk Strategies,Wash-
ington, DC.

Cooke, R. M. 1991. Experts in Uncertainty: Expert Opinion and Subjec-
tive Probability in Science.Oxford University Press, Oxford, U.K.

Fowler, T. G., E. Sorgard. 2000. Modeling ship transportation risk.
Risk Anal. 20(2) 225–244.

Garrick, G. J. 1984. Recent case studies and advancements in prob-
abilistic risk assessment. Risk Anal. 4(4) 267–279.

Golkar, J., A. Shekhar, S. Buddhavarapu. 1998. Panama Canal simu-
lation model. D. J. Medeiros, E. F. Watson, J. S. Carson, M. S.
Manivannan, eds. Proc. 1998 Winter Simulation Conf. 1229–1237.

Guedes Soares, C., A. P. Teixeira. 2001. Risk assessment in maritime
transportation. Reliability Engrg. System Safety 74(3) 299–309.

Hara, K., S. Nakamura. 1995. A comprehensive assessment system
for the maritime traffic environment. Safety Sci. 19(2–3) 203–215.

Harrald, J., H. Marcus, W. Wallace. 1990. The Exxon Valdez: An
assessment of crisis prevention and management systems. In-
terfaces 20(5) 14–30.

——, T. Mazzuchi, J. Merrick, R. van Dorp, J. Spahn. 1998. Using
system simulation to model the impact of human error in a
maritime system. Safety Sci. 30(1–2) 235–247.

Kite-Powell, H. L., D. Jin, N. M. Patrikalis, J. Jebsen, V. Papakon-
stantinou. 1996. Formulation of a model for ship transit risk.
MIT Sea Grant Technical Report, Massachusetts Institute of
Technology, Cambridge, MA, 96–119.

Lowrance, W. W. 1976. Of Acceptable Risk. William Kaufman, Los
Altos, CA.

Maio, D., R. Ricci, M. Rossetti, J. Schwenk, T. Liu. 1991. Port needs
study. Report No. DOT-CG-N-01–91–1.2. Prepared by John A.
Volpe, National Transportation Systems Center, U.S. Coast
Guard, Washington, DC.

Merrick, J., J. R. van Dorp, J. Harrald, T. Mazzuchi, J. Spahn, M.
Grabowski. 2000. A systems approach to managing oil trans-
portation risk in PrinceWilliam Sound. Systems Engrg. 3(3) 128–
142.

National Research Council. 1986. Crew Size and Maritime Safety. Na-
tional Academy Press, Washington, DC.

——. 1991. Tanker Spills: Prevention by Design. National Academy
Press, Washington, DC.

——. 1994.Minding the Helm:Marine Navigation and Piloting.National
Academy Press, Washington, DC.

——. 2000. Risk Management in the Marine Transportation System.Na-
tional Academy Press, Washington, DC.
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Richard L. Ranger, Manager, Operational Integrity,
Polar Tankers, Inc., 300 Oceangate, 11th Floor, Long
Beach, California 90802-4341, writes: “During the pe-
riod from September 1995 through December 1996, I
was one of the representatives of ARCO Marine, Inc.
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on the multi-stakeholder Steering Committee estab-
lished to oversee the work of the consultant team on
Prince William Sound Risk Assessment project. In the
period that followed I representedARCOMarine (now
Polar Tankers, Inc.) in a succession of multi-
stakeholder discussions which considered implemen-
tation of risk mitigation measures identified during the
PWS Risk Assessment.
“In its review of the system then in place for marine

transportation of crude oil in Prince William Sound,
Alaska, the PWS Risk Assessment tested the capabili-
ties of current methods of probabilistic risk analysis,
and established some new benchmarks for use of cer-
tain analytical methods in combination. To the partici-
pating stakeholders, who use, regulate, or benefit from
the PWS marine transportation system, the principal
value of the PWS Risk Assessment was the fact that it
undertook quantitative risk characterization in the
context of the values, norms, and expectations of our
diverse group. Science andmethodwere tested against
assumptions based upon policy and perception. In
turn, science and method tested and challenged these
other means of decision making. Researchers learned
from stakeholders, and vice versa. The outcome was
not simply a detailed project report but a deepened
understanding by all stakeholders regarding where
improvements in the system might be possible, of re-
alistic expectations for those improvements, and of the
nature and significance of uncertainties about both.
“The years since the publication of the report from

the PWS Risk Assessment have not been free from dis-
agreement among the stakeholders, but they have been
years of a substantially improved quality of dialogue,
and of more informed decisionmaking. They have also
been years marked by steady incremental improve-
ment in the capability of the PWS marine transporta-
tion system to prevent vessel casualties and pollution
incidents from occurring. The PWS Risk Assessment
was clearly a catalyst in achieving these outcomes. It
marks a unique convergence of technical inquiry and
stakeholder dialogue that balanced analysis appropri-
ate to the problem with deliberation over the needs
and interests of affected parties.

“Like many pathbreaking efforts, the PWS Risk As-
sessment did not reach such results easily, nor neces-
sarily within the original budget and schedule expec-
tations of any of the participants. Still, it represents an
important reference point for future projects that in-
volve assessment of operational risk in the context of
public dialogue about such risk, its components, its ac-
ceptability, and its potential consequences.”
A. Elmer III, President, SeaRiver Maritime, Inc., PO

Box 1512, Houston, Texas 77251-1512, writes: “The
PWS Risk Assessment was proposed by PWS Shipping
Companies to foster an environment inwhich the often
misunderstood and complex concept of maritime risk
could be discussed and reviewed by all stakeholder
parties concerned with the safety of marine transpor-
tation in Prince William Sound. To facilitate the pro-
cess, the consultant team was asked to join with the
PWS Steering Committee in studying and evaluating
the risks associated with the transporting of Alaskan
North Slope crude oil from Valdez through PrinceWil-
liam Sound, Alaska.
“The consultant team developed a framework that

described, qualitatively, the risks and built models
based upon this framework. The PWS Steering Com-
mittee was first educated in the concept and language
of risk and risk management and the framework in
which to study risk. The PWS Steering Committee then
participated in the development of the modeling as-
sumptions upon which the models were based. This
process fostered continual open discussion and dia-
logue on the detailed and specific effect of proposed
changes to the marine transportation system.
“The close coordination of the risk model develop-

ment through the PWS Steering Committee led to a
high level of trust in the results and consensus on
changes to be made to the system. Following the proj-
ect, results of the risk assessment study have been im-
plemented, including the following:

• The stationing of an enhanced-capability tug at
Hinchinbrook Entrance.

• A redesigning of the tanker escort system to ensure
that tankers are escorted by suitable escort tugs in each
area of Prince William Sound.
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• Establishing improved coordination between tank-
ers and escort tugs and maintaining the ability to re-
spond to a disabled tanker.

• The implementation of close coordination of
tanker movement with other PWS activities (e.g., com-
mercial fishing season openings) to ensure safety of
transit.

• Continual improvement of shipping companies’
Safety Management Systems and training programs.
“The PWS Risk Assessment project consultants

brought industry, industry service groups, state and
federal regulators, and public stakeholders together to
work through the defining and assessment of marine
transportation risk and the development of risk-
reduction measures for the PWS Marine Transporta-
tion System.”
J. P. High, Acting Assistant Commandant forMarine

Safety and Environmental Protection, United States

Coast Guard, 2100 Second Street SW, Washington, DC
20593-0001, writes: “The U.S. Coast Guard was one of
the sponsors of the Prince William Sound Risk Assess-
ment and remains heavily involved in past and on-
going efforts to manage risks associated with commer-
cial shipping in Prince William Sound and elsewhere.
“The submitted risk assessment was the first such

assessment of its size and was groundbreaking rela-
tive to both the scope of the effort and the large num-
ber of diverse stakeholders. The results of the assess-
ment were used to directly support decisions made
by the stakeholders that have reduced risks in the
area. Additionally, as the first of its size, this study
has been a very useful benchmark for other similar
risk assessments.
“The U.S. Coast Guard strongly supports efforts to

improve maritime safety, especially those like this one
that focused on risk identification, evaluation, and
management.”
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The state of Washington operates the largest passenger vessel ferry system in the United
States. In part due to the introduction of high-speed ferries, the state of Washington estab-
lished an independent blue-ribbon panel to assess the adequacy of requirements for passenger
and crew safety aboard the Washington state ferries. On July 9, 1998, the Blue Ribbon Panel
on Washington State Ferry Safety engaged a consultant team from The George Washington
University and Rensselaer Polytechnic Institute/Le Moyne College to assess the adequacy of
passenger and crew safety in the Washington state ferry (WSF) system, to evaluate the level of
risk present in the WSF system, and to develop recommendations for prioritized risk reduc-
tion measures, which, once implemented, can improve the level of safety in the WSF system.
The probability of ferry collisions in the WSF system was assessed using a dynamic simulation
methodology that extends the scope of available data with expert judgment. The potential
consequences of collisions were modeled in order to determine the requirements for onboard
and external emergency response procedures and equipment. The methodology was used to
evaluate potential risk reduction measures and to make detailed risk management recommen-

 

dations to the blue-ribbon panel and the Washington State Transportation Commission.
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Kitsap County, saving travelers the long drive around
Puget Sound via the Tacoma Narrows Bridge, and to
provide mainland access to Vashon Island and Whidbey
Island. Prior to 1951 private ferry system(s) offered
these services. Figure 1 shows the current ferry routes
for the central Puget Sound region. This map illustrates
the ferry system’s role in linking together the Washing-
ton state highway system in the Puget Sound region.
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Though to date the Washington state ferries
have had an exceptional safety record, the WSF sys-
tem is facing a number of important changes. First, its
regulatory environment, which has been relatively in-
active, has changed significantly with the implemen-
tation of 46 C.F.R. 199, Subchapter W, of the Code of
Federal Regulations, Lifesaving Systems for Certain
Inspected Vessels.
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 The WSF system is required by
these regulations to address the response to cata-
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1. INTRODUCTION

 

The Washington state ferry (henceforth WSF) sys-
tem is the largest ferry system in the United States. In
1997, total ridership for the ferries serving the central
Puget Sound region was nearly 23 million, a 4% in-
crease over 1996 ridership, and more passengers than
Amtrak, the U.S. passenger rail carrier, handles in a
year. The state of Washington instituted the ferry system
in 1951 to connect King and Snohomish Counties with
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strophic accidents and the requirements for ensuring
that passengers could survive such accidents. Specifi-
cally, the regulations require the WSF system, within
5 years, either to equip all ferries with adequate sur-
vival craft or to provide a safety assessment, a com-
prehensive shipboard safety management system,
and shipboard contingency plans approved by the
U.S. Coast Guard (USCG), the U.S. regulatory body
for maritime affairs.

A second set of changes in the WSF system stems
from pressures to develop a seamless, intermodal
transportation system in Washington state in the
face of simultaneous increases in the volume and mix
of riders on the ferries. Because increasing numbers
of Washington state residents are riding the ferries to
work, and because connections to other transporta-
tion modes (bus, bicycle, car) from the ferries are crit-
ical to the success of such an intermodal system, the
WSF system is under increased pressure to perform
in ways different from those of the past, to measure
and report its performance in different ways, and to
increase the fluidity with which connections to other
transportation modes are made from the ferries.

A third set of changes in the WSF system stems
from new technology, for example, high-speed fer-
ries, being introduced into the system to address
some pressures for faster transport–passenger-only
ferries. These new technologies are being introduced
into an aging fleet with some consideration given for
how best to mix new and old vessels, new and old
technology, new and old operational dynamics, and
varying degrees of sophisticated automation. In addi-
tion, the International Maritime Organization (IMO)
has enacted implementation of the Standards for
Training and Certification of Watchkeeping (STCW)

 

(3)

 

for all vessels above 200 gross tons (GT) and has be-
gun the process of developing a high-speed code for
vessels. To date the WSF has been exempt from
STCW requirements and is in full compliance with all
prevention regulations. The focus on high-speed fer-
ries could change this status.

In light of these changes, the state of Washington
established the independent Blue Ribbon Panel on
Washington State Ferry Safety to assess the adequacy
of requirements for passenger and crew safety aboard
the Washington state ferries. On July 9, 1998, the
panel engaged a consultant team from The George
Washington University and Rensselaer Polytechnic
Institute/Le Moyne College to assess the adequacy of
passenger and crew safety in the WSF system, to eval-
uate the level of risk present in the WSF system, and
to develop recommendations for prioritized risk re-
duction measures, which, once implemented, can im-
prove the level of safety in the WSF system.

This article provides a discussion of (1) a frame-
work for risk assessment and risk management of mar-
itime transportation systems, (2) an overview of the
modeling approach used in the WSF risk assessment,
(3) an overview of WSF baseline risk assessment re-
sults, (4) WSF risk intervention evaluation results,
and (5) recommendations to the panel and the Wash-
ington State Transportation Commission.

 

2. A FRAMEWORK FOR RISK ASSESSMENT 
AND MANAGEMENT 

 

In order to evaluate proposed risk interventions,
one must first define a measure of risk. Risk is often
defined by combining the likelihood of an undesirable
event and relevant consequences in a single quantita-
tive measure. For example, consequences may include
injury, loss of life, or economic losses. It is also pos-
sible to define some surrogate measure of risk that in-
directly accounts for such attributes. Next, one needs
to understand the events and situations that lead to

Fig. 1. Washington state ferry system map.
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the undesirable event and the impact of proposed
risk interventions on these events and situations. Fig-
ure 2 shows the maritime risk taxonomy used by the
study team and illustrates the importance of organi-
zational and situational factors in both the occur-
rence and severity of an accident.

In addition, Fig. 2 identifies five categories of risk
interventions based on intended impact on the accident
event chain. Three categories of impact intend to re-
duce the likelihood of occurrence of accidents and two
categories of impact intend to reduce the consequences
of accidents that could occur. Note that a single risk in-
tervention may belong to multiple impact categories.

The objective of risk management is to structure,
evaluate, rank, and implement policies and proce-
dures that reduce the threat to life, property, the en-
vironment or all of the above posed by hazards. The
structuring and evaluation of risk management alter-
natives/risk interventions herein is based on a multi-
step process. The first step is to define a quantitative
measure of risk. In this study a surrogate conse-
quence measure was defined focusing on response
time alternatives as required by Subchapter W while

addressing risk communication concerns of the blue-
ribbon panel in terms of providing the results to the
public. This surrogate measure will be introduced in
Section 3.1. The second step is to identify potential
risk interventions and determine their impact on the
accident event chain (see, for example, Fig. 2). The
third step is to develop a comprehensive quantitative
model for comparing the risk interventions in a mean-
ingful manner. The fourth step is to establish a base-
line level of risk by defining a baseline scenario and
using the developed model to quantify its risk. Addi-
tional risk intervention measures may be identified
by focusing on high-risk contributors to the baseline
level of risk. The fifth step is to model the effect of all
the risk interventions in terms of changes to model
parameters. The final step is to implement these
changes to the model and evaluate the risk interven-
tions relative to the established baseline level of risk.

The ranking and implementation of risk inter-
ventions involves assessment of tradeoffs of risk re-
duction with respect to other measures of interest,
such as cost, implementation time, and political ac-
ceptability. While this was an important part of the

Fig. 2. The maritime accident event chain.
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WSF risk assessment, the ranking and implementa-
tion is not a topic discussed further in this article.
Rather, the focus is on the assessment of baseline risk
and the evaluation of risk interventions.

 

3. RISK INTERVENTION MODELING
IN THE WSF SYSTEM

 

The six-step process used for structuring and
evaluating risk interventions in the WSF risk assess-
ment will be discussed in the sections below.

 

3.1. Defining Risk for the WSF System

 

The focus of this study was on passenger safety,
including consideration of both the probability of oc-
currence and the severity of consequence of acci-
dents. Accident types that are a potential threat to the
Washington state ferries include collisions (or strik-
ing of another vessel), fires or explosions, allisions (or
striking of a fixed object), and groundings (or strand-
ings

 

).

 

 The potential vulnerability to these accidents is
determined by the internal factors previously de-
scribed and by factors external to the system, such as
high levels of traffic congestion, the emergency coor-
dination and response capabilities of external organi-
zations, and the intentional or unintentional presence
of hazardous materials on board.

The consequence evaluation focused on defining
the appropriate accident response alternatives as re-
quired by Subchapter W. Hence, the risk analysis fo-
cused solely on WSF passengers. Accidents with ves-
sels not putting WSF passengers in peril were not
considered in the study. A measure termed “Maxi-
mum required response time” (MRRT) was devel-
oped as a surrogate measure for the potential accident
impact. The MRRT was defined as the maximum al-
lowable time for response to avoid additional (post-
accident) injuries or fatalities due to a failure to re-
spond in time. Three categories of MRRT were
deemed appropriate: less than 1 hr, between 1 and 6
hr, and greater than 6 hr. In conjunction with the con-
sulting team, the blue-ribbon panel judged that acci-
dents in the first category primarily require an effec-
tive external emergency response, for example, other
ferries or vessels, to prevent additional injuries or fa-
talities since the time would probably not permit in-
time launching of survival craft. For accidents in the
second category, time is available for evacuation to a
safe haven. In order to meet Subchapter W require-
ments, the WSF system must demonstrate the ability
to mobilize evacuation vessels or plan to provide sur-

vival craft adequate for all passengers. For accidents
in the third category, adequate response in all cases
can be provided without evacuating the passengers
from the ferry. Of course, in any accident it is desir-
able to respond in the shortest amount of time pos-
sible. The MRRT measure merely provides an upper
bound on the desirable response time.

Historical records for all accident events involving
Washington state ferries were collected for an 11-year
period and analyzed. Fire and explosions were lim-
ited, historically, to stack fires that were contained
while under way. Allisions were incidents occurring
at the dock and led primarily to property damage and
not casualties or injuries as the impact speeds were
low. Groundings occurred at shallow areas with small
tide fluctuations. In each case, the ferry involved re-
mained a stable, safe platform for the passengers until
an orderly evacuation was performed. There were two
collisions in an 11-year period of accident data. In each
collision, the ferry was able to return to dock and safely
disembark the passengers. Summarizing, the Washing-
ton state ferries have a commendable safety record in
terms of casualties and injuries, with no fatalities.

Potential accident scenarios that could lead to
high consequences in injuries and fatalities were,
however, developed in conjunction with the Blue
Ribbon Panel on Washington State Ferry Safety. Spe-
cifically, collisions involving high-speed ferries, colli-
sions between ferries and deep-draft vessels, and acts
of intentional fire/explosion were deemed to be
events that could possibly fall in the 1–6 hr MRRT
and less than 1 hr MRRT categories. Due to the sen-
sitivity of acts of intentional fire/explosion, the panel
decided that it was not appropriate to discuss the vul-
nerability to these acts in the open public forum of
the WSF risk assessment. Based on the characteristics
of the WSF system, allisions and groundings were
judged by the project team, in conjunction with mar-
itime experts, to fall in the more than 6 hr MRRT cat-
egory. The blue-ribbon panel accepted this assump-
tion. Hence, the main focus was the development of
models for collision risk estimating the frequency of
collisions and their associated consequences in terms
of the three MRRT categories identified.

 

3.2. Identification and Structuring 
of Risk Interventions

 

In the WSF risk assessment, the project team
collected a total of 40 risk reduction measures that
had been proposed for this system and for other mar-
itime systems, and structured the measures. The
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sources of these measures were (1) interviews with
ferry system and U.S. Coast Guard personnel, (2) the
Revision of the HSC Code, Formal Safety Assess-
ment of High Speed Catamaran (HSC) Ferries Sub-
mitted by the United Kingdom,

 

(4)

 

 (3) the 

 

Final Re-
port: Prince William Sound Risk Assessment

 

,

 

(5)

 

 (4)
Scoping Risk Assessment, Protection against Oil
Spills in the Maritime Waters of Northwest Washing-
ton State,

 

(6)

 

 and (5) alternatives specified in 46 CFR
199, Subchapter W. The 40 risk reduction measures
were synthesized to seven classes of risk reduction
measures, listed in Table I. The intended impact of
these classes on the causal chain of Fig. 2 is displayed
in Fig. 3. Note that some classes intervene at multiple
points in the accident event chain.

 

3.3. An Overview of the Modeling Approach for 
WSF System Collision Risk

 

The situational and organizational factors, indi-
cated in Fig. 2, that influence the probability of occur-
rence of events in the causal chain lead to dynamic
fluctuations in system collision risk. Identifying how
and when these risk spikes occur is a fundamental ob-
jective of the use of dynamic system simulation as a
risk assessment methodology. As an example of the
contribution of situational factors to collision risk, it
is clear that a ferry traveling on a clear day with no
other traffic nearby is at lower risk than a ferry in
foggy conditions with many other vessels nearby.
Modeling the contribution of risk factors asks for a
quantitative evaluation of collision risk in both sit-
uations, that is, how much more risky the first situ-
ation is compared to the other. In the WSF risk as-
sessment, a constructive modeling approach combining
system simulation, expert judgement, and available
data was used to allow for estimation of the contribu-
tion of these situational and organizational factors to
collision risk.

A specific combination of situational and organi-
zational factors in a given time point for a specific
ferry is an opportunity for incident (OFI). Thus each
OFI consists of variables that may be considered con-
tributing risk factors. The risk factors considered in
the WSF risk assessment are listed in Table II. Mod-
eling the system in terms of the factors in Table II, re-

 

Table I.

 

Summary of Risk Interventions Classes Tested

 

Risk
reduction
class Intervention

1 Adopt international safety management standard 
fleetwide

2 Implement all mechanical failure reduction measures 
fleetwide

3 Implement high-speed ferry rules and procedures
4 Implement weather, visibility restrictions
5 Implement traffic separation for high-speed ferries
6 Implement traffic control for deep-draft traffic

 

7

 

Increase time available for response

Fig. 3. Impact of risk reduction classes on the causal chain. RR 5 risk reduction.
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quires extensive collection of traffic and weather
data. Traffic data are available from the USCG log-
ging arrivals of deep-draft vessels to the Puget Sound
area. Ferry schedules are published by the Washing-
ton State Ferry Service. Weather data was obtained
from the National Oceanic and Atmospheric Admin-
istration (NOAA) and local airport data. A visibility
model was created using a land visibility model devel-
oped with local airport data and a sea visibility model
using dew point temperature data and water temper-
ature data from NOAA weather buoys.

Traffic data in terms of annual statistics alone
cannot be used to infer how often interactions be-
tween these vessels occur and in what conditions.
Thus, a simulation of the WSF system was built to
represent the movement of the Washington state
ferries, the movement of other vessels in the area,
and the environmental conditions at any given time.
Figure 4 gives a screen capture of the WSF system
simulation capturing the southern Puget Sound area
and central Puget Sound Area. Figure 4 displays (1)
ferry routes in central Puget Sound, (2) two wind
fans modeling direction and strength in the central
Puget Sound and southern Puget Sound regions, (3)
bad-visibility conditions (less than 0.5 miles) in
southern Puget Sound, and (4) good visibility in cen-
tral Puget Sound.

Using this simulation, a counting model was de-
veloped that observed and recorded snapshots of the
study area at regular intervals and counted the occur-
rences of the various OFIs in terms of the variables
displayed in Table II. The simulation is called the
OFI generator and the counting model is called the
OFI counter. Using the OFI counter, summary statis-
tics on, for example, the number of OFIs involving
crossing situations of a high-speed ferry and a con-
tainer vessel on the Seattle Bremerton route in bad
visibility conditions can be analyzed. The next step is

to assess the likelihood of triggering incidents and
collisions given the risk factors in Table II.

The preferred method for estimating these prob-
abilities is through data. Accident database informa-
tion is typically limited, however, to accident and
immediate-consequence data, as indicated by Fig. 5.
For evaluation of the risk intervention measures im-
pacting early on in the causal chain, the assessment of
probabilities in the beginning of the causal chain is re-
quired. The assessment of incident probabilities lead-
ing to an accident, however, is often not supported by
available data in accident and consequence data-
bases. Cooke

 

(7)

 

 cites the use of expert judgment in
areas as diverse as aerospace programs, military intel-
ligence, nuclear engineering, evaluation of seismic
risk, weather forecasting, economic and business fore-
casting, and policy analysis. Paté-Cornell

 

(8)

 

 discusses
the necessity of using expert judgment when suffi-
cient data are not available, and Harrald, Mazzuchi,
and Stone

 

(9)

 

 proposed the use of expert judgment in
the analysis of risk in maritime environments.

In the WSF risk assessment, the average likeli-
hood of system events along the maritime accident
event chain was estimated using both historical data
and expert judgment. A database containing 11 years
of incident, accident, and transit data for Puget
Sound and the inland waters of the state of Washing-
ton was created for this project, reconciling USCG, state
of Washington, Marine Exchange, U.S. Army Corps of
Engineers, and ferry system databases through rigor-
ous data selection and cross validation. Expert judg-
ment was obtained from WSF captains, USCG per-
sonnel, and members of the Puget Sound Pilots
Association using elicitation methods based on pair-
wise comparisons of OFIs. The expert judgment was
combined with and calibrated to the accident and in-
cident data available and was used to model the effect
of the variables in Table II on the accident and inci-
dent probabilities. Figure 6 summarizes the use of the
different modeling techniques to establish collision
frequencies.

The final step in modeling the maritime accident
event chain is consequence modeling. Engineering
models of collision impact damage scenarios were
used to assess the damage to each ferry class in vari-
ous collision scenarios. The damage model follows
the method of Minorsky.

 

(10)

 

 The Minorsky method de-
termines damage size as a function of the collision en-
ergy, the colliding-vessel bow angle, and the effective
deck thickness of the Washington state ferries. The
collision energy is calculated using the masses of both
the struck ship (ferry) and the striking ship. The dam-

 

Table II.

 

The Variables Considered 
in the Collision Risk Model

 

Variable name Possible values

Ferry route Seattle-Bremerton, Anacortes-Sidney, etc.
Ferry class Issaquah, Jumbo, Chinook, etc.
Interacting vessel type Container, bulk carriers, other ferries, etc.
Type of interaction Crossing, meeting, overtaking
Proximity of interacting

vessel Less than 1 mile, from 1 to 5 miles
Wind speed 0 knots, 10 knots, 20 knots
Wind direction Perpendicular to ferry, along ferry

 

Visibility

 

Less than 0.5 mile, more than 0.5 mile
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age calculation results in a damage penetration along
the waterline (

 

DP

 

w

 

) and damage width (

 

DW

 

) for ev-
ery collision scenario. Figure 7 illustrates the impor-
tance of location of impact, angle of impact, and hor-
izontal bow angle (

 

a

 

) in these calculations.
To establish the distribution over the three MRRT

categories given calculated damage, a response time
model was developed. Structural plans of the ferries
were used to estimate the damage to bulkheads given
calculated damage width and penetration. In case of
damage below the waterline of the ferry and damage
of enough bulkheads, flooding of multiple compart-
ments of the ferry is possible.

To help address the response time question given
the potential flooding of multiple compartments, the

concept of MRRT is used. In the event that the pos-
sible number of flooded compartments is lower than
the design limit of the ferry, the MRRT is judged to
be long. If the possible number of flooded compart-
ments is higher than the design limit, the MRRT may
be judged to be short. The analysis was conducted for
each possible class of striking vessel and each pos-
sible class of ferry in order to determine MRRT cate-
gories for each possible collision scenario.

Readers interested in a more in-depth discussion
of the modeling approach—for example, the treatment
of the expert-judgment elicitation procedure and sub-
sequent analysis—are referred to Technical Appendix
III of Harrald, van Dorp, Mazzuchi, Merrick, and
Grabowski.

 

(11)

Fig. 4. Screen capture of the Washington state ferry system simulation.
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3.4. Defining a Baseline Scenario

 

A representative simulation scenario was devel-
oped for the 11-year period for which historical data
were collected. This simulation scenario (referred to as
the calibration scenario) was developed for calibration
purposes of the accident probability model to the histor-
ical data collected. The fall, spring, and summer sailing
schedules in the last year (1997) of this 11-year period
were used for the calibration scenario. These schedules
are published by the WSF and comprise a full year of
service. The WSF ferry schedules had remained fairly
stable during this 11-year period. The WSF supplied the
assignments of ferry classes to routes for the year 1997.

The assignments of ferry classes to routes had remained
fairly stable as well over this 11-year period. The blue-
ribbon panel and WSF scheduling staff approved the
use of the fall 1997, spring 1997, and summer 1997 sail-
ing schedules and 1997 ferry class assignments for the
calibration scenario.

To evaluate the risk reduction measures in Table
I, a baseline level of risk needed to be established
and thus a baseline scenario needed to be defined.
The Washington state ferry risk assessment project
started in July 1998. At this time, one high-speed
ferry, the 

 

Chinook

 

, had been delivered and was op-
erating on the Seattle to Bremerton route. Two
Jumbo Mark II class ferries also had started service
or would start service on the Seattle to Bainbridge

Fig. 5. Typical data availability relative to the maritime accident event chain.

Fig. 6. Summary of modeling methodologies to establish collision
risk.

Fig. 7. Illustration of damage model calculations. DW 5 damage
width, DPw 5 damage penetration along the waterline.
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Island route during 1998. The WSF schedule after the
introduction of these ferries was considered the basis
for the baseline scenario. Therefore, the calibration
scenario was modified using 1998 schedules to repre-
sent a WSF schedule and assignments of ferries to
routes after the introduction of these two new ferry
classes: one high-speed ferry, the 

 

Chinook

 

, and two
Jumbo Mark II class ferries. The modified calibration
scenario was defined as the baseline simulation sce-
nario. The baseline simulation scenario was used to
establish the baseline level of risk for risk interven-
tion evaluation.

 

3.5. Modeling the Effect of Risk Interventions

 

The seven intervention classes described in
Table I reduce accident probabilities, consequences,
or both by intervening in the causal chain. The effect
of a risk intervention measure may be modeled by
changing model parameters from the baseline sce-
nario. As shown in Fig. 3, some measures have an im-
pact early on in the maritime accident event chain.
Therefore, to model the effect of these risk interven-
tions in a meaningful way, it is important that the sys-
tem risk model represents events that far back in the
causal chain. Rather than making worst case or best
case assumptions concerning the effect of risk inter-
ventions on model parameters, the approach of rea-
sonable assumptions following data analysis on human
error in other transportation modes and mechanical-
failure data of the WSF was taken, followed by sensi-
tivity analysis.
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 The assumptions made to represent
the seven intervention classes are listed in Table III.
These assumptions were made in cooperation with
maritime experts and were presented to and accepted
by the Blue-Ribbon Panel on Ferry Safety.

 

4. BASELINE RISK AND RISK 
INTERVENTION EVALUATION RESULTS

 

In this section, a detailed discussion of baseline
risk will be given in terms of the distribution of an-
nual collision frequencies per year over the three
MRRT categories by (1) ferry route and (2) ferry
route and interacting vessel. Following the discussion
of baseline risk, the effectiveness of risk intervention
measures will be evaluated and presented. Results on
the sensitivity analysis will be discussed as well.

 

4.1. Baseline Risk Results

 

Table IV presents the evaluated expected annual
frequency of collisions per year over the three MRRT
categories for the baseline scenario defined in Sec-
tion 3. The average time between consecutive colli-
sions in Table IV is the reciprocal of the statistical ex-
pected number of collisions per year.

Table IV summarizes the level of collision risk in
the WSF system as a whole. The baseline statistical fre-
quency of collisions per year, calculated using the base-
line simulation, is 0.223 per year. The calibration statis-
tical frequency of collisions per year, calculated using
the calibration simulation, is 0.182 per year (equals two
collisions over an 11-year period). Further analysis
showed that this 22.7% increase in statistical frequency
of collisions was mainly a result of replacing one of the
older, slower passenger-only ferries on the Seattle–
Bremerton route by the high-speed passenger-only
ferry, the 

 

Chinook

 

. It should be noted that the increase
in statistical frequency of collisions is primarily of the
0–1 hr MRRT category due to the impact resulting
from a high-speed collision with another vessel.

Table IV does not provide insight into which
ferry route contributes most to the baseline level of

 

Table III.

 

Summary of Modeling Effect of Risk Interventions Classes Tested

 

Class Intervention Assumed impact

1 Adopt ISM (International Safety Management)
standard fleetwide

Reduce human error incidents by 30%, reduce mechanical failures by 3.7%, 
reduce consequences by 10%

2 Implement all mechanical-failure reduction
measures fleetwide

Reduce mechanical-failure incidents by 50%

3 Implement high-speed ferry rules and procedures Reduce human error incidents on high-speed ferries by 30%, reduce 
mechanical-failure incidents on high-speed ferries by 3.7%

4 Implement weather, visibility restrictions Reduce the interactions with other vessels in bad visibility conditions by 10%
5 Implement traffic separation for high-speed ferries Reduce interactions with high-speed ferries within 1 mile by 50%
6 Implement traffic control for deep-draft traffic Set maximum allowable traveling speed in Admiral Inlet, north Puget Sound, 

central Puget Sound, and south Puget Sound at 15 knots

 

7

 

Increase time available for response

 

Improve response time in the 1–6 hr MRRT category by 50%

 

Note:

 

MRRT 

 

5

 

 maximum required response time.
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system collision risk. To further the understanding of
the baseline collision risk levels, Fig. 8 shows the con-
tribution to collision risk by ferry route. Table V gives
the abbreviations used for the 13 different ferry
routes displayed in Fig. 8.

In Fig. 8, the annual frequency of collisions for
each route is further broken down into the three
MRRT categories. Figure 8 shows that the six routes
that contribute most to the level of system collision
risk are (1) the Seattle to Bremerton car ferries, (2)
the Seattle to Bremerton passenger ferries, (3) the
Seattle to Bainbridge Island ferries, (4) the Edmonds
to Kingston ferries, (5) the Fauntlerory to Vashon Is-
land ferries, and (6) the Seattle to Vashon ferries.
These routes are geographically centered around the
main Seattle metropolitan area.

It cannot be concluded from the information in Fig.
8 whether the risk levels for the ferry routes are driven
by (1) high numbers of interactions with other vessels,
that is, traffic congestion relative to the other ferry
route, (2) high collision risk per interaction, or (3) both.
Hence, the next step in understanding baseline risk is to
further decompose the collision risk levels by the type of
vessels that the ferries interact with on a particular
ferry route. The type of interacting vessel contributes
both to the collision probability for each interaction
and the MRRT categorization of each interaction.

The results will be presented in three-dimen-
sional graphs displaying the collision risk levels by
ferry route and interacting vessel type. The keys for
these graphs are given in Table V and Table VI. Figure
9 shows the number of interactions per year by ferry
route and by interacting vessel type. The higher bars
to the right of the Vessel Class Index axis shows that
the number of interactions is much higher with Wash-
ington state ferries (Keys 13 to 22 in Table VI) than
with non-WSF vessels (Keys 1 to 12). For the Ferry
Route Index axis, the highest bars are on Route indices
1 through 3. These are the Seattle to Bremerton routes
and the Seattle to Bainbridge route.

Figure 10 shows the average collision probability
per interaction by ferry route and interacting vessel
type. The higher bars to the left of the Vessel Class In-
dex axis (Keys 1 to 12) show that the interactions with

 

Table IV.

 

Baseline Risk

Category

Statistical
expected number
of collisions per

year per category

Average time
between consecutive

collisions per
category (years)

0–1 hr MRRT 0.055 18.1
1–6 hr MRRT 0.015 67.5

 

.

 

6 hr MRRT 0.152 6.6

 

Total

 

0.223

 

4.5

 

Note:

 

MRRT 

 

5

 

 maximum required response time.

Fig. 8. Statistical expected number of collisions per year by ferry route. See Table V for abbreviations. WSF 5 Washington state ferries.
MRRT 5 maximum required response time.
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non-WSF vessels are more likely to lead to a collision
than interactions with Washington state ferries (Keys
13 to 22). Figure 11 shows the annual collision fre-
quency by ferry route and type of interacting vessel
and is a combination of the information in Figs. 9 and
10. The highest bars are on Routes 1 to 3, the Seattle–
Bremerton routes and the Seattle–Bainbridge route.
Overall, there are relatively high bars for the annual
collision frequency for interactions with both other
WSF ferries and non-WSF vessels on these routes.

From Fig. 10 it can be observed that the annual
frequency of collisions with non-WSF vessels is driven
by the collision probability for each interaction. From
Fig. 9 it can be observed that the annual frequency of
collisions with WSF ferries are driven by the number
of interactions per year.

In terms of emergency response, accidents that
fall in the less than 1 hr MRRT category are of partic-
ular concern. Using the damage model and the re-

sponse time model, the annual collision frequencies
in Fig. 11 can be filtered to include only those in the
less than 1 hr MRRT category. The results are shown
in Fig. 12. It can be concluded from Figs. 11 and 12
that the Seattle–Bremerton passenger-only route
(Ferry Route Index Key 2) and the vessels that inter-
act with it have a larger statistical expected number of
collisions with an MRRT of less than 1 hr. The Seattle
to Vashon passenger-only route (ferry Route Index
Key 10) also has a relatively high annual frequency of
collisions in the less than 1 hr MRRT category. The
new high-speed passenger-only ferry is solely as-
signed to the Seattle–Bremerton passenger-only
route. Collisions involving the high-speed passenger-
only ferries are always assessed to require a maximum
response time of less than 1 hr. The older passenger-
only ferries are used for both the Seattle to Bremer-
ton and the Seattle to Vashon passenger-only routes
and interact with both large car ferries and deep-draft
non-WSF vessels, as shown in Fig. 9. A proportion of
the collisions of the older passenger-only ferries with
large car ferries and deep-draft non-WSF vessel fall
in the less than 1 hr MRRT category.

The information in Fig. 12 may be summarized in
the form of a ranked cumulative risk contribution
chart, as presented in Fig. 13. The ferry route and in-
teracting vessel combinations are ordered from left
to right by the percentage contribution to the statisti-
cal expected number of collisions per year. The dark
part of each bar in Fig. 14 indicates the percentage
contribution to the statistical expected number of
collisions in the less than 1 hr MRRT category for
that collision scenario. The total height of the bar in-
dicates the cumulative percentage including all colli-

 

Table VI.

 

Numbering Keys for Interacting Vessels

Vessel
index Vessel class

Vessel
index Vessel class

1 Passenger 12 Misc.
2 Tug/barge 13 Jumbo Mark II
3 Freight ship 14 Jumbo
4 Container 15 Super
5 Bulk carrier 16 Issaquah
6 Refrigerated cargo 17 Evergreen
7 Tanker 18 Steel electric
8 Product tanker 19 Rhododendron
9 Other 20 Hiyu

10 Roll-on, roll-off 21 Passenger-only vessel

 

11

 

Naval

 

22

 

Chinook Fig. 9. Number of interactions per year by ferry route and vessel
class.

 

Table V.

 

Numbering Keys and Abbreviations for Ferry Routes

Route
index Ferry route Abbreviation

1 Seattle–Bremerton car ferries SEA-BRE (A)
2 Seattle–Bremerton passenger ferries SEA-BRE (P)
3 Seattle–Bainbridge SEA-BAI
4 Edmonds–Kingston EDM-KIN
5 Mukilteo–Clinton MUK-CLI
6 Port Townsend–Keystone PTW-KEY
7 Fauntleroy–Southworth FAU-SOU
8 Fauntleroy–Vashon FAU-VAS
9 Southworth–Vashon SOU-VAS

10 Seattle–Vashon SEA-VAS
11 Port Defiance–Tahlequah PTD-TAH
12 Anacortes–San Juan Islands ANA-SJI

 

13

 

Anacortes–Sidney

 

ANA-SID
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sion scenarios to the left. In other words, Fig. 13 con-
tains the top collision scenarios that accumulate to
88% of the statistical expected number of collisions
per year in the less than 1 hr MRRT category.

 

4.2. Evaluation of Risk Interventions

 

All cases were tested to evaluate their effect on
the annual frequency of collisions and on the annual
frequency of collisions in each of the MRRT categories.
The results of these analyses are represented in Fig. 14.
For each risk intervention class, the total percentage re-
duction in the statistical frequency of collisions is com-
prised of the percentage reduction in the statistical fre-
quency of collisions in each of the three MRRT
categories relative to the baseline scenario in Table IV.

Case 1 has the largest risk reduction at 16% and
reflects the effect of the fleetwide implementation of
the International Safety Management (ISM) code.
Noted is a large reduction for both the less than 1 hr
and the more than 6 hr MRRT categories. Case 2, the
implementation of mechanical-failure-reducing mea-
sures, is the next most effective at 11%. Of note is a
large reduction in each MRRT category as well as the
large reduction predicted for collisions with a MRRT
of 1 to 6 hr. The implementation of traffic separation
rules for the high-speed ferries, Case 5, causes a 6% re-
duction in the total statistical expected number of colli-
sions. As this reduces the statistical expected number of
collisions involving high-speed ferries, all this reduction
is for collisions with an MRRT of less than 1 hr. A 5%
reduction in the total statistical expected number of
collisions is predicted for the implementation of visi-
bility restrictions, Case 4. The implementation of
high-speed ferry rules (ISM restricted to high-speed
ferry routes), Case 3, decreases the total statistical ex-
pected number of collisions by 2%, with all the reduc-
tion being for collisions with an MRRT of less than 1 hr.
Case 7 is aimed at reducing the consequences if a colli-
sion occurs, not the probability of occurrence. This case
reflects the implementation of procedures to evacuate
passengers to a safe haven in the event of collision with
an MRRT of 1 to 6 hr—survival craft. Reducing the
speed of commercial vessels in Puget Sound, Case 6,
also does not reduce the total statistical expected num-
ber of collisions. The statistical expected numbers of col-
lisions with an MRRT of less than 1 hr and an MRRT
of 1 to 6 hr are both reduced, however, while the sta-
tistical expected number of collisions with an MRRT
of more than 6 hr increased by the same amount.

Fig. 10. Average collision probability per interaction by ferry
route and vessel class.

Fig. 12. Statistical expected number of collisions per year with a
maximum required response time of less than 1 hr by ferry route
and vessel class.

Fig. 11. Statistical expected number of collisions per year by ferry
route and vessel class.
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5. SENSITIVITY ANALYSIS RESULTS

 

The analysis of the WSF risk assessment provides
the basis for determining how the risk in the system
could be reduced to even lower levels. The findings of a
quantitative study must be interpreted with care, how-
ever, as uncertainty is introduced at various levels of the
analysis. Sources of this uncertainty include incomplete
or inaccurate data, biased or uninformed expert judg-
ment, modeling error, and computational error. Testing
for the level of uncertainty in an analysis requires ac-
counting for both parameter uncertainty and model un-
certainty and their impact on the results and conclu-
sions. This is referred to as an “uncertainty analysis.”

 

(12)

 

While the use of proper procedures such as rigor-
ous data selection and cross validation—structured and
proven elicitation methods for expert judgment and use
of accepted models—can reduce uncertainty and bias
in an analysis, it can never be fully eliminated. The
reader should recognize that the value of an analysis is
not only in the precision of the results, but also in the
understanding of the system. Of great value is the iden-
tification of peaks, patterns, unusual circumstances and
trends in system risk, and changes in system risk
through risk mitigation measure implementation.

The methodology in this study has been re-
viewed for rigor and tested in operational settings.

 

(13)

 

The methodology thus provides many safeguards to
remove bias and to detect error. The general approach
toward modeling assumptions in the WSF risk assess-
ment was that of reasonableness rather than pursuing
one worst case assumption after the other. The latter
approach may lead to risk assessment results related
to highly unlikely scenarios and therefore less-useful
results. The approach of using reasonable assump-
tions rather than worst case assumptions is supported
by scientists in the field of risk analysis.

 

(12)

 

Although a formal uncertainty analysis has not
been presented with these results, sensitivity of the
results to some of the more contentious modeling as-
sumptions has been tested. The assumptions tested/
challenged through the sensitivity cases were

1. All collisions involving a high-speed ferry fall
in the category of collision with an MRRT of
0–1 hr

2. The vertical bow angle reduces the damage
penetration below the waterline

3. The horizontal bow angle for vessels in the
WSF system is, on average, 66

 

8

Fig. 13. Distribution of the statistical expected number of collisions per year with a maximum required response time (MRRT) of less than
1 hr by ferry route and vessel class. See Table V for abbreviations.
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4. The collision speed for non-WSF vessels is 80%
of the traveling speed, and the collision speed
of WSF vessels is 50% of the traveling speed

5. The relative depth penetration (RDP 

 

5

 

 per-
centage damage penetration relative to the
beam of the WSF-ferry) threshold beyond
which the RDP determines the distribution of
collisions over the three MRRT categories is
50%

6. The steel electric vessel has parts that satisfy
one-compartment vessel characteristics and
two compartment vessel characteristics

To test these six assumptions, nine sensitivity
cases were developed and analyzed. For demonstra-
tive purposes, the first listed assumption (Assumption
1) is that all collisions involving the new high-speed
passenger-only ferries fall in the less than 1-hr MRRT
category. This assumption was modified so that all
three MRRT categories are equally likely in case of a
collision involving the high-speed passenger-only ferry

and is henceforth referred to as Sensitivity Case 1. This
assumption is more optimistic than Assumption 1. The
results of the sensitivity analysis are shown in Fig. 15.

Figure 15 shows that the statistical frequency of
collisions in the less than 1 hr MRRT category re-
duces by 9% in Sensitivity Case 1. Also of note is that
the combined percentage increase in statistical fre-
quency of collisions in the 1–6 hr MRRT category
and more than 6 hr MRRT category equals the per-
centage reduction in the less than 1 hr MRRT cate-
gory. In other words, the effect of the modified as-
sumption is a redistribution of the total statistical
frequency of collisions over the three different MRRT
categories. The same observation can be made for all
the other sensitivity cases tested as well.

Figure 16 summarizes the collision analysis by
ferry route under Sensitivity Case 1. Comparing Figs.
8 and 16, it can be observed that by altering Assump-
tion 1 the statistical frequency of collisions in the less
than 1 hr MRRT category has primarily been reduced
on the Seattle Bremerton passenger ferries, Seattle

Fig. 14. Estimated risk reduction (RR) for the seven tested cases. MRRT 5 maximum required response time.
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Bremerton car ferries, and the Seattle Bainbridge fer-
ries. The predominant WSF ferry routes in terms of
the statistical frequency of collisions in the less than
1 hr MRRT category, however, are the same under
the original assumption and the modified assumption
for high-speed passenger-only ferries. Similar conclu-
sions can be drawn when analyzing these results for
the other sensitivity cases as well.

 

6. GENERAL CONCLUSIONS

 

Sixteen specific risk reduction recommendations
are cited in Harrald 

 

et al.

 

(11)

 

 Recommendations de-
rived from the analysis were divided into three cate-
gories: (1) general risk management recommenda-
tions for the Washington state ferries to manage risk
in the system, (2) recommendations for reducing the
likelihood of accidents, and (3) recommendations for
minimizing the potential consequences of accidents.
Interested readers are referred to Harrald 

 

et al.

 

(11)

 

 for

the specific recommendations. Below are general
conclusions in terms of the previous three categories
of risk management recommendations.

In terms of general risk management, it was rec-
ommended that the Washington state ferries should
improve their capabilities to detect and manage risk
and to prepare for potential emergencies. This requires
a continuing set of systems, capabilities, and structures
in order to be effective. Maintaining and enhancing
safety in the WSF system requires management and
resources devoted to risk prevention, accident re-
sponse, and consequence management. The WSF risk
assessment report supports the currently planned and
funded fleetwide implementation of the ISM system.

In terms of reducing the likelihood of accidents,
it was recommended that the WSF should continue to
implement safety management and training pro-
grams, provide adequate relief crews as necessary to
accomplish training, and coordinate with the USCG
to minimize the likelihood of an accident. It was

Fig. 15. Percent change in the annual collision frequency in each maximum required response time (MRRT) category under Sensitivity Case 1.

Fig. 16. Distribution of statistical frequency of collisions over the three maximum required response time (MRRT) categories by ferry
route—Sensitivity Case 1. See Table V for abbreviations.
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noted that since the consequences of an intentional
act of destruction (sabotage or attack) aboard a ferry
could be severe, the WSF should work with the Wash-
ington State Patrol and federal agencies to determine
the need for additional security measures to combat the
threat of intentional acts of destruction aboard ferries.

In terms of minimizing the potential conse-
quences of accidents, it was recommended that the
WSF, the USCG, and other response organizations
should work collaboratively to ensure that conse-
quences will be minimized for any accident that does
occur. Specifically, it strongly recommends that the
WSF and the USCG and other public safety agencies
address the problem of minimizing injury and loss of
life from very low-probability but potentially high-
consequence accidents through planning, implement-
ing, and exercising adequate response plans and pro-
cedures. It recognizes that the skills of the ferry crew
will be crucial in any emergency situation and strongly
recommends enhancing these emergency skills through
training, certification, drills, and exercises.

The report finally concludes that the most cost-
effective way to minimize the risk of potential acci-
dents is to invest in WSF people and systems and to
make improvements and changes to WSF policies,
procedures, and management systems—rather than
to merely invest in capital equipment such as survival
craft. The creation of a safety culture that will enable
these recommendations to be realized will require
the support and leadership of WSF management;
shoreside operations; and fleet deck officers, engi-
neers, and other shipboard personnel.

The conclusions and recommendations made to
the WSF were driven by the total statistical frequency
of collisions and by the distribution of the total statis-
tical frequency of collisions over the three MRRT
categories. Based on the results of the sensitivity
analysis performed, it was concluded that the conclu-
sions and recommendations made were robust rela-
tive to the modified assumptions tested.

As a closing note, it might be of interest to men-
tion that it is impossible for any risk analysis per-
formed in a dynamic public arena to foresee changes
as a result of political processes. An example is the
passage of Initiative 695, which eliminated the state
motor vehicle excise tax. The effect for the WSF is a
disproportional loss in operating and capital budget
potentially impacting the level at which recommen-
dations from this study will be implemented. Loss of
operating budget already temporarily interrupted the
service of two high-speed ferries, the 

 

Chinook

 

 and
the 

 

Snohomish

 

. The current legislative plan, includes

funding to maintain the operations of the 

 

Chinook

 

 and

 

Snohomish

 

. A simulation scenario including two high-
speed ferries in the WSF schedules was analyzed in the
WSF risk assessment report as well. For detailed results
interested readers are referred to the WSF risk assess-
ment report in Harrald 

 

et al.
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Abstract

A proposal has been made to the California legislature to dramatically increase the frequency and coverage of ferry service in the San

Francisco Bay area. A major question in the approval process is the effect of this expansion on the level of congestion on the waterway and

the effect this will have on the safety of vessels in the area. A simulation model was created to estimate the number of vessel interactions in

the current system and their increases caused by three alternative expansion plans. The output of the simulation model is a geographic profile

showing the frequency of vessel interactions across the study area, thus representing the level of congestion under each alternative.

Comparing these geographic interaction profiles to a similar one generated for the current ferry service in the San Francisco Bay allows

evaluation of the increase in exposure of ferries to adverse conditions, such as, for example, the interaction of high-speed ferries in restricted

visibility conditions. This analysis has been submitted to the legislature as part of the overall assessment of the proposal and will be used in

the expansion decision.

q 2003 Elsevier Science Ltd. All rights reserved.

Keywords: Maritime transportation; Simulation; Safety; Accident prevention

1. Introduction

In an effort to relieve congestion on freeways, the state of

California is proposing to expand ferry operations on San

Francisco (SF) Bay by (1) phasing in up to 100 ferries in

addition to the 14 currently operating, (2) extending the

hours of operation of the ferries, (3) increasing the number

of crossings, and (4) employing some high-speed vessels.

The state of California has directed the SF Bay Area Water

Transit Authority (WTA) to produce an Implementation and

Operations Plan, part of which requires working with the

US Coast Guard (USCG), the California Maritime Acad-

emy, and SF Bay Area ferry operators in preparing a ‘plan

for ensuring safety of vessel operations traveling on the SF

Bay.’ The purpose of this plan is to realistically evaluate the

levels of safety relative to various aspects of ferry operation.

In the process of developing the safety plan the WTA

used data from the Federal Transit Administration National

Transit database to describe the current safety level. Federal

databases describe the past safety performance of the

existing ferry services. Between 1996 and 2000, ferry

service appeared to be the safest federally subsidized transit

mode in the SF Bay Area. The WTA’s comparison showed

that ferry transportation had: (1) no fatalities for patrons,

employees, or others (i.e. bystanders). The average for the

rail and roadway transit modes was 0.004 fatalities per

1,000,000 passenger miles; (2) less than one-fourth the

patron injury rate of the rail and roadway transit modes.

Ferry operations averaged 0.28 injuries per 1,000,000

passenger miles; (3) about two-thirds the bystander injury

rate of the rail and roadway transit modes. Ferry operations

averaged 1.5 injuries per 1,000,000 vehicle miles; (4) on

average 5.6 reported accidents per 100,000 transits, or 3.8

reported accidents per year for the 10-year period from 1992

to 2001; this is in line with the rates for similar marine

transportation systems.
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The WTA safety plan further documents a wide range of

risks and associated risk controls. For risks and necessary risk

controls that are already documented in codes, standards, and

regulations, the plan provides a very brief overview. In

conclusion, the safety plan indicates that analysis of the

existing ferry services show that those services provide safe

transit and are currently effectively managing risks. How-

ever, the question remains whether this ‘safe’ operation can

continue with the new pressures of aggressive service

expansion. The three proposed expansion scenarios are: (1)

Alternative 3: Enhanced Existing System; (2) Alternative 2:

Robust Water Transit System and (3) Alternative 1:

Aggressive Water Transit System. From these, Alternative

3 is the least aggressive expansion scenario and Alternative 1

is the most aggressive one. The WTA tasked the author’s to

investigate the impact of ferry service expansion on maritime

traffic congestion in the SF Bay area by developing a

maritime simulation model of the SF Bay. Due to time and

budget constraints a full-scale risk assessment, such as the

authors’ previous work in the Prince William Sound Risk

Assessment [1–3] or the Washington State Ferries Risk

Assessment [4,5], was not feasible. In these studies, a

simulation of the traffic and weather patterns was used to

count interactions between the vessels and an expert

judgment based accident probability model was used to

estimate the likelihood of a collision if such an interaction

occurs. Instead, to assess the impact of aggressive ferry

expansion, the scope of the SF Bay study was limited to the

simulation part of the model, leaving the accident probability

part to a later project if the expansion proposal is approved.

Limiting the scope of the analysis to interactions,

however, will still allow meaningful conclusions regarding

potential effect of the ferry service expansions on observed

collision rates. In fact, interactions are known to be one of the

drivers in collision risk [5]; an increase in interactions will

typically result in an increase in collision risk if additional

risk interventions are not put in place. The purpose of the

simulation is to assess the interactions of vessels in the

current ferry system and to compare their geographic profile

to the interactions seen under the proposed scenarios. For

instance, if the daily volume of ferry transits increases 10-

fold does the number of interactions increase 10-fold? Is it

possible that, since the proposed alternatives include new

routes to new areas of the SF Bay, the additional interactions

are distributed in such a manner that no additional high-traffic

density areas occur that could indicate safety problems? Due

to its unique visibility conditions, one of the main safety

concerns in the SF Bay is transiting through restricted

visibility. If there are additional high-traffic density areas, do

they perhaps occur in restricted visibility conditions? The

simulation study in this paper attempted to answer such

critical safety questions.

An outline of the paper is as follows. Previous work in

maritime risk assessment and simulation are discussed in

Section 2. Sections 3–5 discuss the construction of the

simulation, specifically the interaction-counting model in

Section 3, vessel movements in Section 4 and restricted

visibility modeling in Section 5. The results of the study are

outlined in Section 6. Conclusions and recommendations are

presented in Section 7.

2. Literature review

The National Research Council has repeatedly identified

the assessment and management of risk in maritime

transportation as an important problem domain [6–9]. In

earlier work, researchers concentrated on assessing the

safety of individual vessels or marine structures, such as

nuclear powered vessels [10], vessels transporting liquefied

natural gas [11], and offshore oil and gas platforms [12]. The

USCG has used a classical statistical analysis of nationwide

accident data to prioritize federal spending to improve port

infrastructures [13,14]. More recently, researchers have

used probabilistic risk assessment (PRA) [15] in the

maritime domain [16–23] by examining risk in the context

of maritime transportation systems (MTS) [9].

In a MTS, traffic patterns change over time in a complex

manner. Researchers have used system simulation as a

modeling tool to assess MTS service levels [24], to perform

logistical analysis [25], and to facilitate the design of ports

[26]. The dynamic nature of traffic patterns and other

situational variables, such as wind, visibility, and ice

conditions, mean that risk levels change over time. Recent

PRAs [27] in the maritime domain have used simulation to

model the dynamic nature of the transportation system.

The Prince William Sound Risk Assessment [1–3] used a

simulation of the oil transportation system to evaluate changes

in the dynamic pattern of traffic caused by proposed risk

intervention measures, such as weather-based closure con-

ditions for certain parts of the transit and modifications to the

tug escort service put in place to save disabled tankers from

running aground. Accident and incident data was augmented

using expert judgment to take the simulations interaction

counts and arrive at estimates of accident frequency and the

expected volume of oil outflow. The Washington State Ferries

Risk Assessment [4,5] used an improved version of the

technique, but with the consequence of interest being

passenger safety rather than environmental damage.

As mentioned previously, the study in this paper used the

simulation part of this approach to only assess the impact of

ferry expansion on the level of vessel interactions in the

Bay. If the expansion proposal is approved, the simulation

analysis can be extended to a full PRA through an accident

probability model based on available accident, incident data

and expert judgments.

3. The simulation: interaction counting model

In the simulation program, a snapshot of the simulation is

taken every minute; counts of the interactions are taken and
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recorded in an event database. Fig. 1 shows such a snapshot

of the SF Bay maritime simulation. Moving boats are

represented by the triangles. Which pairs of vessels are

interacting? This depends on both the distance between the

vessels the time until the vessels meet.

The interaction model is based on Closest Point of

Approach type arguments and stems from the considerations

that a ferry captain will make when considering interactions

with other vessels. For example, vessels close in at different

speeds, thus in evaluating a situation involving other

vessels, a captain is interested in which will arrive first,

not necessarily which is closest.

Consider a ferry transiting through the system. As a

default, any other vessel within a half a nautical mile1 of the

ferry is counted as interacting; half a nautical mile is too

close for comfort to most professional mariners. If another

vessel is more than half a mile away and in addition is more

than five minutes away from crossing the track of the ferry,

it is not counted as an interaction. If a vessel is within five

minutes of crossing the ferry track and in addition

this crossing will occur within one nautical mile in front

of the ferry or within half a mile behind the ferry, the vessel

is counted as interacting with ferry. Experts with maritime

experience outside the ferry service and a group of ferry

captains from the Washington State Ferry Service provided

input for this methodology [5,28].

The snapshot of the simulation at a specific time is

analyzed to determine whether the ferries in the system are

interacting with other vessels (including other ferries) using

the interaction model above. For each interaction found, the

information about the type of the other vessel, the type of

interaction (crossing, meeting or passing), the visibility

conditions and the coordinates of the vessels are recorded

and written to an interaction database. This database is then

used to find the number of interactions occurring in a

simulation run in each of a grid of cells across the SF Bay.

This information can then be represented in the form of a

colored map, with the colors representing the number of

interactions in each cell of our grid. This map may be

interpreted as a geographic profile of ferry interactions. The

color gradient for the grid cells is established using a

simulation of the current ferry service on the SF Bay (to be

referred to as the Base Case). The Base Case analysis allows

existing trouble spots to be identified, thereby not attributing

these to the planned ferry service expansions. Next, using

the Base Case color scale, similar geographic profiles can be

generated for these expansions. Emerging hot spots

resulting from the expansions can be visually observed by

Fig. 1. A snapshot of the SF Bay maritime simulation model.

1 One nautical mile equals approximately 1.15 miles.
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comparing their geographic profile to that of the Base Case.

For further discussion of the interaction-counting model, see

Ref. [27].

4. The simulation: vessel movement

To achieve an accurate count of the number of

interactions, we must have an accurate simulation of the

vessel movements. This means we need an accurate

background map of the Bay, an accurate representation of

the movement of the ferries themselves and an accurate

representation of the movements of the other vessels in

the Bay. The background map of the maritime simulation

model for the SF Bay area (Fig. 1) was constructed

from NOAA electronic charts, which were converted

to bitmaps for use with the simulation program. This

allowed accurate representation of the vessel coordinates

and speed.

Ferry movements for the base case simulation were

obtained from ferry schedules collected from ferry operators

for the years 1998–2001. Each proposal for expansion of

the ferry service included the number of transits per day,

the time between transits, and the start time. At the current

stage of the proposed expansions, the schedules are simply

defined by operations starting at 6 a.m. and running every

15, 30, or 60 min depending on the route.

The ferry routes configurations for the base case

simulation and proposed expansions were obtained from

GIS maps created by the URS Corporation for the WTA. In

all, 18 ferry routes were considered for the base case

simulation and up to 64 ferry routes for the proposed

expansion alternatives. The cruising speed of each ferry

class along their route is a known, constant speed when

underway. The ferries slow down when leaving and entering

dock. Ferries also slow in restricted visibility. Ferries that

usually maintain between 25 and 35 knots will reduce speed

to 12 knots. Slower excursion ferries will slow to 10 knots.

These speeds were determined in discussions with ferry

captains and were confirmed by the ferry companies. To

reflect this behavior in the simulation model, restricted

visibility needs to be represented adequately. The modeling

of visibility conditions in the simulation is discussed in

Section 5.

In building maritime simulation models, non-ferry traffic

is usually modeled by analyzing traffic arrival/departure

Fig. 2. Vessel routes for LPG vessels in the SF Bay maritime simulation model.
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data to construct probability distributions for vessel inter-

arrival times. These distributions are then used to

simulate vessel arrivals and transits in the system [27].

However, the presence of the San Francisco Vessel

Traffic System (SF VTS) eliminated the need for this

approach. Data on date, time, and transits for 6000 routes

for up to 26 different vessel types were obtained from the

VTS for the 1998–2001 period. Waypoint data obtained

from the SF VTS was used in conjunction with the

bitmap of the SF Bay area to produce the total vessel

transit picture. Fig. 2 shows an example of the routes of a

particular class of vessels. Again average vessel speeds

for each class are maintained during transits with the

exception of vessels slowing down in restricted visibility.

Average vessel speed information was obtained through

personal communication with SF Bar Pilots. In restricted

visibility, deep-draft traffic slows to about 70% of its usual

transit speed. This rule was determined by discussions

with members of the SF Bay Pilot’s Association and

operators from the VTS. These databases of traffic

arrivals and routes were read in to the simulation

program, removing the problem of validation of arrivals

models [28].

Unfortunately, the SF VTS does not routinely record the

movements of small vessels such as recreational yachts. As

at certain times this can be the most numerous type of traffic

on the Bay, special events, such as regattas, were modeled in

the simulation as well. The USCG supplied their Marine

Event List for over 1000 special events for the year 2001.

Due to time and budget constraints only the main type of

special events were modeled in the maritime simulation, i.e.

828 scheduled regattas in 2001. The data on regatta times

and areas were obtained from the USCG data. Through

discussions with the SF VTS, 13 locations were defined for

these regatta events. Regattas were modeled by blocking the

defined areas (Fig. 3) during their times and dates and then

randomly moving the assigned number of participating

vessels within each area.

Fig. 3. Definition of regatta locations in the SF Bay maritime simulation model.
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5. The simulation: restricted visibility

Restricted visibility conditions have a significant impact

on the pattern of traffic in the SF Bay in part due to the

channel fog phenomenon at the Golden Gate Bridge during

the third quarter of the year. To model these traffic patterns,

visibility conditions were modeled in the simulation and, as

mentioned previously, the movements of vessels were

modified depending on these conditions. For the purposes of

visibility modeling, the SF Bay area was divided into five

regions; Golden Gate, San Pablo Bay, Alameda, South Bay

and Grizzly Bay. The locations for visibility were defined

using a square-grid breakdown of the study area. Fig. 4

identifies the different visibility locations used in the

maritime simulation model. The location definitions

Fig. 4. Definition of visibility locations in the SF Bay maritime simulation model: Golden Gate (Red), San Pablo Bay (Green), Alameda (Blue), South Bay

(Purple) and Grizzly Bay (Maroon).

Fig. 5. Example pair wise comparison question for the location Golden

Gate.

Fig. 6. Restricted visibility analysis results for the location Golden Gate for

the first quarter of the year (J–F–M), second quarter (A–M–J), third

quarter (J–A–S) and fourth quarter (O–N–D).
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Fig. 7. Hourly percentages of restricted visibility for the location Golden Gate by month.
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displayed in Fig. 4 were in part used to model the

phenomenon of channel fog observed at the Golden Gate

Location. Hourly wind speed and direction data is recorded

via NOAA buoys for the period 1998–2001 at the five

locations as well as dew point and water temperature data.

Visibility data, however, is not gathered and thus a visibility

model had to be developed.

The visibility model used in the simulation is based on

a model described in Ref. [29]. The model stated that if

the dew point is above the water temperature, then visibility

will be restricted, otherwise the visibility will be good. In

such a model, visibility is defined as good if it is greater than

or equal to 0.6 miles and bad otherwise. Dew point and

water temperature are recorded by the NOAA buoys,

making such modeling of visibility possible. Rather than

using this definition, we adhere to the rules of the road

definition of restricted visibility (i.e. vessel operators are

required to use their fog signals). A calibration constant was

introduced into the visibility model to allow for this

disparity, requiring the difference between the dew point

and the water temperature to be above the calibration

constant for such restricted visibility conditions to occur.

The calibration constant for the Golden Gate location

for the third quarter of the year (July, August and

September) was calculated from the US Coast Pilot’s

[30] data. The US Coast Pilot [30] states that restricted

visibility conditions occur at Golden Gate approximately

20% of the time during the third quarter, the worst

quarter for visibility in the Golden Gate location.

However, no percentages are provided in the US Coast

Pilot for the remaining quarters of the year; only

anecdotal data is provided. Expert judgment was used

to determine the calibration constants for restricted

visibility conditions in the remaining three quarters at

Golden Gate by comparing them to the third quarter. The

experts involved were 7 operators from the SF VTS and

5 SF Bar Pilots with extensive experience throughout the

SF Bay Area.

The process followed to elicit the remaining calibration

constants utilizes the well-known Analytical Hierarchy

Process [31,32]. Fig. 5 provides an example pair wise

comparison question used in this process. Each expert is

asked to assess whether restricted visibility is more likely

in the quarter on the left-hand side or that on the right-hand

side and by how much. The experts’ assessments are used

to calculate a relative multiplier for each quarter. By

simple averaging of each expert’s assessed values, for

example, the resulting relative multiplier for the first

quarter of the year was 0.258. This means that the experts

indicated that the percentage of time that restricted

visibility conditions occur in the first quarter of the year

at Golden Gate should be 0.258 times the 20% of the third

quarter (for which data was available) or 5.17%. Fig. 6

provides the results for the location Golden Gate. Note the

(perhaps remarkable) agreement between the USCG VTS

experts and SF Bar Pilots displayed in Fig. 6 for the

remaining quarters of the year.

The green line in Fig. 6 indicates the percentages that

were used for calibration of the modified visibility model

[29] for the Golden Gate location. Fig. 7 provides the

monthly model results for this location for the year 2000.

Note that, in the third quarter (July, August and September)

the model reflects early morning fog that burns off during

the late morning hours and early afternoon hours and

reestablishes itself during the late afternoon. The latter daily

pattern is typical for the channel fog phenomenon for this

quarter at the Golden Gate location [30].

No visibility data, in terms of percentage of time that

restricted visibility occurs, was available for the remaining

locations San Pablo Bay, Alameda, South Bay and Grizzly.

Hence, we had to rely once again on expert judgment to

determine calibration constants for restricted visibility

conditions. We followed the same process as above,

comparing these four locations by quarter to the previously

established percentage of time that restricted visibility

occurs in Golden Gate (Fig. 6). For example, a multi-

plicative factor of 2.397 was assessed for the location San

Pablo Bay during the first quarter of the year when

compared to the Golden Gate location. Utilizing the

previously established 5.17% for restricted visibility in

Golden Gate during this quarter, the percentage of time that

restricted visibility occurs in San Pablo Bay was set at 2.397

times 5.17% or 12.38%. Table 1 provides the estimated

percentages of time that restricted visibility occurs by

Table 1

Estimated percentages of time that restricted visibility occurs by quarter

and by location

First

quarter,

J–F–M

Second

quarter,

A–M–J

Third

quarter,

J–A–S

Fourth

quarter,

O–N–D

Golden Gate 5.17% 11.66% 20.00% 6.69%

San Pablo Bay 12.38% 6.17% 6.30% 9.62%

Alameda 7.49% 7.61% 10.61% 7.02%

South Bay 4.92% 5.00% 5.53% 4.74%

Grizzly Bay 14.40% 5.17% 5.34% 11.06%

Fig. 8. Exponential growth in interactions due to ferry service expansion.
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quarter of the year and by location. The information in

Table 1 was used to calculate the calibration constants for

the visibility model for the remaining locations, San Pablo

Bay, Alameda, South Bay and Grizzly.

6. Results

Fig. 1 shows a screen shot of the simulation program

created to perform the vessel interaction analysis. For a more

detailed look, movies of the simulation for each of the cases

can be viewed at http://www.people.vcu.edu/~jrmerric/

SFBayMovies/. Recall that the simulation was intended to

answer certain specific questions. For the defined scenarios,

what is the increase in the number of interactions involving

ferries? What is the increase in the area in which such

interactions occur? Are there any high-density areas that

could be a cause of concern, either in the current ferry

system or in any of the proposed scenarios? As interactions

in restricted visibility are of particular concern, what is the

affect of the proposed scenarios on frequency and density of

such interactions?

We will start our discussion of the results of the

simulation analysis with some basic comparisons to

current ferry operations. The current ferry operations, or

the Base Case, are used as a reference point to compare

the proposed alternatives and to give an understanding

of the traffic patterns currently seen by ferries in the

study area. Fig. 8 summarizes the analysis findings.

Observe from Fig. 8 that the number of ferry to vessels

interactions grows exponentially with the number of

ferry transits, not linearly. This result was somewhat

of a revelation for the WTA. Table 2 gives the detail of

Table 2

Percentage comparisons to the Base Case under various criteria

Base Case ferry

transits (%)

Base Case

grid cells

covered (%)

# Base Case total

interactions (%)

Base Case 100 100 100

Alternative 3 365 116 624

Alternative 2 1228 233 4620

Alternative 1 1559 240 8359

Alternative 3-BVI – 91 110

Fig. 9. The full base case simulation results.
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the comparison of the three alternative cases to the Base

Case.

Alternative 3 (the least aggressive expansion) has 3.65

times as many transits as the Base Case, but covers only a

little larger area, with 16% more grid cells having at least

one interaction in them in the simulation. In all over 6

times as many interactions occur in Alternative 3 than

occurred in the Base Case, while the coverage area of these

interactions only increases by a factor of 1.16. Thus

Alternative 3 makes the current operating area more

congested with more interactions. In addition, the fourth

row in Table 2 displays results for Alternative 3 counting

only those interactions that occur in restricted visibility.

Note that, 1.10 times as many interactions occur in

Alternative 3 in restricted visibility than the whole Base

Case (regardless of visibility). Moreover, these interactions

cover only 91% of the coverage area in the Base Case and

are thus more concentrated. We will return to this

important observation.

Alternative 2 has 12.28 times as many transits as the Base

Case, but covers a much larger area, with 2.33 times as

many grid cells having at least one interaction. In all over 46

times as many interactions occur in Alternative 2 than

occurred in the Base Case. Thus Alternative 2 increases the

operating area from the Base Case and leaves the system

much more congested with many more interactions. Finally,

Alternative 1 (the most aggressive expansion) has 15.59

times as many transits as the Base Case, but covers only a

little larger area than Alternative 2, with 2.4 times as many

grid cells having at least one interaction than in the Base

Case. In all over 83 times as many interactions occur in

Alternative 1 than occurred in the Base Case. Thus

Alternative 1 increases the operating area by about the

same factor as Alternative 2, but significantly increases

congestion with many more interactions compared to

Alternative 2.

Fig. 9 shows the geographic interaction profile for the

Base Case. The Base Case ferry routes are shown in color.

Fig. 9 is quite complex, as it attempts to convey all the Base

Case results in one figure. We will examine the pieces of

Fig. 9 one by one. The analysis is broken down across a grid

of approximately 1/4 mile by 1/4 mile cells. The cells are

Fig. 10. The full Alternative 3 simulation results.
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color coded in Fig. 9 to represent the number of interactions

that occur in that cell over the 1-year simulation time. Both

the cell containing the ferry and the cell containing the

interacting vessel are recorded; hence the colored cells away

from the ferry routes.

To the right of Fig. 9, the legend gives an interpretation

for the color-coding of the cells. The scale goes from blue,

with the fewest interactions, to black with the most

interactions. The solid black cell has the most interactions

of any cells in the base case simulation. This Base Case

maximum is used as a reference point for the legend. The

percentages shown in the legend are calculated as a

percentage of this maximum number of interactions. For

example, an orange cell has an interaction count that is only

3% of the maximum number of interactions observed in a

grid cell in the Base Case. Another reference scale is also

provided. The average number of interaction per cell in the

Base Case has 1.68% of the maximum number of

interactions in a cell observed in the Base Case. Returning

to our example, an orange cell has 1.78 times the number of

interactions seen in the average cell in the Base Case. A

solid black cell, with the most interactions, has over 60

times as many interactions as the average in the Base Case,

indicating that some cells are highly congested when

compared to the average cell. One can also see that the

legend is not numerically linear. Since some of the cells are

much more congested than others, we have had to develop a

color gradient following a power curve to highlight their

differences.

What can we learn about the current ferry operations, or

Base Case, from Fig. 9? The majority of the dark colored

grid cells are in the Central Bay area, particularly close to

the Ferry Building. In fact, if we take the red square around

the Ferry Building, almost 53% of all the interactions in the

Base Case occur in this area. This is the area with most

ferries, a great deal of other VTS Traffic and organized

recreational events operating, combined with the worst

visibility for a large part of the year (especially in the third

quarter of each year).

Figs. 10 and 11 examine Alternative 3 (the least

aggressive expansion) and Alternative 1 (the most aggressive

expansion) and compare their results to the Base Case in the

same figures. A similar geographic interaction profile was

generated for Alternative 2 (the future ferry expansion

Fig. 11. The full Alternative 1 simulation results.
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between Alternative 1 and Alternative 3). Note that the

legend has not changed to allow the comparison to the Base

Case. Notice that the same red square around the Ferry

Building in Alternative 3 (Fig. 10) now contains 3.7 times

as many interactions as the whole Base Case and that much

of the area within the red square is now colored solid black,

indicating that there are more interactions in those grid cells

than the maximum for any grid cell in the Base Case.

Similar conclusions can be drawn from Fig. 11 showing the

geographic interaction profile for Alternative 1 (the most

aggressive expansion of future ferry service). Notice that,

the same red square around the Ferry Building now

contains approximately 27 times as many interactions as

the whole Base Case and again much of the area is colored

solid black, indicating that there are more interactions in

those grid cells than the maximum for any grid cell in the

Base Case.

Of particular concern are interactions that occur in

restricted visibility. Recall from Table 2 that 1.10 times as

many interactions occur in Alternative 3 in restricted

visibility than the whole Base Case (regardless of visibility).

Moreover, these interactions cover only 91% of the

coverage area in the Base Case. Fig. 12 displays the results

for Alternative 3 counting only those interactions that occur

in restricted visibility. Concentrating on the red square in

Fig. 12, it follows that 57.92% of the interactions in

the whole Base Case (regardless of visibility) are now

occurring in the red square in restricted visibility conditions

in Alternative 3. In the Base Case, 6.57% of the total

interactions occurred in restricted visibility in the red

square. Hence, although Alternative 3 (the least aggressive

ferry expansion) resulted in an increase from the Base Case

of 3.65 times as many interactions overall, an approximate

increase of 8.82 ( ¼ 57.92/6.57%) times as many inter-

actions are observed in the red square in Fig. 12 in restricted

visibility. These restricted visibility interactions involve

both regular and high-speed ferries in an area that is already

the most congested in the Base Case. Findings of this nature

should be of concern to those planning for future ferry

expansions.

Fig. 12. Alternative 3 results counting only restricted visibility interactions.
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7. Conclusions and recommendations

The analysis discussed herein is only one part of the

overall assessment of the proposed ferry service expansion

by the WTA. Digital movies of the simulation were

requested by the WTA allowing the decision-makers to

visualize the reality of their proposed ferry service

expansions. In addition, other projects are underway or

have been completed examining environmental issues, ferry

terminal expansions, ridership, intermodal transportation

issues, and new technologies (http://www.watertransit.org).

Each of these studies will be summarized in the Implemen-

tation and Operations Plan to be submitted to the California

Legislature on December 12th 2002, with review continuing

through the summer of 2003.

The vessel interaction analysis presented in this paper

provides a foundation for examining the risk inherent in

such a major expansion of service and is a first step in a full

risk assessment that would satisfy the requirements of the

US Coast Guard Captain of the Port. The vessel interaction

analysis results can be combined in follow on steps with a

conditional accident probability model and an accident

damage model for an overall estimate of MTS accident risk

[5]. These results, however, do give an initial indication of

where high accident risk spikes may occur by illustrating the

occurrences of added congestion and their location. In

addition, the results seem to indicate that the safety levels

currently enjoyed by the SF Bay ferry service cannot be

maintained under the planned expansion scenarios without

equally aggressive investment in risk intervention. With the

broader picture of risk in mind, the project team made the

following recommendations to the WTA at the conclusion

of the project:

1. Use the results of the simulation analysis in a

PRA similar to that of the Washington State Ferry

Risk Assessment, where output analyses is pre-

sented in terms of expected number of accidents

per year.

2. Consider the current SF Bay Ferry Operations and

future planned ferry operations as a MTS rather than a

collection of individual ferry routes by

a. Designing a ferry traffic routes system that allows

for increased ferry traffic while limiting the

increase in expected number of accidents per year.

b. Designing ferry schedules utilizing this ferry

traffic route system that allow for increased ferry

traffic while limiting the increase in expected

number of accidents per year. A consideration in

the development of these future schedules should

be the time between arrivals and departures at

ferry terminals to allow for sufficient time of

loading and unloading passengers.

3. Develop other risk intervention measures that can

reduce the number of interactions and the probability

of accidents given an interaction.

4. Investigate the effect of proposed risk intervention

measures on the accident probability using the full

PRA model.

5. Perform an uncertainty analysis of accident risk and

risk intervention evaluation to provide estimates of

annual accident risk and risk intervention effectiveness

in terms of probability intervals rather than point

estimates.

The truth is that we are uncertain. The language of

uncertainty is probability. Therefore, speaking the

truth means to develop analyses results in terms

of probability curves rather than in terms of point

estimates [33].
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[12] Paté-Cornell ME. Organizational aspects of engineering system

safety: the case of offshore platforms. Science 1990;250(4985):

1210–7.

[13] US Coast Guard. Vessel traffic systems: analysis of port needs. Report

No. AD-770 710. Washington, DC: US Coast Guard; 1973.

[14] Maio D, Ricci R, Rossetti M, Schwenk J, Liu T. Port needs study.

Report No. DOT-CG-N-01-91-1.2. Prepared by John A. Volpe,

National Transportation Systems Center. Washington, DC: US Coast

Guard; 1991.

[15] Bedford TM, Cooke RM. Probabilistic risk analysis: foundations and

method. Cambridge, UK: Cambridge University Press; 2001.

[16] Hara K, Nakamura S. A comprehensive assessment system for the

maritime traffic environment. Safety Sci 1995;19(2/3):203–15.

[17] Roeleven D, Kok M, Stipdonk HL, de Vries WA. Inland waterway

transport: modeling the probabilities of accidents. Safety Sci 1995;

19(2/3):191–202.

[18] Kite-Powell HL, Jin D, Patrikalis NM, Jebsen J, Papakonstantinou

V. Formulation of a model for ship transit risk. MIT Sea Grant

Technical Report, Cambridge, MA, 96–19; 1996.

[19] Slob W. Determination of risks on inland waterways. J Hazard Mater

1998;61(1–3):363–70.

[20] Fowler TG, Sorgard E. Modeling ship transportation risk. Risk Anal

2000;20(2):225–44.

[21] Trbojevic VM, Carr BJ. Risk based methodology for safety

improvements in ports. J Hazard Mater 2000;71(1–3):467–80.

[22] Wang J. A subjective modeling tool applied to formal ship safety

assessment. Ocean Engng 2000;27(10):1019–35.

[23] Guedes Soares C, Teixeira AP. Risk assessment in maritime

transportation. Reliab Engng Syst Safety 2001;74(3):299–309.

[24] Andrews S, Murphy FH, Wang XP, Welch S. Modeling crude oil

lightering in Delaware Bay. Interfaces 1996;26(6):68–78.

[25] Golkar J, Shekhar A, Buddhavarapu S. Panama canal simulation

model. Proceedings of the 1998 Winter Simulation Conference; 1998.

p. 1229–37.

[26] Ryan NK. The future of maritime facility designs and operations.

Proceedings of the 1998 Winter Simulation Conference; 1998. p.

1223–7.

[27] Merrick J, van Dorp JR, Mazzuchi T, Harrald J. Modeling risk in the

dynamic environment of maritime transportation. Proceedings of the

2001 Winter Simulation Conference; 2001. p. 1090–8.

[28] Sargent RG. Validation and verification of simulation models.

Proceedings of the 1999 Winter Simulation Conference; 1999. p.

39–48.

[29] Sanderson R. Meteorology at sea, Stanford Maritime Limited; 1982.

[30] Evans DL, Grudes SB, Davidson MA. United States Coast Pilot

Volume 7, Pacific Coast, California, Oregon, Washington and Hawai.

Washington, DC: National Ocean Service, US Department of

Commerce; 2001.

[31] Saaty T. The analytic hierarchy process. New York: McGraw-Hill;

1980.

[32] Vargas LG. An overview of the analytic hierarchy process and its

applications. Eur J Oper Res 1990;48:2–8.

[33] Kaplan S. The words of risk analysis. Risk Anal 1997;17(4):407–17.

J.R.W. Merrick et al. / Reliability Engineering and System Safety 81 (2003) 119–132132



Vessel Traffic Risk Assessment (VTRA) - Final Report 08/31/08 

 

VTRA Main Report   

 

 

 

 

 

 

SUB-APPENDIX: 
P. Szwed, J. R. van Dorp, J.R.W.Merrick, T.A. Mazzuchi and A. 

Singh (2006). "A Bayesian Paired Comparison Approach for Relative 

Accident Probability Assessment with Covariate Information", 

European Journal of Operations Research, Vol. 169 (1): pp. 157-177. 
 

 

 

 



European Journal of Operational Research 169 (2006) 157–177

www.elsevier.com/locate/ejor
Stochastics and Statistics

A Bayesian paired comparison approach for relative
accident probability assessment with covariate information

P. Szwed a,b, J. Rene van Dorp b,*, J.R.W. Merrick c, T.A. Mazzuchi b, A. Singh b

a Department of Management, US Coast Guard Academy, 31 Mohegan Avenue, New London, CT 06320-8103, USA
b Engineering Management and Systems Engineering Department, The George Washington University, 1776 G Street NW,

Suite 110, Washington, DC 20052, USA
c Department of Statistical Sciences and Operations Research, Virginia Commonwealth University, P.O. Box 843083, VCU,

Richmond, VA 23284-2014, USA

Received 23 September 2003; accepted 22 April 2004
Available online 3 August 2004
Abstract

One of the challenges managers face when trying to understand complex, technological systems (in their efforts to
mitigate system risks) is the quantification of accident probability, particularly in the case of rare events. Once this risk
information has been quantified, managers and decision makers can use it to develop appropriate policies, design pro-
jects, and/or allocate resources that will mitigate risk. However, rare event risk information inherently suffers from a
sparseness of accident data. Therefore, expert judgment is often elicited to develop frequency data for these high-con-
sequence rare events. When applied appropriately, expert judgment can serve as an important (and, at times, the only)
source of risk information. This paper presents a Bayesian methodology for assessing relative accident probabilities and
their uncertainty using paired comparison to elicit expert judgments. The approach is illustrated using expert judgment
data elicited for a risk study of the largest passenger ferry system in the US.
� 2004 Elsevier B.V. All rights reserved.

Keywords: Applied probability; Expert judgment; Risk analysis
1. Introduction

The concepts of risk analysis and management is becoming more and more relevant in our complex tech-
nological environment. Numerous papers and books have been written in the last 20 years on this topic
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* Corresponding author. Tel.: +1 202 994 6638; fax: +1 202 994 0245.
E-mail addresses: pszwed@cga.uscg.mil (P. Szwed), dorpjr@gwu.edu (J. Rene van Dorp), jrmerric@vcu.edu (J.R.W. Merrick),

mazzu@gwu.edu (T.A. Mazzuchi), amitas@gwu.edu (A. Singh).

mailto:pszwed@cga.uscg.mil 
mailto:dorpjr@gwu.edu 
mailto:jrmerric@vcu.edu 
mailto:mazzu@gwu.edu 
mailto:amitas@gwu.edu 


158 P. Szwed et al. / European Journal of Operational Research 169 (2006) 157–177
(see, e.g., Shrader-Frechette, 1985; Paté-Cornell, 1996; Kumamoto and Henley, 1996; Kaplan, 1997; Koller,
2000; Bedford and Cooke, 2001). Risk analysis, also known as risk assessment, is widely recognized as a
systematic, science-based process for quantitatively describing risk (see, e.g., Vose, 1996). Risk, itself, is
commonly defined as a quantitative measure combining the likelihood of the occurrence of an undesirable
event (accident) and its consequences. Assessment of risk may be separated into the quantitative assess-
ments of accident probabilities and consequences. Kaplan (1997) among others discusses the definition
of risk in more detail. Regardless of exactly how these quantitative measures are combined into a single
risk measure, separate information about accident probability and consequences are critically important
to managers who are charged with risk mitigation because different risk interventions follow from accident
probability reduction and consequence reduction.

The quantification of risk models for policy and decision-making often requires the elicitation of expert
judgments (see, e.g., Moslesh et al., 1988; Bonano et al., 1989; Morgan and Henrion, 1991; Cooke, 1991). In
fact, as long as the fundamental mechanisms that drive a system remain poorly known, the encoding
of expert knowledge will be required (see Paté-Cornell, 1996). Nevertheless, as noted by Anderson et al.
(1999), expert judgment must be used with care. It is not evidence per se, but an individual�s or group�s
inference based on available evidence. Kahneman et al. (1982) (a Nobel Prize winner in 2002) discuss
the numerous biases and heuristics that are introduced when humans process information and attempt
to provide judgments.

Winkler (1996) points out that due to the general belief that ‘‘several heads are better than one’’, infor-
mation is usually elicited from several experts. Numerous techniques exist for the aggregation of multiple
experts� responses (see, e.g., Morris, 1974; Winkler, 1981; Genest and Zidek, 1986; Clemen, 1989; Mendel
and Sheridan, 1989; Cooke, 1991; DeWispelare et al., 1995). In recent reviews of the techniques, Clemen
and Winkler (1990, 1999) note that often the simple aggregation techniques may work just as well as the
more complex methods. The Bayesian paradigm, however, seems to supply at the present the most natural
and unambiguous approach towards the aggregation problem while addressing uncertainty in the expert
judgment at the same time.

While a number of different elicitation methods are available (see, e.g., Cooke (1991) for an excellent
overview), the paired comparisons elicitation method seems to be quite popular. The elicitation method
to be discussed in this paper belongs to this class. In the next section we reflect on the origins of the paired
comparisons elicitation method.

1.1. Paired comparisons elicitation approaches

Origins of this class can be traced back to Thustone�s (1927a,b) pioneering work where Weber�s and
Fechner�s law were used to quantify the intensity of psychophysical stimuli using a discriminative process.
An extension of this concept found application in the field of consumer research (see Bradley, 1953) via the
Bradley and Terry (1952) paired comparisons method. An examination of the latter method is provided by
Cooke (1991), among other numerous sources.

Another popular paired comparison elicitation technique is called the Analytical Hierarchy Process
(AHP) developed by Saaty (1977, 1980). The AHP Process is primarily used for the construction of value
functions V(X) involving multiple contributing factors X=(X1,X2, . . .,Xp) (see, e.g. Foreman and Selly,
2002). The construction of a value function in this manner extends the construction of a utility function
based on paired comparisons. The theoretical foundation for developing the latter has been provided
by the Nobel Laureate G. Debreu (see, e.g., Debreu, 1986). The popularity of the elicitation methods
above can perhaps be contributed to the observation that experts are more comfortable making paired
comparisons rather than directly assessing a quantity of interest. It should however be mentioned that
paired comparisons may lead occasionally to the so-called Simpson paradox-lack of transitivity (see Simp-
son, 1951).
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To the best of our knowledge, Pulkkinen (1993, 1994a,b) was first to introduce a Bayesian paired com-
parison aggregation method for the elements of a multivariate random vector b=(b1,b2, . . .,bp) by multiple
experts. Experts are asked to compare the pair of random variables bi to bj, i 6¼ j, i=1, . . .,p, and respond in
terms of an indicator function 1[biP bj] (i.e. 1 when the expert judges biP bj and 0 otherwise). The paired
judgments in Pulkkinen�s analysis are assumed to be consistent. Pulkkinen�s (1993, 1994a,b) exposition is
mainly theoretical and limited to a discussion of mathematical properties of the aggregation method,
but mentions that applications of his method in the reliability engineering and system safety domain are
self-evident.

We shall report herein on what appears to be a novel paired comparison elicitation method for accident
probabilities. We take as an application of this approach an actual case study ‘‘The Washington State Ferry
(henceforth WSF) Risk Assessment’’ where paired comparisons were elicited from experts. The next section
discusses an overview of the WSF Risk Assessment (see also Van Dorp et al. (2001) for a more detailed
description).

1.2. Overview of the WSF risk assessment

The WSF system is the largest ferry system in the United States. In 1997, total ridership for the ferries
serving the central Puget Sound region was nearly 23 million, a 4% increase over 1996 ridership, and more
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passengers than Amtrak, the US passenger rail carrier, handles in a year. Fig. 1 shows the current ferry
routes for the central Puget Sound region. This map illustrates the ferry system�s role in linking together
the Washington State highway system in the Puget Sound region.

In part due to the introduction of high speed ferries, the State of Washington established an independ-
ent Blue Ribbon Panel to assess the adequacy of requirements for passenger and crew safety aboard the
Washington State Ferries. On July 9, 1998, the Blue Ribbon Panel engaged a consultant team from The
George Washington University and Rensselaer Polytechnic Institute/Le Moyne College to assess the ade-
quacy of passenger and crew safety in the WSF system, to evaluate the level of risk present in the WSF
system, and to develop recommendations for prioritized risk reduction measures which, once implemented,
can improve the level of safety in the WSF system. The probability of ferry collisions in the WSF system
was assessed using a dynamic simulation methodology that extends the scope of available data with expert
judgment.

Experts were selected amongst WSF captains and WSF first mates who had extensive experience with all
13 different ferry routes over an extended period of time (more than 5 years). During the WSF risk assess-
ment in 1998 expert responses to paired comparisons were aggregated by taking geometric means of their
responses and using them in a classical log linear regression analysis approach to assess relative collision
probabilities. The classical analysis conducted during the WSF risk assessment only resulted in point esti-
mates of relative collision probabilities. We shall improve on the previous classical analysis by providing
distributional results on these relative collision probabilities by developing a Bayesian inference engine
for the paired comparison questionnaires administered during the WSF Risk Assessment. This is in com-
pliance with the almost classical ‘‘speaking the truth in risk assessment’’ argument (see, e.g., Kaplan, 1997,
p. 412) originating from the early 1980�s when the International Society for Risk Analysis was founded:
‘‘Since the truth is, we always have uncertainty, we say that speaking in probability curves is telling the truth’’.
The paired comparison elicitation method developed herein is not limited to the maritime domain and may
generally be applicable to relative accident probability estimation when limited or no data is available. The
research conducted by us is part of a larger project funded by the National Science Foundation to address
uncertainty in large scale maritime risk assessments in a coherent manner.

1.3. Bayesian paired comparison approach for relative accident probabilities

Similar to the AHP process, we are interested in the functional relationship between contributing factors
X=(X1,X2, . . .,Xp) and an accident probability (rather than a value function). Our accident probability be-
haves much like a value function. That is, not only is the order amongst different sets of contributing factors
(or covariates) X important, but also the differences in their values. Whereas Pulkkinen�s focus (1993,
1994a,b) is on the multivariate distribution of a random vector b, our focus is more applied and based
on the distribution of an accident probability Pr(AccidentjIncident,X) defined by
PrðAccidentjIncident;X Þ ¼ P 0ExpðbTX Þ; ð1Þ
where X=(X1,X2, . . .,Xp) describes a system state during which an incident (e.g. a mechanical failure) oc-
curred. The accident probability model (1) has been proposed in previous maritime risk assessments (see,
e.g., Roeleven et al., 1995; Merrick et al., 2000; Van Dorp et al., 2001), resembles the well-known propor-
tional hazards model originally proposed by Cox (1972) and builds on the assumption that accident risk
behaves exponentially rather than linearly with changes in covariate values. Our goal is to establish the
uncertainty distribution of the accident probability Pr(AccidentjIncident,X) in entirety rather than a point
estimate. Similarly to Pulkkinen (1993, 1994a,b), our aggregation method of the expert judgment paired
comparisons will follow the Bayesian paradigm. A questionnaire of paired comparisons is used to elicit
the relative contribution of the elements of X to the accident probability and update its uncertainty, initially
captured by (1) and a prior multivariate distribution of the random vector b.
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The Bayesian analysis conducted herein exploits the structure of (1) to result in a conjugate analysis (i.e.
the prior and posterior distributions belong to the same family of distributions) involving a multivariate
normal prior for the parameter vector b and a univariate gamma prior on an expert�s precision (or, perhaps
more appropriately, imprecision). In Section 2, we provide some background surrounding the use of the
accident probability model (1) in large maritime risk assessments drawing primarily from the Washington
State Ferry (WSF) Risk assessment (see Van Dorp et al., 2001). The likelihood of the expert responses to
the paired comparison questionnaire is presented in Section 3. The prior distribution on the parameter vec-
tor b=(b1,b2, . . .,bp) and the expert judgment�s precision is discussed in Section 4. The conjugate analysis
deriving the posterior distribution of b=(b1,b2, . . .,bp) and the expert judgment�s precision is presented in
Section 5. In addition, parameter uncertainty in b=(b1,b2, . . .,bp) and uncertainty in the expert judgment is
propagated through the accident probability model Pr(AccidentjIncident,X) to arrive at closed form expres-
sions for prior and posterior distributions of relative accident probabilities. A calculation example is pre-
sented using expert judgment data elicited during the WSF risk assessment (see, Van Dorp et al., 2001) in
Section 6. Some concluding remarks are provided in Section 7.
2. Accident probability model

An accident is not a single event, but can be considered to be the culmination of a series of cascading
events (see Garrick, 1984) starting with a triggering incident. In the maritime accident probability model
in Merrick et al. (2000) and Van Dorp et al. (2001), triggering incidents have been further categorized as
mechanical failures and human errors. Accidents and triggering incidents occur within the context of a sys-
tem defined by ever changing combinations of contributing factors. Contributing factors may be further
classified in organizational factors (OF) and situational factors (SF). In the WSF risk assessment an exam-
ple of an organizational factor is a specific ferry route and ferry class combination (since operating teams
are assigned by ferry class and route), whereas examples of situational factors are the changing weather
conditions and traffic patterns while a ferry is underway. Fig. 2 provides an example of an accident prob-
ability model, the time sequence of the accident event chain and the influence of contributing factors on this
chain. The accident probability model in Fig. 2 is based on the notion of conditional probability. The levels
of conditional probability reflected in Fig. 2 are

� Pr(OF,SF ): the probability that a particular set of organizational and situational factors occur in the
system,

� Pr(IncidentjOF ): the probability that an incident occurs given the organizational factors and
� Pr(AccidentjIncident,OF,SF ): the probability that an accident occurs given that a triggering incident has

occurred under the organizational and situational factors.

To perform an assessment of the annual accident risk and its uncertainty using this model, each term in the
probability model and its uncertainty distribution needs to be estimated and propagated through the law of
total probability.

Bayesian simulation techniques may be used to assess the exposure distribution of contributing factors,
i.e. the distribution of Pr(OF,SF) (see, e.g., Merrick et al., 2003). As more data tends to be available at the
triggering incident level rather than at the accident level, the distribution of Pr(IncidentjOF) may be as-
sessed utilizing the traditional Bayesian estimation techniques. For example, by updating a Poisson process
for the occurrences of mechanical failures with a gamma prior distribution on the rate of occurrences, with
mechanical failure data. In this paper we shall concentrate on the assessment of Pr(AccidentjInci-
dent,OF,SF) where the contributing factors (OF,SF) are described by a vector X=(X1,X2, . . .,Xp) and only
limited accident data is available.
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For example in the WSF Risk Assessment only two collisions occurred over a period of 11 years (see Van
Dorp et al., 2001). As an example, Table 1 provides a description of the contributing factors used in the
WSF risk assessment. The heading ‘‘discretization’’ in Table 1 indicates the different number of possible
scenarios for a contributing factor. For example, any of the following four traffic scenarios applies to
the factor TS_1: meeting, passing, crossing astern and crossing the bow. Note that from the description
in Table 1 it follows that a WSF Ferry may be interacting with more than one vessel at the same time.

The calculation model suggested for the accident probability given contributing factors X is given by (1),
where X2 [0, 1] p, b2Rp and P02 (0,1). The covariates Xi, i=1, . . .,p, are normalized so that Xi=1 describes
the ‘‘worst’’ case scenario and Xi=0 describes the ‘‘best’’ case scenario. For example, for the 10th attribute
X10 in Table 1, X10=1 relates to the maximum wind speed typically observed in the given geographic area
and X10=0 relates to a wind speed of 0 knots. The calibration constant P0 equals the accident probability
when X=0.

In the previous example (dealing wind speed) the ordering from worst to best as it relates to an accident
probability is self-evident, but this may not be the case for, for example, the second covariate in Table 1
indicating vessel class. In that case, a scale needs to be constructed ranking interacting vessel types
Table 1
Description of 10 contributing factors to Pr(AccidentjIncident,X) in WSF risk assessment

Designation Description Discretization

X1 FR_FC Ferry route––class combination 26
X2 TT_1 1st Interacting vessel type 13
X3 TS_1 Scenario of 1st interaction 4
X4 TP_1 Proximity of 1st interaction Binary
X5 TT_2 2nd Interacting vessel type 5
X6 TS_2 Scenario of 2nd interaction 4
X7 TP_2 Proximity of 2nd interaction Binary
X8 VIS Visibility Binary
X9 WD Wind direction Binary
X10 WS Wind speed Continuous
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according to a level of concern (from a collision perspective) when WSF captains or first mates encounter
them on the water way. In the WSF risk assessment (see Van Dorp et al., 2001) a separate Bradley and
Terry (1952) paired comparison procedure was used for that purpose, involving also WSF captains and first
mates as experts. The Bradley–Terry procedure assumes that each object i is associated with a true scale
value. For example, the value X2(i) is the scale value associated with the vessel type i, i=1, . . ., 13, of the
first interacting vessel (see Table 1). Next, experts are asked to respond whether a traffic interaction with
a vessel of type j would be preferred over that of type i, i, j=1, . . ., 13, j 6¼ i. Fig. 3 presents the resulting scale
values X2(i), i=1, . . ., 13, from the Bradley–Terry analysis for the second covariate in Table 1 involving 13
different vessel types.

It follows from Fig. 3 that when encountering these vessel types, the level of concern is the largest when
encountering a Naval Vessel and the smallest when encountering a large WSF Ferry. One may argue that
the construction of the scale in Fig. 3 introduces a motivational bias as Washington State Ferries consist-
ently received the lowest rankings. On the other hand, when these results were presented to the Blue Ribbon
Panel on Ferry Safety (see Van Dorp et al., 2001) it was noted that WSF Ferries interacting with WSF Fer-
ries is an everyday occurrence involving common actors, rather than the far less frequent Naval Vessel
whose captain is unknown to the WSF Ferry operators. In a similar manner, covariate scales had to be
constructed for X1,X3, . . .,X7 to allow for the use of (1) and their contribution to Pr(AccidentjIncident,X).
Note that some of the elements in Xmay be used to describe interaction effects. For example, if X1 relates to
the Ferry Route-Ferry Class combination and X2 relates to the traffic type of the first interacting vessel,
one may introduce an 11th factor X11 equal to X1 ÆX2 to model that accident probability may increase more
(or less) as a result of a combined increase in both X1 and X2. In principle more complex interactions can be
included.

Having selected the contributing factors for Pr(AccidentjIncident,X) and having constructed the covari-
ate scales of the elements in X, a paired comparison questionnaire may be designed, each question compar-
ing two different system states X1 and X 2. Fig. 4 provides an example question appearing in one of the
questionnaires used in the WSF risk assessment (see Van Dorp et al., 2001). For ease of comparison X1

and X 2 (situations 1 and 2 in Fig. 4) differ only in one contributing factor. By circling a ‘‘1’’ or the midpoint
0% 20% 40% 60% 80% 100%

Large Ferry
Small Ferry 
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Bulk Carrier
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Relative Scale of Concern

Fig. 3. Constructed covariate scale for interacting vessels.



Question: 32 48
Situation 1 Attribute Situation 2

Super Ferry Class -
SEA-BAI Ferry Route -

Naval Vessel 1st Interacting Vessel -
Crossing the bow Traffic Scenario 1st Vessel -

1 to 5 miles Traffic Proximity 1st Vessel -
Deep Draft 2nd Interacting Vessel -

Crossing the bow Traffic Scenario 2nd Vessel -
1 to 5 miles Traffic Proximity 2nd Vessel -

more than 0.5 mile Visibility less than 0.5 mile
Along Ferry Wind Direction -

40 knots Wind Speed -
9   8   7   6   5   4   3   2   1   2   3   4   5   6   7   8   9

Situation 1 is worse  <====================X====================> Situation 2 is worse

Fig. 4. An example question appearing in one of the questionnaires used in the WSF risk assessment.
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of the scale, the expert has indicated that he/she judges the likelihood of a particular accident type to be the
same in system state X1 as in system state X 2. If he/she circles, e.g. the number 9 towards Situation 2 (i.e. to
the right) we interpret that he/she considers the likelihood of a particular accident type to be 9 times as high
in X 2 as in X1 given a particular incident has occurred. In the WSF risk assessment (see Van Dorp et al.,
2001) the focus was on collision accidents and incidents were further classified as propulsion, steering and
navigation equipment failures, and human error.

If one is interested in paired comparison of accident risk between two different systems states X1 and X 2

given an incident occurred, it is sufficient to estimate the parameter vector b, as the relative accident prob-
ability in X1 compared to X 2 (denoted by P(X1,X 2jb)) follows from (1) yielding
P ðX 1;X 2jbÞ ¼ ExpfbTðX 1 � X 2Þg: ð2Þ
Note that the relative accident probability is not restricted to the support [0,1] but P(X1,X 2jb)2 [0,1]
and
logfP ðX 1;X 2jbÞg ¼ bTðX 1 � X 2Þ 2 ð�1;1Þ: ð3Þ
On the other hand, if one is interested in an absolute accident probability, one is required to estimate P0 in
addition to the parameter vector b. The calibration constant P0 may be estimated by applying the law of
total probability using all probability terms in Fig. 2, the maritime system simulation and average annual
accident data, for example the 2 collisions over an 11 year period as was the case in the WSF risk assess-
ment (see Van Dorp et al., 2001). In the following sections, the discussion will be limited to presenting prior
and posterior analysis for relative accident probabilities given by (2).
3. The likelihood of a single expert’s response

Let Yj be the response of an expert to a paired comparison question j, comparing two different situations
X 1

j and X 2
j in terms of accidents proneness given an incident has occurred (e.g. a navigation equipment fail-

ure), i.e.
Y j ¼ Experts response to ratio
PrðAccidentjIncident;X 1

j Þ
PrðAccidentjIncident;X 2

j Þ
.
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Define
Zj ¼ log Y j; j ¼ 1; . . . ; n;
to be experts� log response to question j. The response of the expert to such a question is uncertain and will
assumed to be normal distributed such that
ðZjjlj; rÞ � Nðlj; rÞ; ð4Þ
where r=1/r2 is the precision that does not depend on the question index j and r is the standard deviation
of the normal distribution in (4), r>0. This is the most common uncertainty model encountered in practice,
which seems to be appropriate at least given the support indicated by (3). Utilizing the structure of the acci-
dent probability model (1) and (3) we set
lj ¼ qTj b; ð5Þ
where q
j
¼ ðX 1

j � X 2
j Þ is a p·1 vector. The relevance of the paired comparison of situations X 1

j and X 2
j ap-

pears in the distribution (4) of Zj only via the vector q
j
(cf. (5)). The likelihood of an expert responding zj to

question j, fZj
(zj), follows from (4) as
fZjðzjÞ /
ffiffi
r

p
exp � r

2
ðzj � ljÞ

2
n o

; ð6Þ
where the symbol / means ‘‘being proportional to’’.
Suppose the expert answers n paired comparison questions defined by the vectors qj ¼ ðX 1

j � X 2
j Þ,

j=1, . . .,n, define Q to be the p·n questionnaire matrix
Q ¼ ½q
1
; . . . ; q

n
� ð7Þ
and let the answers of the expert be summarized in the n·1 response vector
Z ¼ ðz1; . . . ; znÞ: ð8Þ

Assuming conditional independence between an individual expert�s responses to different questions given
the precision r and parameter vector b, the likelihood LðZjb; r;QÞ of an expert responding Z to question-
naire Q, may be derived from (6) as being proportional to
r
n
2 exp � r

2

Xn
j¼1

z2j � 2
Xn
j¼1

ljzj þ
Xn
j¼1

l2
j

 !( )
: ð9Þ
The conditional independence assumption implies that the sole source for dependence amongst an indi-
vidual expert�s responses to the different questions are the unknown precision r and the unknown parameter
vector b (which seems to be reasonable). In addition, in a Bayesian analysis the standard conditional inde-
pendence assumption given the unknown parameters is quite natural and is often not explicitly mentioned
(see, e.g. Pulkkinen, 1994a). Substituting lj ¼ qTj b (cf. (5)) in (9), yields
LðZjb; r;QÞ / r
n
2 exp � r

2

Xn
j¼1

z2j � 2
Xn
j¼1

qjzj

" #T
bþ bT

Xn
j¼1

qjqTj

" #
b

0
@

1
A

8<
:

9=
;

/ r
n
2 exp � r

2
ðc� 2bTbþ bTAbÞ

n o
; ð10Þ
where
A ¼
Xn
j¼1

q
j
qT
j
; b ¼

Xn
j¼1

q
j
zj; c ¼

Xn
j¼1

z2j : ð11Þ
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The matrix A will be referred to as the design matrix of the questionnaire Q. Note that, AT=A. Hence, A is
symmetric. Furthermore, for x 6¼0 it follows that
xTAx ¼ xT
Xn
j¼1

q
j
qT
j

" #
x ¼

Xn
j¼1

xTq
j
qT
j
x ¼

Xn
j¼1

ðxTq
j
Þ2 > 0 ð12Þ
as long as the columns q
j
of Q span Rp. If the latter condition holds for the questionnaire matrix Q, it fol-

lows from (12) that A is positive definite and symmetric and therefore invertible.
4. Prior distribution

To allow for a conjugate Bayesian analysis a multivariate normal/gamma prior is proposed for the joint
distribution of (b, r) similar to the one described in West and Harrison (1989). Conjugate Bayesian analysis
is motivated mainly by the desire to simplify calculations of the posterior probability. Nevertheless it
proved to be a reliable approach yielding invariably meaningful results.

A Gammaða
2
; m
2
Þ will be defined on the precision r and is given by the pdf
Y
ðrja; mÞ ¼

m
2

a
2

C a
2

� � ra2�1 exp � r
2
m

� �
: ð13Þ
The distribution of (bjr) is assumed to be multivariate normal (MVN) with a prior p·1 dimensional mean
vector m and p·p precision matrix rD, i.e.
Y

ðbjrÞ / r
p
2 exp � r

2
ðb� mÞTDðb� mÞ

n o
: ð14Þ
Hence, from the structure of the MVN it follows that (rD)�1 is the variance covariance matrix of (bjr). The
joint prior distribution on (b, r) follows from (13) and (14) to be
Y

ðb; rÞ / r
a
2�1 exp � r

2
m

� �
� r

p
2 exp � r

2
ðb� mÞTDðb� mÞ

n o
: ð15Þ
The marginal distribution of b may be derived from (15), yielding
Y
ðbÞ / 1þ 1

m
ðb� mÞTDðb� mÞ

� ��aþp
2

ð16Þ
and is recognized as a p-dimensional multivariate t-distribution with a degrees of freedom, location vector
m and precision matrix
a
m
D: ð17Þ
Note that, a/m in (17) is the mean value of the precision r � Gammaða
2
; m
2
Þ and hence the marginal distribu-

tion of b integrates the precision given by (13) and that of (bjr) (cf. (14)). The marginal distribution of bi,
i=1, . . .,p, follows from (16) as a univariate t-distribution with a degrees of freedom, location parameter mi

and precision parameter a
m dii, given by
Y
ðbiÞ / 1þ dii

m
ðbi � miÞ2

� ��aþ1
2

; ð18Þ
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where dii is the ith diagonal element of the precision matrix D. From (16) and (3) follows that the log-rel-
ative probability log{P(X1,X 2jb)} has a prior t-distribution with mean
Table
Interac

X11

X12

X13

X14

X15

X16
mTðX 1 � X 2Þ ð19Þ

and precision
a
m
ðX 1 � X 2ÞTDðX 1 � X 2Þ: ð20Þ
The prior distribution of the relative probability P(X1,X 2jb) (cf. (2)) thus follows a log-t distribution (see,
e.g., McDonald and Butler, 1987) with parameters specified via (19) and (20).

4.1. Prior parameter specification

A prior chi-squared distribution with a degrees of freedom (equivalent to a gamma distribution
Gammaða

2
; m
2
Þ with m=1) will be selected for the prior distribution of precision r requiring only specification

of the prior parameter a. From (13) it follows that E[rja,m=1]=a. The prior parameter a will be set equal to
the reciprocal of the variance of an expert responding to the n paired comparison questions completely at
random and depends on the scale that is used in the paired comparison questions to collect the expert re-
sponses. In the example of Fig. 4, responses range from 1

9
; 1
8
; . . . 1

2
; 1; 2; . . . ; 9 totaling 17 possible responses

per question. With different responses being equally like and mutually independent for an expert respond-
ing at random and noting that log2(x�1)=log2(x) it follows that a priori
a ¼ E½rja; m ¼ 1� ¼ 1

2
17

P9
k¼2

flogðkÞg2
� 0:380341: ð21Þ
Consistency within an individual expert�s response can be observed when the posterior variance decreases as
compared to an expert responding at random. The conjugacy of the posterior analysis will allow for
straightforward sequential updating using the responses of the k individual experts. Agreement amongst
the experts can be identified by further reduction (increase) in the posterior variance (precision) using
sequential updating.

During the WSF risk assessment in 1998 geometric means amongst the expert responses were used in a
classical log-linear regression analysis approach to assess relative accident probabilities given by (2). Using
a best subset regression approach 6 interactions indicated Table 2 were selected and will also be used herein
to allow for a comparison in Section 6 between the classical and Bayesian point estimates. Hence, the vector
b to be utilized in our example in Section 6 will be a 1·16 vector.

For the distribution of (bjr) we may select a priori a location vector
m ¼ ð0; . . . ; 0ÞT ð22Þ
2
tion variables associated with the contributing factors in Table 1

Designation Description

FR_FC ÆTT_1 Interaction
FR_FC ÆTS_1 Interaction
FR_FC ÆVIS Interaction
TT_1 ÆTS_1 Interaction
TT_1 ÆVIS Interaction
TS_1 ÆVIS Interaction
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and the unit precision matrix
Fig. 5.
90% c
Fig. 4.
D ¼
1 ;

. .
.

; 1

0
B@

1
CA; ð23Þ
as long as the resulting marginal distributions of bi (cf. (18)) are flat, or (perhaps more importantly) as long
as the resulting prior distribution on the relative accident probabilities (2) are non-informative. The
motivation for a non-informative prior is to ‘‘let the evidence speak’’ (i.e. the expert judgment) (see, e.g.,
Kaplan, 1997, p. 414). Expression (22) specifies that a priori none of the attributes contribute to acci-
dent risk and expression (23) indicates a priori independence between the elements of the parameter
vector b.

Fig. 5 below depicts the prior distribution on (b,r) utilizing (21), (22) and (23). Fig. 5A depicts a graph of
the prior density function of the precision r. Fig. 5B displays the 90% credibility intervals of bi, i=1, . . ., 16
and Fig. 5C provides a graph of prior distribution of the relative probability P(X1,X 2jb) associated with the
0
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Prior distribution on (b, r) and P(X1,X 2jb) (cf. (2)) for the two scenarios in Fig. 4. (A) Prior marginal distribution on r; (B) Prior
redibility intervals for the parameters bi, i=1, . . ., 16; (C) Prior distribution of relative probability P(X1,X 2jb) associated with
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paired comparison in Fig. 4. The probability density in Fig. 5C is one of a log-t distribution (see, e.g.,
McDonald and Butler, 1987) with prior parameters (cf. (19) and (20))
mTðX 1 � X 2Þ ¼ 0; a ¼ 0:380341; m ¼ 1; dii ¼ ðX 1 � X 2ÞTDðX 1 � X 2Þ ¼ 4:
The prior median of P(X1,X 2jb) equals 1 (indicating indifference in collision likelihood between system
states X1 and X 2). A 50% credibility interval of P(X1,X 2jb) in Fig. 5A equals [0.181, 5.515]. A 75% cred-

ibility interval of P(X1,X 2jb) equals [2.012 Æ10�5, 4.971 Æ104] (which is quite wide) and hence our prior spec-
ification utilizing (21)–(23) may be viewed as sufficiently non-informative.

Previous credibility intervals above and those in Fig. 5B were evaluated utilizing
Aðuja; m; diiÞ ¼
1

Bð1
2
; a
2
Þ

ffiffiffiffiffi
dii
m

r Z miþu

mi�u
1þ dii

m
ðbi � miÞ2

� ��aþ1
2

dbi;
where A(uja,m,dii) is the probability mass in a credibility interval [mi � u,mi+u] around the location param-
eter mi of a t-distribution with precision a

m dii. The latter quantity A(uja,m,dii) is related to the well known
incomplete beta function
Bðxja; bÞ ¼ 1

Bða; bÞ

Z x

0

ua�1ð1� uÞb�1 du; ð24Þ
where a,b>0, x2 [0,1], and Bða; bÞ ¼ CðaÞCðbÞ
CðaþbÞ via the relationship
Aðuja; m; diiÞ ¼ 1� B
m

mþ diiu2

� 				 a2 ; 12



(see, e.g., Press et al., 1989). Numerical routines for evaluating the incomplete beta function (24) are widely
provided in standard PC software such as Microsoft Excel. It should also be noted that due to the value of a
(cf. (21)), the moments of bi, at least a priori, do not exist. However, since the t-distribution is symmetric
around mi, a natural point estimate for bi is provided by its median value mi indicated in Fig. 5B,
i=1, . . ., 16.
5. Posterior analysis

Applying Bayes theorem utilizing the likelihood (10), the prior distribution (15) and data specified via (7)
and (8), it follows that the posterior distribution

Q
ðb; rjZ;QÞ is proportional to
r
n
2 exp � r

2
ðc� 2bTbþ bTAbÞ

n o
� r

a
2�1 exp � r

2

� �
� r

p
2 exp � r

2
ðb� mÞTDðb� mÞ

n o
;

where c, b, and A are given by (11). Combining like terms we obtain
Y
ðb; rjZ;QÞ / r

aþn
2 �1 exp � r

2
ð1þ cþ mTDmÞ

n o
� r

p
2

� exp � r
2

�2½bþ Dm�Tbþ bT½Aþ D�b
� �n o

: ð25Þ
Defining Du to be
Du ¼ Aþ D; ð26Þ

it follows from the symmetry and positive definiteness of A (cf. (12)) and D, that Du is symmetric and pos-
itive definite, and hence invertible. Implicitly defining mu satisfying
½bþ Dm�Tb ¼ ½Dumu�Tb ð27Þ
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for all b, it follows that
bþ
X

m ¼ Dumu () mu ¼ ðDuÞ�1ðbþ DmÞ: ð28Þ
Utilizing (27) and (28) we derive from (25) that
Y
ðb; rjZ;QÞ / r

aþn
2 �1 exp � r

2
ð1þ cþ mTDm� ½mu�TDumuÞ

n o
� r

p
2

� exp � r
2
½b� mu�TDu½b� mu�

n o
: ð29Þ
From (29) it follows, utilizing (11), that ðbjr;Z;QÞ � MVNðmu; rDuÞ where
Du ¼
Xn
j¼1

qjq
T
j þ D

mu ¼ ðDuÞ�1
Xn
j¼1

q
j
zj þ Dm

 !
8>>>><
>>>>:

ð30Þ
and ðrjZ;QÞ � Gammaðau
2
; m

u

2
Þ with
au ¼ aþ n

mu ¼ mþ
Xn
j¼1

z2j þ mTDm� ½mu�TDumu

8><
>: ð31Þ
and mu and Du are given by (30). From (30), (31), (13) and (14) we deduce that the Bayesian updating pro-
cedure above is in fact a conjugate Bayesian analysis. In the next section we shall illustrate the inference
procedure using the responses of eight experts to a paired comparison questionnaire containing 60 ques-
tions similar to the one in Fig. 4 and administered during the WSF risk assessment in 1998.
6. Example with data elicited during WSF risk assessment

An individual questionnaire was administered to experts for each of the following possible incidents on
the Washington State Ferry: propulsion failure, steering failure, navigation equipment failure, human
error, as well as an individual questionnaire given an incident (either human error or mechanical failure)
which occurred on the nearby vessel. As an illustrative example, we shall demonstrate our Bayesian conju-
gate analysis utilizing the responses of the 8 experts to the questionnaire involving the navigation equip-
ment failure to derive the posterior distribution of the relative accident probability given by (2)
associated with Fig. 4. Combination of the responses of these 8 experts follows naturally by exploiting
the conjugacy of the analysis in Section 3–5 through sequential updating.

During the WSF risk assessment in 1998 expert responses were aggregated by taking geometric means of
their responses and using them in a classical log linear regression analysis approach to assess relative acci-
dent probabilities given by (2). Classical point estimates for the parameters bi, i=1, . . ., 16, associated with
the contribution factors (the so-called main effects) in Table 1 and interaction effects in Table 2 will be com-
pared to their Bayesian counterparts following our Bayesian aggregation method.

6.1. The elements A, b and c of the likelihood given by (11)

Experts were instructed to assume that a navigation equipment failure had occurred on the Washington
State Ferry and were next asked to assess how much more likely a collision is to occur in Situation 1 (good
visibility in Fig. 4) as compared to Situation 2 (bad visibility in Fig. 4) taking into account the value of all
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the contributing factors. The additional factors in Fig. 4 (besides visibility) are used to assess interaction
effects but also play a role in terms of designing a meaningful question. For example, a question that simply
asks an expert to assess the likelihood of collision given a navigation equipment failure in bad visibility
compared to good visibility is not meaningful since the expert would have to know for example whether
another vessel nearby is crossing or passing and its proximity. Table 3 provides the answers of the eight
experts to the question in Fig. 4. Note that Expert 8 responded (presumably inconsistently) that Situation
2 (with bad visibility) has a lower accident probability than Situation 1 (with good visibility). An expert
aggregation method combines the responses in Table 3 into a single one.

The questionnaire consisted of sixty questions similar to the one displayed in Fig. 4. The questions were
randomized in order and were distributed evenly over the 10 contributing factors in Table 1 (i.e. 6 questions
per changing contributing factor). The 16·16 design matrix A of the questionnaire (cf. (11)) is of the fol-
lowing form:
Table
Expert

Expert

Respo
A ¼
A11 A12

A21 A22

� �
; ð32Þ
where A11 is a 10·10 diagonal matrix with diagonal elements
ð4:56; 4:33; 2:89; 6; 1:5; 2:44; 6; 6; 6; 0:375Þ ð33Þ

and associated with the contributing factors X1, . . .,X10. (The matrix A11 in (32) is a diagonal matrix since
the paired comparison scenarios X1 and X2 only differed in one covariate (see Fig. 4)). The matrix A22 in
(32) is a symmetric 6·6 matrix with elements
3:45 0:33 0 1:44 0:76 0

0:33 3:45 0:44 0:33 0 1

0 0:44 4:11 0 1 2:39

1:44 0:33 0 1:89 0:36 0:08

0:76 0 1 0:36 3:02 2

0 1 2:39 0:08 2 6:67

2
666666664

3
777777775

ð34Þ
and associated with the interaction effects X11, . . .,X16. Finally, the matrix A21 ¼ AT
12 is a sparse 10·6 matrix
1 2:82 0 0 0 0 0 0 0 0

2:26 0 2:12 0 0 0 0 0 0 0

1:13 0 0 0 0 0 0 3:06 0 0

0 2:13 0:52 0 0 0 0 0 0 0

0 1:02 0 0 0 0 0 2 0 0

0 0 1:56 0 0 0 0 5:33 0 0

2
666666664

3
777777775

ð35Þ
with only positive elements associated with the contributing factors X1, X2, X3 and X8 that are included in
the interaction effects X11, . . .,X16. The questionnaire was designed in a manner such that the resulting ma-
trix A is positive definite (and thus invertible), but equally important, involved meaningful paired compar-
isons consistent with realistic scenarios on the Puget Sound. The latter required maritime knowledge about
the WSF Ferry system acquired by the team conducting the WSF Risk Assessment.
3
response to the paired comparison in Fig. 4

index 1 2 3 4 5 6 7 8

nse 5 5 3 9 7 9 3 0.5
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Fig. 6 below summarizes the vector b cf. (11) for each of the eight expert responses to 60 questions in
terms of

P60
j¼1qijzj for each of the contributing factors Xi, i=1, . . ., 10, in Table 1 and interaction effects

Xi, i=11, . . ., 16, in Table 2. Hence, Fig. 6 consists of 16 histograms each one plotting the ith element of
the vector b cf. (11) for all eight experts. From Fig. 6 we may (visually) assess the consistency in the expert
judgment with respect to the ordering of the covariate scale of the elements Xi, i=1, . . ., 16. A positive (neg-
ative) value indicates agreement with the ordering of that particular scale. For example, the histogram in
Fig. 6 associated with the contributing factor TP1 (Traffic Proximity of first interacting vessel) shows that
all experts responded (not surprisingly) that vessels further away pose less (immediate) collision risk. The
histogram in Fig. 6 associated with the contributing factor VIS provides a similar result to that in Table 3,
i.e. that Expert 8 inconsistently rated lower visibility with lower collision risk throughout the questionnaire.
The largest discrepancy with the ordering of a covariate scale amongst the 8 experts is observed in the first
histogram and is associated with the variable FR-FC (Ferry Route-Ferry Class combination).

The elements c ¼
P60

j¼1z
2
j (cf. (11)) for each individual expert are provided in Table 4. Note that on aggre-

gate particularly both Expert 3 and Expert 8 assessed lower collision likelihoods in their paired compari-
sons questions.
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Table 4
Values for c (cf. (11)) for the eight individual experts

Expert index 1 2 3 4 5 6 7 8

Scalar c 149.07 95.28 55.74 147.93 185.71 177.30 147.12 44.94
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6.2. Posterior analysis

Utilizing the aggregate individual expert responses (vectors b) in Fig. 6, the matrix A specified by (32)–
(35), the scalars c in Table 4, we update the prior distribution of (b,r) depicted in Fig. 5 in a Bayesian man-
ner using sequential updating. The resulting posterior distribution on (b,r) is displayed in Fig. 7. Fig. 7A
contains a plot of a Cðau

2
; m

u

2
Þ density with parameters
Fig. 7.
(B) Po
associa
au ¼ 480:38; mu ¼ 530:95: ð36Þ
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sterior 90% credibility intervals for the parameters bi, i=1, . . ., 16; (C) Posterior distribution of relative probability P(X1,X 2jb)
ted with Fig. 4.
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Fig. 7B displays 90% credibility intervals of the posterior distributions of bi, i=1, . . ., 16 and the location
parameters mu

i . The posterior distribution of the parameter vector b is a multivariate t distribution with
location vector mu and precision matrix au

mu D
u; where au, mu are given by (36) and
Du ¼ Dþ 8A
(cf. (26)) where the unit matrix D is given by (23) and the matrix A by (32)–(35). It can be concluded from
Fig. 7B that traffic proximity of the first and second interacting vessel (X4 and X7, respectively), traffic sce-
nario of the second interacting vessel X6 and wind speed X10 are the largest contributing factors to accident
risk. In addition, the manner in which the first interacting vessel approaches the ferry route–ferry class com-
bination (X12), i.e. crossing, passing or overtaking, and in what visibility conditions (X16) are the largest
interacting factors. The posterior location vector mu is displayed in Fig. 8 together with their classical coun-
terpart estimated via a log-linear regression method utilizing the geometric means of the expert responses. A
remarkable agreement should be noted between the Bayesian and classical point estimates provided in Fig.
8, except for a discrepancy associated with the contributing factor WS (Wind Speed). From Fig. 7B, how-
ever, it follows that the classical point estimate associated with WS in Fig. 8 is well within the 90% cred-
ibility bounds of b10. Finally, Fig. 7C displays the posterior distribution of the relative probability
P(X1,X 2jb) associated with Fig. 4. We now have for the 50% posterior credibility interval of P(X1,X 2jb)
the interval [4.78, 5.13]. (Compare this interval with the 50% prior one of [0.18, 5.52] in Fig. 5C.) In addi-
tion, the 99% posterior credibility interval [4.33, 5.66] of P(X1,X 2jb) is indicated in Fig. 7C (which is
remarkably narrow compared to the prior 75% credibility interval of [2.012·10�5, 4.971·104]) containing
its median point estimate 4.94. Hence, Situation 2 inFig. 4 is approximately 5 times more likely to result in a
collision than Situation 1 given that a navigation equipment failure occurred on the ferry.

Fig. 9 below provides a posterior analysis of point estimates au/mu of the precision r, where au and mu are
given by (31). Fig. 9A depicts E[rjExperti] obtained by updating the prior precision with the individual
Fig. 8. Comparison of Bayesian and classical point estimates of the parameters bi, i=1, . . .,16.
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responses of Expert i, i=1, . . ., 8. Fig. 9B displays E [rjExpert1�i] derived using sequential updating involv-
ing Expert 1 through Expert i, i=1, . . ., 8. From Fig. 9A it may be concluded that each expert responded
consistently in the sense that posterior precision increased when compared to the precision of an expert
responding at random (the prior precision in Fig. 9A). In addition, from Fig. 9B we conclude that at first
agreement is present amongst Experts 1–3 due to a continued increase in posterior precision utilizing
sequential updating. From Expert 4 onward and including Expert 8, however, a continued disagreement
is observed in Fig. 9B due to a continued decline in posterior precision. Note the increasing pattern in
Fig. 9A from Expert 5 on compared to the continued decreasing pattern in Fig. 9B from Expert 4 and
up. The latter indicates that consistency of an individual expert response does not necessarily result in
an increase in agreement amongst a group of experts.
7. Concluding remarks

A Bayesian aggregation method has been developed using responses from multiple experts to a paired
comparison questionnaire to assess the distribution of relative accident probabilities. The classical analysis
conducted during the WSF risk assessment only resulted in point estimates of relative accident probabili-
ties, not full posterior distributional results as indicated in Fig. 7C. In addition, utilizing posterior distribu-
tional results for the parameter vector b credibility statements can be made for any arbitrary paired
comparison. For example setting Situation 1 in (2) to the best possible scenario (X1=0) and Situation 2
to the worst possible scenario (X 2=1) a 99% credibility interval of P(X1,X 2jb) equals [31142, 36749].
Therefore, informally, collision risk in the worst possible scenario differs at least by 4 orders of magnitude
to that of the best possible scenario while taking uncertainty of the expert judgments into account.
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Worst case scenario�s however may have a very low incidence of occurrence, which is why all conditional
probabilities in Fig. 2 and their uncertainties need to be estimated to assess the distribution of collision risk
on for example a per year basis. This paper only provided distributional results for the relative probability
given by (2). Merrick et al. (2003) assesses the distribution of Pr(OF,SF) using Bayesian Simulation tech-
niques. A subsequent paper will integrate the approach herein with that of Merrick et al. (2003) to assess
collision risk and its uncertainty in a Bayesian (and therefore coherent) manner.
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1. Executive Summary 
The Cherry Point Aquatic Reserve is a unique aquatic ecosystem located in the Strait of Georgia in 
northern Puget Sound—on the western shores of Whatcom County, Washington. It is bounded on the 
north by the southern boundary of Birch Bay State Park, and on the south by the northern boundary 
of the Lummi Indian Nation Reservation. Its environment includes cobble intertidal areas, submerged 
aquatic vegetation, and a steep gradient into deep water that supports a high diversity of fish and 
wildlife including: Cherry Point herring and other forage fish, marine and shore birds, and migratory 
waterfowl; ESA listed salmon; Dungeness crab; groundfish; bivalves and marine invertebrates and, 
marine mammals. Its marine waters and aquatic lands are a portion of Treaty-protected Usual and 
Accustomed grounds and stations of local Native American Indians, and are used by the Indians for 
commercial, ceremonial, and subsistence purposes.  The aquatic lands in the reserve are also used by 
non-Indians and provide significant economic benefits, recreational opportunities, and other social 
values. Cherry Point’s distinctive bathymetry provides deepwater access for large vessels without the 
need to dredge out shipping channels or berthing areas. Major water-dependent industries have 
located on the shores, bringing jobs in manufacturing, petroleum oil refining, shipping and 
commerce. 
 
The Washington State Department of Natural Resources (DNR) is responsible for managing state-
owned aquatic lands to provide a balance of public benefits. In 2000, DNR recognized the need to 
protect the significant environmental resource of aquatic lands at Cherry Point and designated those 
state-owned lands not already under a lease agreement as the Cherry Point Aquatic Reserve, in order 
to ensure long-term environmental protection. All aquatic lands within the Cherry Point Aquatic 
Reserve are state-owned and managed by DNR. The aquatic reserve does not include aquatic lands 
within the boundary of Birch Bay State Park, privately owned lands, or tribal lands. The effect of 
designating the aquatic lands at Cherry Point as a reserve was to withdraw the lands from further 
leasing, but at that time DNR did not develop a site-specific plan to guide management decisions for 
the Reserve. 
 
This plan was created to identify the natural resources—habitats and species—existing within the 
Cherry Point Reserve, and the proposed uses, future threats, and management actions that will be 
employed by DNR to protect these resources. The aquatic reserve addresses the management of 
aquatic lands; it does not address the harvest of finfish or shellfish within the aquatic reserve.  The 
harvest of finfish and shellfish are managed by affected tribal governments and the Washington 
Department of Fish and Wildlife pursuant to treaties and court decisions.  The plan was developed 
with the help of independent scientists, federal, tribal and state resource agencies, site users, lessees, 
environmental and citizen groups who recognized the ecological importance of the site to both Puget 
Sound recovery and to commerce and industry.  
 
The Technical Advisory Committee and the Cherry Point Workgroup identified the following current 
and potential threats to habitats and species of the Cherry Point Aquatic Reserve: shoreline 
modification, including overwater structures, loss of riparian vegetation, armoring, and derelict gear; 
pollution from groundwater contamination, stormwater runoff, point discharges, and air deposition; 
disturbance from unsustainable recreational activities; artificial light and excessive intermittent 
sound; vessel traffic, including oil spills; invasive species; and habitat impacts due to climate change. 
A number of species and habitats addressed in this plan have experienced declines over the past 40 
years, such as the Cherry Point herring stock, which has shrunk from approximately 15,000 tons to 
between 800 and 2,100 tons over the last ten years. Other key species in decline include Puget Sound 
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Chinook salmon, bull trout, and certain species of rockfish, surf scoter, and Southern Resident orca 
whales (PSSS, 2005; WDFW, 2009; National Marine Fisheries Service, 2008) .  
 
This plan identifies the management emphasis for Cherry Point Aquatic Reserve as environmental 
protection above all other management actions. The following goals are established for the Reserve: 
 
Goal One:  Identify, protect, restore and enhance the functions and natural processes of aquatic 

nearshore and subtidal ecosystems that support endangered, threatened and sensitive 
species and aquatic resources identified for conservation in the Reserve. 
 

Goal Two:  Improve and protect water quality to maintain public health, support fish and wildlife 
species and healthy functioning habitats. 
 

Goal Three:  Protect and help recover indicator fish and wildlife species and habitats, with primary 
focus on Cherry Point herring, Nooksack Chinook salmon, groundfish, marine 
mammals, seabird/duck and shorebird communities, Dungeness crab, and submerged 
native aquatic vegetation.  
 

Goal Four:  Facilitate stewardship of habitats and species by working in cooperation with lessees, 
recreational users and federal, state and tribal resource agencies to minimize and 
reduce identified impacts of human activities on the species and habitats within the 
Reserve.  
 

Goal Five:  Identify, respect, and protect archaeological, cultural, and historical resources within 
the Reserve.  Continue to respect the right of Washigntons tribes to use their own 
natural and cultural resources as recognized by treaties, statutes, executive orders, and 
court decisions.    

 
The plan includes actions related to: protection, enhancement and restoration; outreach and 
education; monitoring, data collection, and research; and allowed and prohibited uses within the 
Reserve. DNR management will emphasize the long-term protection of the aquatic resources within 
and directly adjacent to the Reserve. In general and consistent with its statutory authority, the DNR 
will limit new uses in the Reserve to those that are consistent with this management plan. New 
activities authorized on state-owned aquatic lands within or adjacent to the reserve must support  
desired future conditions described in Chapter 4, through avoiding and minimizing adverse impacts 
to habitats and species. The existing industrial uses at Cherry Point do not conflict with aquatic 
reserve status. If the facilities are managed according to this plan and the lessees actively work to 
further goals for the Reserve, the uses can serve the objectives of the Reserve. Because DNR, 
Tribes, local, and state and federal regulatory agencies all are responsible for the state’s aquatic 
resources, and DNR’s authority is limited to proprietary management of state-owned aquatic lands, 
achieving the plan’s goals requires partnerships among federal, state, and tribal natural resource 
agencies, landowners, and others. A Memorandum of Understanding or other forms of agreement 
may be used as a means for resource managers to address issues of mutual interest in the Cherry 
Point Aquatic Reserve. Other tools include use of existing regulatory and government decision 
processes and creation of advisory committees for specific projects.    
 
‘Adaptive management’ is a key component of the Cherry Point Aquatic Reserve Management Plan. 
Adaptive management is a systematic process for improving management actions by learning from 
the outcomes of actions previously taken. It requires managing and sharing data, tracking progress in 
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carrying out the plan, making technical assessments about effectiveness of plan actions, evaluating 
and communicating progress, and determining course corrections needed to make the plan more 
effective over time. Because DNR does not have the resources to immediately implement all the  
plan’s management actions, the following adaptive management actions are a high priority for the 
first five years of implementation:  
 

1)  Monitor the effectiveness of the protection actions in this plan that address existing and 
proposed use authorizations, and  

2)  Research the decline of targeted species (mentioned above in Goal Three) to reduce 
uncertainties that can directly improve the effectiveness of management actions.  

 
This management plan will be reviewed and updated at least every ten years. Changes in ecosystem 
condition and existing uses of state-owned aquatic lands will be included in the updates. Actions 
include development of an evaluation process to set quantitative and qualitative goals for 
achievement, monitoring to measure success in meeting those goals, and learning from actions taken 
in order to make better decisions in the future. Research and monitoring will be used to guide DNR 
and cooperators in determining whether management actions are supporting the objectives of the 
Reserve. If management actions are not supporting the objectives of the Reserve, they will be 
modified, monitored and evaluated during the following 10-year review period in accordance with 
adaptive management strategies.  
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2. Introduction 
 
Purpose and Content of This Plan 
Cherry Point is a unique and very important place. It is located on the Strait of Georgia, on the western 
shores of Whatcom County. It is bounded on the north by the southern boundary of Birch Bay State 
Park, and on the south by the northern boundary of the Lummi Indian Nation Reservation. Cherry Point 
has a unique marine and freshwater ecosystem that supports a variety of natural resources, fish and 
wildlife. Aquatic diversity along this reach is very high with cobble intertidal habitat, large rocks and 
boulders, sandy beaches, eelgrass beds, and kelp. Additionally, the deep area close to shore and the 
steep intertidal gradient along this reach may be important to marine diversity. At one time Cherry Point 
provided spawning habitat for the largest herring population of Puget Sound and the Strait of Juan de 
Fuca. The area is a nearshore migratory corridor for juvenile salmon, and provides significant habitat 
and foraging areas for marine seabirds and migratory waterfowl populations. Five species of salmon — 
sockeye, Chinook, coho, chum, and pink — and three species of forage fish: Pacific herring, sand lance, 
and surf smelt rely upon these habitats. Various species of ground fish have been surveyed offshore. 
Cherry Point supports a large recreational, commercial (both tribal and non-tribal), and tribal ceremonial 
and subsistence Dungeness crab fishery, and a smaller spot shrimp fishery is located offshore to the 
west (Whatcom County MRC, 2001). 
 
In addition to the unique habitat features of Cherry Point, the distinctive bathymetry and water depths of 
more than 70 feet relatively close to shore provide deepwater access for large vessels. Major water-
dependent industries have located on the shores of Cherry Point, bringing jobs in manufacturing, 
shipping and commerce. In recognition of the importance of this economic base to the region, Whatcom 
County established the Cherry Point Management Area to provide a framework for balancing special 
port, industrial and natural resource needs.   
 
This plan identifies the habitats and the species of the Reserve and the management actions that will be 
employed by the Washington State Department of Natural Resources (DNR) to conserve these resources 
with the management emphasis on environmental protection above all other management actions. This 
plan is being developed in accordance with the State Environmental Policy Act (SEPA), and will serve 
as DNR’s primary management guidance for the 90-year term of the Reserve. At least every ten years 
after the adoption of this plan, it will be reviewed, and as necessary, updated with current scientific, 
management, and site-specific information. As with the development of this plan, DNR will update the 
plan through work with other jurisdictions, Tribes, interest groups, landowners and lessees, and local 
citizens to establish cooperative management actions for activities within and adjacent to the Reserve to 
conserve, enhance and restore habitats and species within the Reserve.  
 
The primary focus of this plan is to protect, enhance and restore habitats used by Cherry Point herring 
stock, salmon, migratory and resident birds, Dungeness crab, groundfish rearing areas and marine 
mammals, as well as the protection of submerged aquatic vegetation and water quality.  This 
management plan does not address the harvest of finfish or shellfish within the aquatic reserve. 
 
The people who assisted with the development of this plan realize that the aquatic environment of 
Cherry Point: provides essential habitat and irreplaceable biological and ecological functions; is a 
portion of Treaty-protected usual and accustomed (U&A) grounds and stations of local Native 
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American Indians; and provides significant economic benefits, recreational opportunities and other 
social values.  
 
The plan is intended to provide the basis for greater understanding of factors affecting the aquatic 
ecosystem of the Cherry Point Aquatic Reserve, provide site-specific guidance for management actions, 
and allow for adaptive management in order to protect these resources, while recognizing the 
importance of the continued industrial and other water-dependent uses located in and adjacent to the 
Cherry Point Aquatic Reserve. The plan contains the following chapters: 
 

1. Introduction: This section describes the role of the Washington State Department of Natural 
Resource, the background on the aquatic reserve, how the plan was developed, the aquatic 
reserve boundary, relationship to federal, state, local and tribal management, and local land 
use designations.  

2. Cherry Point Resources Characterization: This section provides an overview of the 
ecological characteristics and current conditions of the site, and provides a summary of the 
current and potential future impacts. 

3. Management Goals and Objectives: This section describes the desired future ecological 
conditions for the Cherry Point Aquatic Reserve, and the goals and policies to help ensure the 
desired conditions can be met.  

4. Management Actions: This section contains the management actions developed to address 
the goals and objectives of this plan. It includes actions for protection, enhancement, and 
restoration; outreach and education; monitoring, data collection, and research; and allowed 
and prohibited uses within the Reserve.   

5. Plan Implementation: This section describes recommendations for how the plan should be 
implemented, including monitoring and adaptive management to assess the success of the 
recommended actions in achieving future desired conditions. 

 
Washington State Department of Natural Resources 
DNR is responsible for protecting and managing 5.6 million acres of state-owned land for the people 
of Washington. Much of the land (3 million acres) is state trust land that provides revenue to help pay 
for construction of public schools, universities, and other state institutions, and funds many county 
services. The state-owned aquatic lands within the Cherry Point Aquatic Reserve are not held in trust 
for beneficiaries and are, instead, lands that are held as a ‘public trust’ for the people of the state and 
managed in accordance with statutory directive.  
 
Upon statehood, all states received title to lands underlying navigable waters within state boundaries 
from the Federal Government. In its Constitution, Washington State claims ownership to its aquatic 
lands:  

“The state of Washington asserts its ownership to the beds and shores of all 
navigable waters in the state up to and including the line of ordinary high tide, in 
waters where the tide ebbs and flows, and up to and including the line of ordinary 
high water within the banks of all navigable rivers and lakes…” (Article XVII, §1).  
 

The State has sold about two-thirds of all tidelands1 and some shorelands2

                                                 
1 (the area in marine water between ordinary high tide and extreme low tide) 

 to local and private 
interests. In 1971, the Legislature prohibited the sale of tidelands and shorelands to private parties. 

2 (the area in freshwater between ordinary high water and the line of navigability) 
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The State retains ownership of all bedlands3. The Legislature directs DNR to manage a majority of 
state-owned aquatic lands (approximately 2.6 million acres). In some cases, treaties between Tribes 
and the United States reserved tidelands as part of Indian Reservations prior to statehood and were 
never tidelands managed by the state. Further detail on state aquatic lands can be found on 
http://www.dnr.wa.gov. 
 
In the Revised Code of Washington (RCW) 79.105.030, the Legislature gave DNR general 
management guidance to manage aquatic lands for a balance of public benefits. Benefits that are to 
be provided by state-owned aquatic lands include:  
 

1. Encourage direct public use and access;  
2. Foster water-dependent uses;  
3. Ensure environmental protection;  
4. Utilize renewable resources.  

 
When consistent with the above public benefits, revenue generation is also considered a public 
benefit. DNR generates revenue from aquatic lands by leasing these lands for private and commercial 
use (such as docks and marinas) and by selling the materials harvested from aquatic lands. Such 
materials vary from gravel to wild geoducks. These revenues fund DNR aquatic land management 
activities as well as other local and state programs to restore and enhance aquatic lands habitat and 
improve public access to these lands.  
 
DNR’s proprietary management of state-owned aquatic lands is governed by RCW Chapters 79.105-
.140 and WAC Chapter 332-30. In addition, federal laws, Treaties, intergovernmental agreements, 
and court decisions affect DNR’s management activities. Other entities, such as the U.S. Army Corp 
of Engineers, Washington State Department of Fish and Wildlife and the Washington State 
Department of Ecology have responsibilities to regulate certain activities on both private and 
publicly-owned aquatic lands, and DNR’s management is subject to such regulations. The Public 
Trust Doctrine also applies to DNR managed lands. This common-law principle protects public use 
and access to navigable waters for navigation, fishing, and recreational activities.   
 
DNR is authorized to identify and protect state-owned aquatic lands for their natural ecological 
systems. RCW 79.105.030 identifies environmental protection — the overarching goal of the Aquatic 
Reserve Program — as one of DNR’s primary mandates for the management of state-owned aquatic 
lands. RCW 79.10.210 authorizes DNR to identify and withdraw from all conflicting uses public 
lands that can be utilized for their natural ecological systems. RCW 79.105.210 further authorizes 
DNR to withhold lands with significant natural values from leasing or to provide for protection of 
natural values within any lease.  WAC332-30-151 directs DNR to consider lands with educational, 
scientific, and environmental values for aquatic reserve status, and identifies management guidelines 
for aquatic reserves. WAC 332-30-106(16) defines environmental reserves as sites of environmental 
importance, which are established for the continuance of environmental baseline monitoring and/or 
areas of historical, geological, or biological interest requiring special protective management. WAC 
332-30-151(2) states that aquatic reserve designation should not conflict with current or projected 
uses of the area.  Figure 1 identifies the location of existing and proposed aquatic reserves. 
Figure 1. Existing and Proposed Aquatic Reserves. 

                                                 
3 (the area below extreme low tide or the line of navigability) 

http://www.dnr.wa.gov/�
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Cherry Point Aquatic Reserve Background 
DNR has been involved in aquatic land management in the Cherry Point area since the 1950s when 
the first refinery pier was constructed on state-owned aquatic lands. As additional facilities were 
proposed at Cherry Point, DNR and other stakeholders recognized the need for striking a balance 
between economic development and environmental protection. In 2000, then Commissioner of Public 
Lands, Jennifer Belcher designated an environmental aquatic reserve for state-owned aquatic lands at 
Cherry Point not already under a lease agreement, ensuring environmental protection as a long-term 
management objective. While state aquatic lands at Cherry Point were reserved and withdrawn from 
conflicting uses, there was no site-specific plan to guide management decisions for the Reserve. This 
set in motion DNR’s actions to develop a plan that protects the Cherry Point Aquatic Reserve’s 
unique ecosystem while managing the area consistent with Whatcom County’s “Cherry Point Special 
Management Unit” shoreline designation.  
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In 2001, interim management guidance was finalized and applied to Cherry Point Aquatic Reserve. 
This guidance was modeled after the Interim Management Guidance was finalized and approved for 
the Aquatic Reserves Program, and applied to the Cherry Point Aquatic Reserve until a management 
plan was adopted.  
 
DNR began discussing the future management plan for the Cherry Point Aquatic Reserve in 2003. In 
2003, the Technical Advisory Committee (TAC), an independent group of scientists tasked with 
evaluating the Cherry Point site against DNR aquatic reserve criteria, unanimously recommended 
managing the site as an environmental aquatic reserve. In developing their recommendation, the 
committee recognized Cherry Point as an extraordinary stretch of shoreline with excellent potential 
to maintain the relatively undeveloped character of the area.  The herring spawning in the area was 
recognized as a unique biological feature of Puget Sound and its importance to the ecosystem was 
emphasized. Additionally, it was recognized that aquatic diversity along this reach is very high with 
cobble intertidal habitat, large rocks and boulders, and kelp just offshore. The deep area close to 
shore and the steep gradient of the intertidal along this reach could be important to marine diversity. 
 
The Techinical Advisory Committee specifically noted: 
 

“…while initially disturbing, industrial development associated with the piers 
appears to be compatible with aquatic reserve status and noted the opportunity to 
facilitate multiple-uses as an example where commercial activities and environmental 
resources can co-exist.” 

 
DNR staff and scientists prepared preliminary documents providing background information 
regarding the uses in the area and a list of potential issues of concern relating to the aquatic 
ecosystem in the Cherry Point area. Outreach included the various resource agencies and interest 
groups in the area. Information was gathered to broaden the issues to be considered in the planning 
process. Public meetings were held to further refine the scope of the planning process. This led to the 
development of an outline for future discussion of planning needs.  
 
The planning process was put on hold temporarily in 2004 while DNR attempted to address concerns 
by the Cherry Point industries regarding the continued designation of Cherry Point as an aquatic 
reserve. In 2005 DNR considered revising the language of WAC 332-30-151 —Reserves —to 
address industry concerns; however, attempts to successfully resolve these issues to the satisfaction 
of all stakeholders could not be achieved and resulted in further delays in the planning process. DNR 
completed management plans for three other reserves while issues at Cherry Point were being 
addressed. Simultaneously, the county was updating their critical area inventory and shoreline 
analysis leading to an updated Critical Area Ordinance (CAO) that covered Cherry Point, which was 
adopted in September 2005.   
 
In 2006 DNR staff working with Whatcom County Shoreline planners and their consultants 
examined the opportunity to merge planning efforts. The County Shoreline Master Plan (SMP) 
update was underway and needed to examine and plan for environmental and public access 
considerations in the Cherry Point Management Area. Believing there were common interests to be 
addressed, the County and DNR considered the option of incorporating certain aspects of an aquatic 
reserve management plan into the Shoreline Master Plan and at the same time provide a potential 
alternative to the Cherry Point Aquatic Reserve. DNR agreed to this process based on the 
understanding that any alternative approach to managing this area must meet or exceed the protection 
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for resources provided under the Aquatic Reserves Program, and its management plan. The Cherry 
Point Workgroup was formed to evaluate this and other resource planning alternatives.    
 
Plan Development and the Cherry Point Workgroup 
In 2007, DNR brought together a group of stakeholders with a wide range of interests in the 
community and Puget Sound to assist DNR in evaluating management options for the Cherry Point 
Aquatic Reserve. The Cherry Point Workgroup first met in July 2007 for a preliminary discussion of 
the goals and possible outcomes of the process. 
 
Between July 2007 and April 2008 the Workgroup and several subcommittees examined the 
management of activities in the vicinity of Cherry Point during the previous 10 years. The group 
sought out information and answers from a wide range of professionals regarding all aspects of 
resource and industrial management in the area. The Workgroup developed a common aim to provide 
consistent guidance for the development of this management plan. They contributed technical 
information and developed recommendations for actions to be included in the management plan. As a 
result of the Workgroup’s efforts, DNR determined that state-owned aquatic lands within the Cherry 
Point Aquatic Reserve would continue to be managed as an aquatic reserve. The Workgroup took an 
ecosystem-based approach towards identifying the habitats, species and threats associated with the 
Cherry Point Aquatic Reserve.The common aim and the key tasks of the Workgroup are described in 
Appendix G.  
 
Areas outside the Reserve are discussed in this plan to provide an ecosystem-based approach to 
habitat and species protection, minimize the gaps in understanding of Cherry Point resources, and 
facilitate coordination of plan implementation amongst the agencies, stakeholders, and others. DNR 
will work collaboratively with resource managers that have authority under federal, state, and local 
laws to help address off-site impacts on the aquatic reserve and achieve the goals and objectives of 
this plan. 
 
Cherry Point Aquatic Reserve Boundary 
The Cherry Point Aquatic Reserve (Figure 2.) is within the state-defined Water Resources Inventory 
Area 1, known as the “Nooksack WRIA”. The existing boundary for the aquatic reserve includes all 
state-owned tidelands and bedlands within approximately 5,000 feet of the marine shoreline and any 
adjacent state-owned bedlands within the -70-foot bathymetric contour as shown in Figure 2. The 
legal description for the Reserve is located in Appendix G. 
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Figure 2. Cherry Point Aquatic Reserve 

 
 
 
Current Ownership 
All bedlands within the Cherry Point area are owned by the State of Washington and managed by 
Washington State Department of Natural Resources. Of the approximately 296 acres of tidelands in 
the Cherry Point area, 69 acres are privately owned and approximately 227 acres are managed as part 
of the Cherry Point Aquatic Reserve and are not under a lease. Figure 1 depicts ownership at Cherry 
Point Aquatic Reserve. 
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Also, there are no existing use authorizations on state-owned aquatic lands within the reserve. There 
are four existing use authorizations and one proposed use in the “cutouts” directly adjacent to or 
abutting the reserve (see Figure 2 showing leased areas and cutouts).  These include: 
 

 BP (lease and outfall easement),  
 Intalco (lease and outfall easement),  
 ConocoPhillips (lease and outfall easement),  
 Birch Bay Water and Sewer District (outfall easement), 
 Proposed Pacific Internaltional Terminals industrial pier (no use authorization  
with DNR has been developed/approved and no federal permits obtained) 
 

The bulk of the uplands adjacent to the Reserve are privately owned, primarily by five entities: BP, 
Pacific International Terminals, Intalco-Alcoa, Conoco Phillips, and Cherry Point Industrial Park. 
North of the industrial area, private residential lots exist with the exception of a small county-owned 
public access area just east of Point Whitehorn. Birch Bay State Park is located to the north of the 
residential lots and the aquatic reserve. The Lummi Indian Reservation is located to the south of the 
Aquatic Reserve. 
 

Relationship to Federal, State, Local and Tribal 
Management 
This plan is promulgated under DNR’s proprietary authority to manage state-owned aquatic lands. 
However, a number of other federal, state, local and tribal authorities regulate activities within the 
Cherry Point Aquatic Reserve and the watershed that drains into it. The successful management of 
these activities and resources requires coordination and collaboration with public and private entities 
as well as local, state, federal, and affected Tribal governments, and non-government organizations. 
The entities which share management authority for natural resources at Cherry Point are referred to 
as the ‘resource managers.’ The following provides information regarding ongoing management 
interests at Cherry Point Aquatic Reserve.   
 
Tribal Treaty Rights and Interests 
Tribes manage cultural and natural resources located on adjacent reservation lands, and those 
resources related to the right to fish off-reservation at usual and accustomed places. DNR is obligated 
to conduct government-to-government consultations with all federally recognized tribes, under the 
1989 Centennial Accord (www.goia.wa.gov/Government-to-
Government/Data/CentennialAccord.htm), DNR Tribal Relations Commissioner’s Order # 201029.  
In addition, pursuant to numerous court rulings and Presidential Executive Orders, all federal 
agencies are required to consult with affected Indian tribes in a government-to-government manner 
and ensure that impacts to tribal treaty rights are avoided and/or minimized and any unavoidable 
impacts are mitigated to the satisfaction of the affected tribal governments. 
 
DNR will continue to engage in a government-to-government dialog with the affected tribes to help 
ensure this plan’s conformance with treaty rights, and that tribal historical and cultural ties to the 
Cherry Point Aquatic Reserve are maintained. DNR will work cooperatively with the tribes to protect 
fisheries, archaeological sites, and allow access to cultural sites; and allow for treaty-protected 
hunting and gathering of resources in a manner that fosters the sustainability of those resources. 
Tribes and the State of Washington have developed a cooperative framework which provides for 
fisheries management and habitat protection.  
 

http://www.goia.wa.gov/Government-to-Government/Data/CentennialAccord.htm�
http://www.goia.wa.gov/Government-to-Government/Data/CentennialAccord.htm�
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This plan recognizes the policy statement developed by the Northwest Indian Fisheries Commission 
on behalf of member Northwest Tribes discussing the importance of considering the impacts 
conservation measures can have on tribal economics, subsistence and culture. Under this, Northwest 
Tribes highly recommend that the creation of any Marine Protected Area (local, state, federal or 
otherwise) not occur in the absence of any demonstrated need. In the face of such demonstrated need, 
Northwest Tribes do recognize that Marine Protected Areas may be useful tools for protecting or 
sustaining resources (NWIFC memo, 2003). In line with this policy, one of the primary goals of this 
management plan is to help demonstrate where there is a need for protecting and sustaining 
resources.  
 
Cherry Point is located within the usual and accustomed areas of several federally recognized tribes, 
including the Lummi, Nooksack, Swinomish, Suquamish, and Tulalip Tribes. The cultural resources 
department of each Tribe has specific interests in the long-term cultural resource protection and 
management of this area. Cherry Point is within the homeland of the aboriginal Lummi Tribe whose 
sole successor is the present-day Lummi Nation. Cherry Point contains homelands of the Lummi 
Tribe that were ceded to the United States in the Point Elliot Treaty for considerations, including the 
right to fish in common with the citizens of the territory at the Tribe’s usual and accustomed fishing 
grounds and stations. Tribes exercise their interest based on the specific location and particular 
impacts associated with local planning processes and project proposals. The federal government is 
obligated to protect the long-term interests of tribes by limiting permits that impact cultural 
objectives of tribes. All projects and plans for this area shall require government-to-government 
consultation with appropriate tribal governments under the State Centennial Accord. Local entities 
are strongly advised to consult regarding permitted activities and local plans. It is essential that 
conservation goals and management standards be established in cooperation with these Tribes. 
Regular discussions should be planned with affected tribes to ensure that this plan remains consistent 
with cultural resource goals and Treaty rights of the Tribes. 
 
U.S. Coast Guard 
The U.S. Coast Guard manages vessel activity and responds to pollution reports within Puget Sound 
through the Marine Safety Office. The Coast Guard also helps ensure the safety of vessels during 
transit and while in port. The U.S. Coast Guard (USCG) manages commercial vessel traffic 
throughout Washington’s waters, including at Cherry Point, and is responsible for reviewing 
designated anchorage sites. The Coast Guard is the lead response agency for spills in coastal waters 
and deepwater ports, implements federal ballast water laws, and discharge of onboard sewage in 
federal waters.  
 
U.S. Army Corps of Engineers 
Under Section 10 of the Rivers and Harbors Act, the U.S. Corps of Engineers (Corps) oversees any 
in-water construction in navigable waters. Additionally, the Corps has been delegated authority under 
the Clean Water Act for the issuance of Section 404 permits. The Corps supports navigation by 
maintaining and improving channels; develops projects to reduce flood damage, and regulates 
dredging and filling activities in wetlands and waterways including the construction of any structures 
such as bulkheads or piers. Like all federal agencies, the Corps of Engineers must ensure that tribal 
trust resources are protected prior to taking any action that could potentially affect treaty-protected 
resources, including fishing and cultural or traditional cultural properties.  
 
U.S. Environmental Protection Agency 
The Environmental Protection Agency (EPA) is the lead federal response agency for oil spills 
occurring in inland waters and jointly administers Section 404 of the Clean Water Act (CWA) with 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            13 
 

the Corps of Engineers. The EPA has delegated the administration of other sections of the Clean 
Water Act (e.g., Section 401, Section 402) to the Washington State Department of Ecology and the 
Lummi Nation but still retains the responsibility to ensure that those sections of the CWA are 
effectively administered and that their trust responsibilities to tribal governments are upheld.  
 
U.S. Fish and Wildlife Service 
The U.S. Fish and Wildlife Service is charged with protecting those species listed under the 
Endangered Species Act and the Migratory Bird Treaty Act and the habitats those species rely upon. 
 
NOAA Fisheries 
NOAA Fisheries is responsible for protection of marine and freshwater species under the Endangered 
Species Act and the Marine Mammal Protection Act. NOAA Fisheries also is responsible for 
consultation under the Magnuson-Stevens Fishery Conservation and Management Act and the 
designation of critical fish habitat. 
 
Washington State Department of Health 
The state Department of Health regulates opening and closing of recreational and commercial 
shellfish zones and advises the public as to the healthy recreational harvest of shellfish. 
 
Washington State Department of Ecology 
The Washington State Department of Ecology (Ecology) contributes to resource protection through 
the Spill Prevention, Preparedness and Response Program; Air Quality; Water Quality; Toxics 
Cleanup; Shorelands Assistance; Water Resources; Solid Waste (Industrial Section – permitting); 
Hazardous Waste and Toxic Reduction. Ecology has a Spill Prevention, Preparedness and Response 
Program that focuses on prevention of oil spills to Washington waters and land, as well as planning 
for an effective response to any oil and hazardous substance spills that may occur. Vessel traffic in 
Washington State is tracked by Ecology’s spill program and published in Vessel Entries and Transits 
(VEAT) for Washington Reports (see Appendix B for recent tracking information). Ecology reviews 
and must approve local Shoreline Master Plans and all plans for major substantial development 
permits involving construction in waters of the state. 
 
Ecology also works to maintain water and sediment quality standards, such that listing of 
waterbodies or segments as impaired under section 303(d) of the Clean Water Act is unnecessary. 
They are responsible for developing and approving National Pollutant Discharge Elimination System 
(NPDES) permits for industrial and municipal discharges. Nonpoint source pollution is managed 
through a variety of state and local programs; Ecology has developed a nonpoint pollution plan that 
focuses on local land use activities. Finally, Ecology issues water quality consistency certifications 
under Section 401 of the Clean Water Act, which help ensure compliance with the law’s 
Antidegradation Policy (Ecology website, 2008).  
 
Washington State Department of Fish and Wildlife 
The Washington Department of Fish and Wildlife (WDFW) has authority over the management of 
the non-tribal commercial and recreational shellfish harvesting and fisheries. WDFW are co-
managers with tribal governments and collaborates on the management of commercial and 
recreational finfish and shellfish harvesting. WDFW also plays an important role in oil spill response, 
ballast water monitoring and Natural Resources Damage Assessments. The agency also protects 
natural resources from development through its Hydraulic Project Approval (HPA) process.  
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The State Legislature gave WDFW the responsibility of preserving, protecting, and perpetuating all 
fish and shellfish resources of the State. To assist in achieving that goal, the State Legislature in 1949 
passed a state law now known as the "Hydraulic Code" (Chapter 77.55 RCW). The law requires that 
any person, organization, or government agency wishing to conduct any construction activity that 
will use, divert, obstruct, or change the bed or flow of State waters must do so under the terms of a 
permit (called the Hydraulic Project Approval-HPA) issued by WDFW. The purpose of the permit is 
to address any damage or loss of fish and shellfish habitat which is considered to result in direct loss 
of fish and shellfish production (WDFW website, 2008).  
 
Washington State Parks and Recreation Commission 
The State Parks and Recreation Commission plays a vital role in educating the public regarding 
appropriate recreation. Washington State Parks manages the Birch Bay State Park to the north of 
Cherry Point Aquatic Reserve, and has an existing lease for aquatic lands offshore of the state park. 
Birch Bay State Park is a 194-acre camping park with 8,255 feet of saltwater shoreline on Birch Bay 
and 14,923 feet of freshwater shoreline on Terrell Creek. The park is rich in archeological 
significance and offers panoramic views of the Cascade Mountains and Canadian Gulf Islands. Birch 
Bay State Park is one of the largest recreational shellfish areas in the State. Birch Bay State Park is 
located justa outside of the Reserve boundary. 
 
Puget Sound Partnership 
In 2007, the Legislature established the Puget Sound Partnership. The Partnership is charged with 
developing an action agenda to restore the environmental health of Puget Sound by the year 2020. 
DNR is a member of the Ecosystem Coordination Board that advises the Partnership’s Leadership 
Council. In December 2008, the Partnership released the final Action Agenda. The Action Agenda 
includes the following recommendations related to the Cherry Point Aquatic Reserve:  
 
 Complete the management plan for the Cherry Point Aquatic Reserve. 
 Coordinate the plan with Whatcom County Cherry Point Management Area policies. 
 Protect high value habitat by developing a strategy to protect large intact marine and 

nearshore habitat. 
 Quantify impacts and strategically remove derelict fishing gear, starting with Cherry Point. 
 Continue efforts to manage industry at Cherry Point to minimize pollution. 
 Integrate and coordinate nearshore and marine protection and restoration efforts (e.g., 

pollution cleanup, Shoreline Master Program, Cherry Point Marine Managed Area) with 
watershed recovery efforts (e.g., Critical Areas Ordinances, Instream Flow Action Plan, 
Watershed Management Plan, Salmon Recovery Plan, MRC plans, Shellfish District 
Protection Plans). 

 Continue to work cooperatively with Canadian neighbors on transboundary water quality, 
water quantity, fish habitat, and flooding issues, specifically to recover Cherry Point herring. 
(PSP, 2008).  

 
Achieving many of the desired future conditions described in Chapter 6 of this plan will depend on 
funding and implementation of the state’s Puget Sound Action Agenda4

 

. DNR will continue to work 
with the Puget Sound Partnership and other cooperating agencies to implement the Action Agenda. 

Whatcom County 
                                                 
4 See Puget Sound Partnership Action Agenda: Table 1-1: Ecosystem recovery goals, desired outcomes and 
provisional indicators, page 14 – 16. Goals 4, 5, and 6 (December 1, 2008) 
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Whatcom County regulates upland and shoreline land uses within its jurisdiction. The Whatcom 
County Comprehensive Plan and the Whatcom County Shoreline Master Program, described on the 
next pages, are the key tools for managing land use. The county also manages its parks and 
recreational lands, transportation network, and other facilities. In addition, the county regulates 
clearing, grading, and construction activities and provides pollution control through their 
management of stormwater runoff and their regulation and inspection of onsite septic systems. 
 
Local Land Use Designations 
Currently, much of Whatcom County maintains a rural character, with large tracts of commercial forest 
lands and agricultural land used for pasture and commodity crops. Whatcom County population 
increased by 100 percent between 1950 and 1990 and was 184,300 in 2006. Continuing population 
increases in the county are projected to result in a transition to more residential, commercial and 
industrial uses. (Kyte et al, 1999; OFM, 2006).  
 
Between 1954 and 1971, three industries moved into the Cherry Point vicinity. In 1954, General 
Petroleum Corporation constructed an oil refinery near Cherry Point, which was subsequently managed 
as the Ferndale, Mobil, BP, and Tosco refinery. On September 17, 2001, the Tosco Company was 
bought by Phillips 66. On August 30, 2002, Phillips merged with Conoco, to become ConocoPhillips. 
In 1966, Intalco Aluminum built an aluminum smelter north of ConocoPhillips. The aluminum smelter 
now is owned by Alcoa-Intalco Works. In 1971 Atlantic Richfield Company (ARCO) constructed 
another oil refinery even further north, later selling it to British Petroleum (please see Appendix D: 
Existing Encumbrances and Applications , for further details on these facilities). This is the 
northernmost pier along the Cherry Point.  
 
Under the latest Comprehensive Growth Management Plan issued by Whatcom County, the uplands  
adjacent to the Cherry Point Aquatic Reserve are designated as Urban Growth Areas (UGA). An Urban 
Growth Area is an area that must include cities and other areas characterized by urban growth or 
adjacent to such areas, and are to be designed to accommodate the projected population growth for 
twenty years. Any growth that occurs outside these areas cannot be urban in nature. 
The county has designated two UGAs adjacent to the Reserve. The Cherry Point UGA, containing 
approximately 7,000 acres, is designated for future industrial development, and the Birch Bay UGA 
north of it is designated primarily for residential The existing industrial developments occupy about 
4,100 acres of the total Cherry Point industrial lands and may add a new 1,100-acre bulk commodities 
shipping port. On the average, land consumption at Cherry Point has been about 1,000 acres per 
facility, which includes sufficient land to avoid wetlands and provide buffer areas. Based on this 
consumption figure, Whatcom County concluded in their County Growth Management Plan (p. 2-52, 
2008) that there is only sufficient remaining land in the Cherry Point industrial area to support two 
additional industrial complexes similar to those presently located there. 
 
Whatcom County states that Cherry Point has special characteristics and regional significance for the 
siting of large industrial facilities. The County predicts that this demand will most likely result in the 
remaining undeveloped acreage being absorbed by the end of their 20 year planning period (Whatcom 
County, 2005). Characteristics that make Cherry Point attractive include the fact that since the 1960s, it 
has a history of operating as a major industrial area in Whatcom County. This has developed the 
infrastructure to support not only these industries, but future industries as well. Other attractive 
characteristics include:  
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 Shipping Access – Marine deep water access is present for shipping. This was a major 
consideration for the three major industries currently located at Cherry Point (Whatcom 
County 2008). 
 

 Rail Access – Burlington Northern has long served Whatcom County, and access is available 
to the Burlington Northern mainline serving western Washington from Blaine to Portland. 
Rail service is particularly important for many types of water borne commerce; for example, 
the BP refinery at Cherry Point uses the railroad to ship calcined coke to U.S. markets and to 
other port facilities for transshipment to foreign markets (Whatcom County 2008).   
 

 Proximity to Canada, Alaska and Foreign Ports – Cherry Point occupies a unique location 
for the siting of industry because of its close proximity to Canada and because of its shorter 
travel distance than other regional port facilities for shipping to Alaska and to other Pacific 
Rim locations. The Cherry Point industrial area benefits from proximity to Canada, as trade 
between the U.S. and Canada grows in response to the lifting of trade barriers under the Free 
Trade Agreement of 1989. An increase in vessel traffic is being noted through the Strait of 
Juan de Fuca, as vessels move towards Vancouver (VEAT, 2008). Marine terminals at 
Cherry Point could serve a portion of the potential growth in Canadian marine cargo 
(Whatcom County 2008).  
 

Whatcom County considers these industries a substantial part of the economic base of Whatcom 
County, with the region and the economic welfare of the county strongly tied to the health of these 
industries and their ability to flourish and expand as opportunities present themselves. The County 
has designated the area as “Heavy Impact Industrial” to support the requirements of heavy 
manufacturing uses that require water deep enough to accommodate large vessels (Kyte, et al 1999; 
Whatcom County, 2006).  This protects the area from incompatible uses that would prevent their 
ability to expand, particularly residential development (see Whatcom County Code Chapter 20.74, 
revised March 2008). Whatcom County has also developed a policy for Cherry Point which will limit 
the number of future piers (see page 2-55, Policy 2BB-10, of the June 2008 Comprehensive Plan for 
further information).  
 
County Shoreline Master Program 
For purposes of local shoreline planning, Whatcom County places Cherry Point in the Birch Bay 
Watershed Management Unit (WMU), a 31 square mile coastal watershed between Drayton Harbor 
and Lummi Bay. It includes the marine shoreline from the north end of Semiahmoo Peninsula, and 
includes Birch Point, Neptune Beach, Birch Bay State Park, Point Whitehorn, and Cherry Point. The 
WMU extends inland to the City of Ferndale, and includes Lake Terrell and Terrell Creek. The Birch 
Bay and Cherry Point UGA make up a significant percentage of the watershed. 
 
Shorelines of the state include the marine shoreline, the lower 3.1 miles of Terrell Creek and Lake 
Terrell. The marine shoreline from Birch Point to Point Whitehorn is also shoreline of statewide 
significance. To plan for and manage these shorelines, Whatcom County submitted their updated 
SMP in 2007, and under Whatcom County Code (WCC) 23.100.17, zoned and adopted the Cherry 
Point Management Area. Whatcom County’s authority under the SMP includes protecting critical 
areas located within shorelines, such as riparian vegetation, saltmarsh, eelgrass beds, salmon 
migratory corridors, and pocket estuaries. This plan has been accepted by the Department of 
Ecology.  
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According to Whatcom County (WCC 23.100.17.A.1) the Cherry Point Management Area can be 
described as follows: 
 

The purpose of the Cherry Point Management Area is to provide a regulatory 
framework which recognizes and balances the special port, industrial and natural 
resource needs associated with the development of this marine 
resource…Washington State natural resource agencies and Whatcom County have 
identified certain portions of the Cherry Point Management Area as providing 
herring spawning habitat that warrant special consideration due to their importance 
to regional fisheries and other elements of the aquatic environment…Development 
of the Cherry Point Major Port/Industrial Area will accommodate uses that require 
marine access for marine cargo transfer, including oil and other materials. For this 
reason, water-dependent terminal facilities are encouraged as the preferred use in the 
Cherry Point Management Area. Due to the environmental sensitivity of the area, it 
is the policy of Whatcom County to limit the number of piers to one (1) pier, in 
addition to those in operation or approved as of January 1, 1998 (p. 181). 

 
Paragraph (d) of WCC.23.100.100.17.A.1 describes how Whatcom County: 
 

 “…should consider participation with local, state, and federal agencies, tribal governments 
and other stakeholders in the development of a plan to address integrated management of the 
uplands and public aquatic lands within the Cherry Point Management Area. The 
development of such a plan could provide a forum and process for addressing aquatic 
resources by all stakeholders. Elements of the plan could be adopted as future amendments to 
this Program as appropriate.” 

 
The facilities located at Cherry Point have already provided important resource monitoring data and 
will play an important role in plan implementation. Maintaining partnerships with existing facilities 
will be important for implementing many potential management activities. 
 
Figure 3: Whatcom County Zoning 
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Point Whitehorn Park 
Opened to the public in the summer of 2008, the 51-acre Point Whitehorn Park focuses on the site’s 
abundant natural attributes comprised of wildlife, forests, bluffs, natural shoreline and magnificent 
views of the San Juan Islands.  A joint project between the Whatcom Land Trust and Whatcom 
County, the site provides parking and walking trails to wetlands, overlooks and over one third of a 
mile of beach along the Strait of Georgia.  Point Whitehorn Marine Park is envisioned to be the first 
phase of a larger regional park at this site (Whatcom County, personal communication, 2008). 
 
History of Land Use at Cherry Point 
The following timeline provides a chronological summary of major construction events, land use 
decisions and proposals, fisheries management decisions, and selected dates of laws and rules with 
specific importance at Cherry Point.   
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Table 1 Timeline of Major Events at Cherry Point 
 

Date Event Type 
 Time 
Immemorial 

 Ceremonial, subsistence, and commercial harvest of finfish and shellfish and other 
commerce by Native American Indians 

Tribal Law 

1855 Treaty of Point Elliot signed Federal/Tribal Law 
1889 Washington Statehood Federal/State Law 
1954 The General Petroleum Corporation begins operation of the Ferndale refinery, pier, and 

outfall.   
Major construction 

1966 The Intalco Aluminum Corporation builds a second pier and outfall at Cherry Point.   Major construction 
1971 The ARCO refinery constructs a third pier and outfall at Cherry Point now owned by British 

Petroleum.  
Major construction 

1971 Washington’s Shoreline Management Act was enacted.   State law 
1972 Federal Water Pollution Control Act is enacted.   Federal law 
1974 State herring sac roe fishery is opened. Fishery management 
1975 Whatcom County Water District Number Eight constructs a secondary wastewater effluent 

outfall at Point Whitehorn.5

Major construction 
   

1976 First Shoreline Management Program adopted designating Cherry Point uplands as a 
“conservancy,” shoreline allowing water-dependent industrial use of the shoreline as an 
outright permitted use and recognizing the state and local importance of such uses at 
Cherry Point.   

Land use 

1976 Final Decision of United States v. Washington (384 F. Supp. 312, 377 [W.D. Wash. 1974], 
aff’d, 520 F.2d 676 [9th Cir. 1975], cert. Denied, 423 U.S. 1086 [1976]) 

Federal/State/Tribal Law 

1976 Chicago Bridge and Iron (CBI) proposes to build offshore oil drilling rigs at Cherry Point.   Land use 
1977 Whatcom County “Interim Zoning” adopted identifying Cherry Point as an industrial area. Land use 
1977 Federal Clean Water Act is enacted, by amending the 1972 Water Pollution Control Act.  Federal law 
1979 Cherry Point-Ferndale Subarea Plan adopted by Whatcom County designating Cherry Point 

for industrial use. 
Land use 

1981 Whatcom County updates the “Official Zoning Map” re-affirming Cherry Point as an 
industrial area. Ordinance No. 81-99 

Land use 

1982 State herring sac roe fishery permanently closed. Fishery management 
1982 CBI’s proposal to build oil drilling rigs is ended by governor’s veto of legislation that would 

have exempted CBI from provisions of the Shoreline Management Act.   
Land use 

1983 Kiewit proposes to build offshore oil drilling rigs on the Cherry Point uplands Land use 
1984 Kiewit’s permits denied by Ecology and DFW Land use 
1987 State herring spawn-on-kelp fishery are opened. Fishery management 
1992 Joseph Schecter proposes to build the Cherry Point Industrial Park (CPIP), including a 

shipping pier. 
Land use 

1992 SSA proposes to build the Gateway Pacific Terminal (GPT) pier at Cherry Point.    Land use 
1995 Letter from Commissioner of Public Lands states that DNR will consider at most one 

additional pier at Cherry Point.6

Land use 
  

1996 State herring spawn-on-kelp fishery is closed.  Fishery management 
1996 State sediment management standards become effective.7 State rule  

1996 Northwest Sea Farms v. U.S. Army Corps of Engineers, 931 F.Supp. 1515 (WD Federal Law 
                                                 
5 The operator of this outfall is now the Birch Bay Water and Sewer District.   
6 The letter, dated October 5, 1995, was written by then-commissioner Jennifer Belcher to Tim Winn, District 
Engineer, US Army Corps of Engineers.  Copies filed in CPIP Negotiations with DNR file.   
7 State sediment management standards are codified at WAC 173-204.  They are administered by Ecology.   
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Date Event Type 
WA 1996) 

1998 The 1992 CPIP proposal is abandoned; legally they have a shoreline permit until the county 
rescinds the permit. 

Land use 

1998 Executive Order 13084 issued by the White House, Consultation and Coordination with 
Indian Tribal Governments 

Federal Law 

1998 Whatcom County and Washington State adopt the 1998 Shoreline Program Update 
designating the Cherry Point Management Area – re-affirming the use of the reach for 
water-dependent industrial uses. 

Land use 

1999 NMFS accepts petition to list 18 species of marine fish under ESA, including all Puget 
Sound Herring. 

Legal 

2000 Second wing is added to the ARCO pier. Major construction 
2000 National Marine Fisheries Service (NMFS) decides Cherry Point herring do not merit listing 

under the federal Endangered Species Act.8

Fishery management, 
federal law    

2000 Ocean Advocates et al sues Corps for granting ARCO/BP permit for refinery dock 
expansion w/o EIS or consideration of Magnuson restrictions 

Legal 

2000 Commissioner’s Order establishes Cherry Point as an aquatic reserve Land Use/Order 
2001 Washington Department of Health re-opened 1.5 miles of beaches around Pt. Whitehorn 

previously closed to recreational shellfishing, reducing the closure zone from 2,640 feet to 
1,380 feet.  

Land Use 

2001 DNR applies Interim Guidance to Cherry Point Aquatic Reserve Land Use 
2002 New leases are issued for Intalco/Alcoa pier and wastewater outfall.  Land use 
2002 Birch Bay Water and Sewer District withdraws its proposal for wholesale service to Blaine, 

who has chosen to construct reclaimed water plant instead. 
Land use 

2003 Williams Pipeline (also known as Georgia Strait Crossing) proposes placement of a natural 
gas pipeline across the Cherry Point Withdrawn Area.  Proposal later withdrawn. 

Land use 

2003 The Cherry Point Withdrawn Area scheduled for review, determining whether the area will 
remain an aquatic reserve. 

Land use 

2005 The authorization for the Birch Bay Water and Sewer District outfall expires.  DNR 
postpones the application. 

Land use 

2006 ConocoPhillips lease is renewed with DNR Land use 
2007 Cherry Point BP lease is modified by DNR to accommodate required spill control structures Land use 
2007 Whatcom County adopts updated Shoreline Master Program including protection of 

shoreline critical areas 
Land use 

2008 Trillium sells large parcel west of BP facility to BP Land use 
2008 Whatcom County Parks purchase of Trust lands Land use 
2009 Birch Bay Water and Sewer District receives a 30-year easement for the Birch Bay outfall  Land Use 

                                                 
8 The notice, Endangered and Threatened Species: Puget Sound Populations of Copper Rockfish, Quillback 
Rockfish, Brown Rockfish, and Pacific Herring, Notice of determination of status review was published in the 
Federal Register, Volume 66, Number 64, April 3, 2001, pp. 17659 – 17668.   
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3. Resource Characterization  
 
Site Characterization 
This section provides an overview of the environmental and natural resource characteristics for the 
Cherry Point Aquatic Reserve and adjacent areas. Understanding the processes and functions at 
Cherry Point and their relationship to the larger ecosystem and species interactions provides a 
foundation for development of management actions. A more detailed analysis is found in Appendix A. 
 
Geographic Description 
Cherry Point is located on the western shores of Whatcom County, located on the Strait of Georgia 
(see Figure 4, page 96). Washington’s marine ecosystems can be divided into three primary systems - 
the Columbia River Littoral Cell, the Olympic Coast, and the Puget Sound. The Cherry Point Aquatic 
Reserve is located within the Puget Sound biogeographic region, a region delineated as the marine 
waters of Washington to the east entrance to the Strait of Juan de Fuca. This biogeographic region 
can be further subdivided into nine subregions or basins; the reserve is in the southeastern portion of 
the Georgia Strait Basin (Georgia Basin). 
 
Ecosystem Description 
Geomorphic characteristics of the Whatcom County shoreline include glacial sediments, limited sea 
level rise, moderate tidal range, considerable wave exposure, rock strewn cobbly beaches with  
moderate to high backshore bluffs. Because of its combination of exposure, fetch, and glacial 
makeup, Cherry Point has a unique beach type of large coggle/boulders with lower areas of mixed 
sand and pebble infill. Seasonal changes in wave energy create a highly diverse and productive 
nearshore (Mumford, pers. Comm.) The proximity of Cherry Point to Georgia Strait sets it apart from 
many other locations in the Northwest corner of Washington. The Strait of Georgia is distinctly 
different from Puget Sound, influenced to a higher degree by the Pacific Ocean and the Fraser River, 
resulting in different biodiversity. Many oceanic species are relatively common in the Strait of 
Georgia, compared to the Puget Sound estuary (Whatcom County 2006).  The site is also distinctive 
for its bathymetry with water depths reaching more than 70 feet just offshore (see Figure 5, page 97). 
 
Diverse habitats found at the Cherry Point Aquatic Reserve include:  the cobble-boulder beaches, 
mixed fine to sandy intertidal areas that steeply slope to deepwater, mixed macroalgae, kelp and 
eelgrass beds. The shoreline provides critical rearing and migratory habitat for juvenile salmonids. A 
salt marsh and two small streams discharge into the reserve. Terrell Creek discharges just north of the 
reserve into a pocket estuary that supports juvenile salmonids (Whatcom County Shoreline 
Characterization Inventory 2006). The Birch Bay Great Blue Heron colony is located on the creek 
upland of the reserve. The shoreline above the reserve contains a relatively high amount of intact 
riparian vegetation that supports the health of the reserve, including: contributing large woody debris, 
nutrients and insects; providing slope stability, moderating temperature, and protecting water quality.  
Moderate to tall, eroding bluffs above the reserve feed sand and gravel to the beaches. The Fraser 
River and Nooksack River (located outside the reserve) also provide sources of fine sediment to the 
reserve, creating a habitat conducive to supporting submerged vegetation and forage fish, including 
Pacific herring (Center for Biological Diversity et al, 2004). Drift cells, which describe the 
movement of beach sediment by wind-driven wave forces along the shoreline, are an important 
shoreline component at the reserve. Three drift cells characterize the net shore-drift at Cherry Point; 
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they are shown in Figure 6, page 99.  
 
Flora and Fauna 
The reserve contains a high diversity of algal species which are an important component of nearshore 
primary production rates (Nybakken 2001). Submerged aquatic vegetation at Cherry Point is shown 
in Figure 7. Marine algae supports salmon, forage fish, groundfish, Dungeness crab, and other 
invertebrates important to the food web that supports many wildlife species, such as resident and 
migratory birds, and marine mammals. Eelgrass beds include both native and non-native species. 
Bladed kelps, such as Saccharina latissima and Costaria costata, filamentous brown algae such as 
Desmarestia spp., and a variety of red foliose and filamentous algae dominate the macroalgae 
community. Mixed eelgrass and Sargassum extend along much of the shoreline, with sparse kelp 
(Nereocystis) beds beginning to appear near Point Whitehorn. Sargassum is a non-native lower 
intertidal/subtidal floating brown alga (not a kelp), that herring often spawn upon (Pentilla 2001). It 
is notable that the distribution of Sargassum along the reserve and Birch Bay is restricted primarily to 
the lower intertidal zone, while elsewhere in Puget Sound its distribution is mostly within the 
subtidal zone. 
 
Numerous species of salmon and trout have historically been, or are currently found in the nearshore 
environment at Cherry Point and Birch Bay, including: pink salmon (Onchorynchus gorbuscha); 
chum (O. keta), coho (O. kisutch), Chinook (O. tshawytsha), and sockeye (O. nerka). The nearshore 
is designated as habitat for the following salmon species listed under the federal Endangered Species 
Act: Puget Sound Chinook salmon, Nooksack Coastal Cutthroat, and Puget Sound Bull Trout, and 
Puget Sound Stealhead. The Cherry Point nearshore is also used by char and cutthroat tagged in 
British Columbia (Ptlomey, R. pers. comm.)  
 
The Puget Sound Evolutionary Significant Unit (ESU) for Chinook salmon includes the Cherry Point 
site and major waterbodies (see Figure 8, page 108). The Puget Sound Chinook ESU was listed as 
federally threatened in March of 1999 and includes runs from the North Fork Nooksack River in 
northeast Puget Sound to the southern Puget Sound watersheds, Hood Canal and the Strait of Juan de 
Fuca. The Puget Sound Chinook is estimated to be at only ten percent of historic numbers. There are 
two independent populations of Puget Sound Chinook salmon in the Nooksack basin: North Fork 
Nooksack River (including Middle Fork), and South Fork Nooksack River. These salmon are 
distinctive from Chinook salmon in the rest of Puget Sound in their genetic attributes, life history, 
and habitat characteristics. They are the only populations in the Strait of Georgia region, and they are 
two of only six Chinook runs left in Puget Sound that return to their rivers in spring (as opposed to 
fall spawners). For these reasons, the Nooksack populations are considered to be essential to the 
recovery of the Puget Sound Chinook ESU (Puget Sound TRT 2006). Georgia Strait/Puget Sound 
coho are also in decline, listed as a federal species of concern. 
 
Three species of forage fish use the Cherry Point Aquatic Reserve: surf smelt (Hypomesus pretiosus), 
northern anchovy (Engraulis mordax), and Pacific herring (Clupea pallasii). See Figure 9, page 109 
depicting known spawning locations. Surf smelt spawn in the upper intertidal zones of the aquatic 
reserve during the summer months. They are an important food source for seabirds and a variety of 
fish, including salmon. Northern anchovy spawn from May to September; spawning has been 
documented from Semiahmoo Bay to Bellingham Bay, including within the reserve. 
 
The area between the south shore of Birch Bay south to Neptune Beach, which is included in the 
reserve, is one of the most important Pacific herring areas in Washington State.  This area serves as 
the “core” region of spawn deposition for the largest single herring spawning stock in Washington 
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waters, a stock that historically provided spawning habitat for more than 50 percent of the entire 
herring population of Puget Sound and the Strait of Juan de Fuca. The Cherry Point herring stock 
was estimated at a peak of 15,000 tons in the early 1970’s.  This population has been declining since 
the late 1970s and although recent surveys suggest the population may have stabilized at 
approximately 1,000 tons of escapement, the stock status has been downgraded to ‘critical’ meaning 
that permanent damage to the stock is likely or has already occurred (Stick, personal 
communication). Figure 10, page 111, graphs Cherry Point herring spring biomass and fishery 
landings between 1973 -2008. The Cherry Point stock has historically spawned from the Canadian 
border to Hale Passage (see Figure 11, page 113), but in recent years the primary spawning grounds 
has been substantially smaller (EVS 1999). Despite continuing declines in the stock, spawn 
deposition intensity and frequency in the Cherry Point area has been maintained and spawn surveys 
encounter ‘medium’ or ‘heavy’ spawn deposits more commonly in the Cherry Point area than 
anywhere else in Puget Sound (Penttilla 1994).  
 
Herring spawn is deposited on eelgrass and more than 25 species of rock-dwelling marine algae 
found between about +3 feet MLLW to the lower limit of algal growth at around –10 ft (Penttila 
1994). Spawn is most frequently found on Zostera marina (native eelgrass), Gracilaria, Laminaria, 
Saccharina, Sargassum, and Botryoglossum (Penttila, personal communication). Eelgrass beds are 
found along the sand bars in southern Birch Bay and are then interspersed with a diverse algal 
community from Point Whitehorn to Neptune Beach. Pacific herring that lay demersal eggs upon the 
vegetation during the winter and spring months have used these habitats extensively. In addition to 
suitable spawning grounds, herring also need pre-spawn holding areas, which allow adults to 
congregate approximately three to four weeks prior to spawning. The pre-spawn holding area for 
Cherry Point herring is located along the Whatcom County shoreline between Birch Bay and Sandy 
Point, and includes the aquatic reserve (see Figure 11, page 113).  
 
Recent studies have suggested that the Cherry Point Pacific herring stock is genetically distinct from 
other Washington and British Columbia stocks (Beacham et al. 2002; Small et al. 2005, Mitchell 
2006). Unlike other Pacific herring populations found in Puget Sound, the Cherry Point herring 
spawn in open, high energy shoreline areas (O’Toole et al. 2000). Furthermore, while other stocks 
spawn between early January and early April, the Cherry Point herring spawn from early April 
through June (see Figure 12, page 113 documented and peak spawning times). Research provides a 
preliminary indication that the Cherry Point herring may have evolved a tolerance for warmer water 
than other regional herring due to their late spawning time (Dinnel 2008). If so, these genes would be 
important to ensuring species resilience and adaptation to climate change. Conservation of herring 
spawning habitat and minimizing disturbance in the pre-spawning holding areas is key to the 
preservation of the herring stocks inside Puget Sound (WDFW, 2009).  
 
Groundfish that utilize Cherry Point include: Dover sole (Microstomus pacificus), English sole 
(Parophrys vetulus), rock soles (Lepidopsetta bilineata), starry flounder (Platychythus stellatus), and 
Pacific and speckled sanddabs (Citharichthys sordidus and C. stigmaeus, respectively) (Palsson, pers. 
Comm.). Occasionally adult butter sole (Isopsetta isolepsis) have been found, along with lingcod 
(Ophiodon elongatus) (Whatcom County MRC, 2009). During the juvenile phase of their lives, many 
species of groundfish, such as lingcod and rockfish, use submerged aquatic vegetation for feeding, 
refuge from predators, and nursery grounds (Mumford, 2007). Many rockfish species in Puget Sound 
are in decline due to such factors as overfishing, derelict gear, water quality degradation, and food 
web interactions (Washington State Department of Fish and Wildlife, 2009). NOAA’s Fisheries 
Service recently listed three populations of rockfish in Washington’s Georgia Basin for protection under 
the Endangered Species Act. The populations of two of the rockfish species – canary and yelloweye – 
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have been designated as “threatened” and a third rockfish species – bocaccio – as “endangered.” 
 
Cherry Point is considered one of 18 significant bird habitats in the Strait of Juan de Fuca and 
Georgia Strait (Wahl et al. 1981), attracting Surf Scoters, grebes, loons, and other fish-eating birds 
and migratory waterfowl. The area between Sandy Point and Point Whitehorn provides year-round 
habitat for high numbers of fish-eating loons, grebes, alcids, and diving ducks. It is an important 
wintering ground for migratory birds, including Brant, Harlequin Duck, loons, and Surf Scoters. 
Marbled Murrelet, listed as threatened under the ESA, have been documented at Cherry Point, likely 
foraging on herring.The site also supports Peregrine Falcon, Bald Eagle, and Great Blue Heron.  
Historically, birders observed flocks of up to 25,000 scoters, Pacific Loons, gulls, murres and other 
species that come to feed on forage fish and eggs (Audubon, 2009). Surveys conducted in the last 
several years indicate that more than 14 of the 37 most common over-wintering species in the Strait 
of Georgia are experiencing significant declines. For Cherry Point, a 79 percent decline in species 
was documented. Studies of the role of herring spawn in movements and energetics of scoters have 
resulted in the finding that spawn at Cherry Point is used by Surf Scoters to acquire reserves for 
migration and breeding (Anderson et al 2009). Concurrent with declines in spawning herring 
biomass, numbers of scoters foraging on spawn at Cherry Point have declined from about 60,000 to 
6,000 for the period 1980-1999 (Nysewander, unpublished data). During spring migration of Surf 
Scoters in late April to May, no feeding opportunities equivalent to historical levels of spawn at 
Cherry Point are known to exist in the Puget Sound-Georgia Basin.  
 
One of the Pacific Northwest’s largest Great Blue Heron rookeries is located north of the aquatic 
reserve, along Terrell Creek; it supports more than 300 breeding pairs. Heron forage along marine 
shorelines, the intertidal zone, wetlands and riparian areas of the aquatic reserve.  Migratory and 
wintering eagles are found in seasonally high numbers along the Reserve’s shoreline (Eissinger 
1994).   Peregrine Falcons are also thought to use Cherry Point for foraging habitat (Hayes and 
Buchanan 2002).  
 
Marine mammals that may use the Reserve based on their presence in the southeast Strait of Georgia 
include: harbor seals, Pacific harbor porpoise, Dall’s porpoise, Stellar sea lions, California sea lions, 
Gray whales, the Southern Resident Killer Whale, and humpback whale (Calambokidis and Baird 
1994, Falcone et al. 2005). Seals use the Cherry Point shoreline for foraging and haulout. ( See 
Figures 13 -15 for additional information on marine mammal distribution). The Southern Resident 
Killer Whale is listed endangered under the Endangered Species Act. Prey availability, 
environmental contaminants, impacts from vessels, noise, oil spills, and disease are the key stressors 
for Southern Resident Killer Whales. Salmon, groundfish, and herring are key prey for Southern 
Resident Killer Whales.  
A number of benthic invertebrates, clams, cockles, crabs, shrimp, snails and marine worms are found 
in the Cherry Point Aquatic Reserve, many serve as prey for birds, fish and mammals.  Dungeness 
crabs are found at Cherry Point and are important recreationally and commercially. Dungeness crabs 
are an important predator and prey organism at all life stages, their pelagic larvae are preyed upon by 
copper rockfish, coho and Chinook salmon, halibut, dogfish, hake, and lingcod.  Many invertebrate 
species observed at Cherry Point include species that rely partially upon herring in their diet. 
Examples include, amphipod (Anisogammarus pugetensis), the ochre sea star (Pisaster ochraceus), 
and unspecified sea anemones.  
 
Non-native Fauna and Flora 
The composition of non-native organisms established at Cherry Point has not been adequately 
characterized. Two speices of non-native marine vegetation were identified at Cherry Point as part of 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            25 
 

an inventory of submerged aquatic vegetation: the Japanese brown alga, Sargassum muticum, which 
has widespread distribution along Cherry Point, and the eelgrass Zostera japonica, which has been 
documented in numerous patches from Birch Bay to south of Gulf Road (Fairbanks et al, 2005). 
 
As a major shipping port, the Cherry Point industries receive most of their vessel traffic from ports in 
Alaska, and California with additional vessel visits from Pacific Northwest ports, as well as, some 
Asian and Australian ports. Ballast and fouling organisms arriving with visiting vessels represent a 
potential invasion vector for numerous species. The EPA has identified ballast water as one of the 
most “universal and ubiquitous vectors” for the transport and discharge of non-native species in 
marine and coastal areas (2008). 
 
Current Conditions 
A number of species that occur within the Cherry Point Aquatic Reserve have shown signs of decline 
in the past, or are still in decline. Cherry Point herring stocks have been vastly reduced, which is 
likely affecting the health of other species at Cherry Point, such as birds and salmon. Non-
indingenous submerged aquatic vegetation has found a foothold in the nearshore and is displacing 
certain types of native algae. The causes of species decline in and around the Cherry Point Aquatic 
Reserve have not been well studied or understood. Know threats to Rreserve resources are described 
in the next section. Addressing uncertainties related to species decline is a priority within the plan. 
 
The water quality and ecological conditions at the Cherry Point Aquatic Reserve are affected by 
immediate and adjacent land use and in-water activities, the Georgia Strait, the Fraser and Nooksack 
Rivers, and the general climatic conditions of northwest Washington. In-water development directly 
adjacent or abutting the Cherry Point Aquatic Reserve includes three large piers supporting major 
industrial facilities (EVS 1999) and one municipal outfall. The majority of the adjacent shorelines are 
undeveloped and unarmored with intact riparian vegetation (Figure 16, page 133).  There are no 
recreational overwater structures or mooring buoys located within the Aquatic Reserve.  A small 
amount of fill located on private tidelands provides footings for the two southern piers. The footings 
extend into the intertidal and are heavily armored with rip rap and likely intercept sediment within 
the drift cell during high tide cycles (DNR 2001). Armoring also occurs along the shoreline at Gulf 
Road, as well as, residential bulkheads located at Point Whitehorn. Loss of submerged aquatic 
vegetation has likely occurred from overwater structures, and may be limited to the vicinity of such 
stuctures, but this has not been well studied at the site. A study of the Arco pier found that shading 
from the pier appears to limit the growth of marine vegetation (Shapiro & Associates, 1994). The 
extent of the impacts of the three facilities would depend on the height of the structure and its 
orientation, bathymetry of the site, as well as the substrate below them.  
 
Impervious surfaces are overall relatively low in the watershed that drains into the Reserve (Figure 
20, page 151). Stormwater runoff is generated from industrial piers, buildings, roads, and upland 
residential development located directly adjacent to the Reserve. Some residential properties use 
tightlines to pipe stormwater over bluffs onto the beach. All industrial facilities at Cherry Point have 
National Pollutant Discharge Elimination System (NPDES) permits to discharge effluents into the 
Reserve. Another facility permitted to discharge into the reserve is the Birch Bay Sewage Treatment 
Plant. Together, these outfalls contribute millions of gallons of water and runoff into this part of 
Georgia Strait. While initial testing indicated presence of certain potentially historical contaminants 
at the Alcoa Intalco site, current work by state agencies, as addressed in recent NPDES permits, 
indicate improvements (Ecology 2007). In general, chemical concentrations in receiving waters and 
sediment at Cherry Point are relatively low, compared with other locations. Sediment studies 
performed in the last decade detected contaminants at all three industrial facilities, but levels were 
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not at concentrations sufficient for listing under Ecology’s 303(d) list or the imposition of “sediment 
impact zones”. Contaminants include Polyaromatic Hydrocarbons around discharge locations, 
contaminants were also detected in sediment adjacent to creosote pilings. Contaminated sediment in 
the area of the Alcoa pier has been traced to historical spills or releases from the aluminum smelter. 
 
Legacy sources of contamination from historic, unregulated industrial waste disposal are likely to 
exist on uplands adjacent to the Reserve. Ecology is concerned about the TreOil Industries Limited 
site at 4242 Aldergrove Road; contaminants such as pulp and paper manufacturing by-products have 
leached into the groundwater which later discharge into Puget Sound (see Figure 20, 151). Ecology 
has identified the site as potentially hazardous to human health and the environment, and it is ranked 
number two on their list of hazardous sites awaiting cleanup (Ecology 2008). Ecology notes the 
potential of this site to be contributing to herring mortality through groundwater transport to the 
nearshore (Marshall, pers. Comm.).  
 
Marine vessel traffic is extensive in the Strait of Georgia in the vicinity of the Reserve. Cherry Point 
contains the largest refineries in Washington State; over half of all the crude and refined oil and 
petroleum products are loaded and offloaded here. Also present is the Alcoa-Intalco aluminum 
facility and a proposal for a fourth pier. Numbers are not available regarding current vessel traffic 
into the Reserve. This information will be collected during plan implementation to inform 
management actions related to dock operations and traffic risk mitigation strategies. Vessel traffic 
patterns in Puget Sound are tracked by Ecology (see Appendix B). Ecology has also begun tracking 
oil spills over 150 gallons at Cherry Point. Between December 1997 and June 2008, there have been 
seven spills (see Appendix B).  
 
Airborne pollution at Cherry Point is considerable, but the potential effect of atmospheric deposition 
on aquatic ecosystems is unknown. The primary sources of emissions affecting the proposal are 
vessel traffic and stationary sources. In the larger Georgia Basin (where the Cherry Point Aquatic 
Reserve is located), marine vessels account for 22 percent of nitrogen dioxide emissions, with light-
duty vehicles responsible for 23 percent. Marine vessels are the largest single source of sulfur 
dioxide in the airshed, emitting 33 percent of emissions. Agriculture is the dominant source of 
particulate matter, along with space heating. Whatcom County has just 7 percent of the entire 
population in the Georgia Basin, but also has several major industries, contributing 29 percent of 
thesmog-forming emissions.  
 
The Northwest Clean Air Agency (NWCAA) monitors Whatcom, Skagit and Island counties and 
produces annual emission inventories from large stationary industrial facilities within its jurisdiction, 
including facilities located within the Cherry Point site. The NWCAA reports  that for Whatcom 
County in 2004 and 2005, the primary stationary sources of particulate matter, sulfur dioxide, 
nitrogen dioxide, volatile organic compounds, and carbon monoxide were the industrial facilities 
located at Cherry Point: Alcoa Primary Metals (Intalco), BP West Coast Products, and 
ConocoPhillips (NWCAA, 2006). 
 
These facilities at Cherry Point contributed an average of 92 percent of all monitored industrial air 
pollutants from stationary sources in Whatcom County in 2005 and 2006. Results of monitoring 
showed that four of the five monitored pollutants decreased between 2004 and 2006 (NWCAA, 
2004, 2005, and 2006). The county is currently in attainment (meeting requirements) under EPA 
standards set forward by the Clean Air Act and administered by the NWCAA. 
 
Public recreational activities such as boating, fishing, shellfish harvesting, swimming, and beach 
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walking are popular at Cherry Point. Disturbance to the beach by recreational shellfish digging is 
altering the ecosystem in several areas of the Cherry Point Aquatic Reserve (Kyte, 2007). Public and 
private property has been impacted, including the shoreline from Point Whitehorn to south of Gulf 
Road. Area scientists believe the direct and indirect impacts from shellfish digging activity are 
significant to herring and shellfish reproduction. The impact is primarily in boulder and cobble 
substrates where a relatively small number of recreational shellfish harvesters do not refill holes as 
required by WDFW regulations. The mounded material dug from the hole is not typically restored by 
tidal and wave action, resulting in permanent alteration to beach and intertidal habitat.  
 
Other recreational activities that may impact habitat and wildlife in the area include disturbance of 
birds and marine mammals by dogs and human activities. Beach fires are reducing habitat and 
threaten riparian areas. Trampling of sensitive vegetation can result in impacts to sea grasses and 
algae. As public access increases, these issues could be amplified. There is a need for public 
education and outreach regarding the sensitive nature of many of the systems and resources along 
Cherry Point. 
 
Offshore areas have traditionally been used for tribal commercial, ceremonial, and subsistence 
harvest of numerous species including salmon, herring, Dungeness crab, and bottomfish using a 
variety of methods, including gillnets, setlines, trawl, and purse seine and crab pots. Valuable natural 
resources continue to play an important role in the local and tribal communities. Docks and other 
hardened structures may impact currents and tidal action and preclude and/or interfere with the 
exercise of tribal treaty rights to fish in this area.  
 
Potential Future Impacts  
The Cherry Point Workgroup identified the following known and potential  threats to Cherry Point 
natural resources: shoreline modification, including overwater structures, loss of riparian vegetation, 
armoring, and derelict gear; pollution from groundwater contamination, stormwater runoff, point 
discharges, and air deposition; disturbance from recreational activities; artificial light and excessive 
intermittent sound; vessel traffic, including oil spills; ballast water and invasive species; and habitat 
impacts due to climate change. The Technical Advisory Committee (TAC) earlier identified a 
number of threats to the aquatic reserve, including impacts of fill and pilings associated with the 
piers, industries and the expanding threat posed by residential development along the northern and 
southern boundaries of the reserve. A detailed description of risks to the aquatic habitats and species 
of the Cherry Point Aquatic Reserve is provided in Appendix B. 
 
Shoreline Modifications 
Construction of the new pier or expansion of existing overwater structures could degrade shoreline 
ecological processes, habitats and species proposed for conservation. Depending on the location, 
design, level of use, and management, overwater structures may have a significant impact on 
ecosystems and species. Of particular concern are the potential impacts of additional shoreline 
modifications, such as, how the new pier will affect juvenile salmon rearing, migration corridors, 
herring spawning and pre-spawn holding habitat (Settlement Agreement, 1999).  Construction of new 
recreational overstructures is unlikely, given the severe weather conditions in the area. 
 
Shading is a primary concern, as the reduction of light available for photosynthesis for aquatic 
vegetation can impact habitat structure, complexity, and the surrounding food web.  Nighttime 
attraction to artificial lighting by certain fish species, including salmon, and congregations of salmon 
predators, is of particular concern. Wave shading from pilings and other inwater structures may disrupt 
water flow patterns, energy and sediment flow. Propeller wash could result in physical habitat 
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alterations. Impacts to water quality from increased impervious surface runoff, ballast water and waste 
discharges, fuel spills, hydraulic fluid spills, material spills, and other activities associated with 
overwater structures may directly and indirectly impact aquatic flora and fauna (Nightingale and 
Simenstad 2001). The potential adverse impacts of light, noise, shading, and vessel traffic on Cherry 
Point herring spawning, prespawn holding behavior, and preferred migratory corridors have not been 
well studied; research on these issues is a priority and is addressed further in the management actions. 
 
Additional shoreline armoring, fill,  land clearing associated with industrial, residential, recreational 
land use and activities have the potential to adversely impact riparian and submerged vegetation and 
bluff habitats, leading to loss of habitat functions. Removal of native riparian vegetation can impair 
water quality, reduce recruitment of large woody material and terrestrial insects that serve as salmon 
prey, affect sediment transport processes by either accelerating or limiting input, and increase erosion. 
Construction of new hard shoreline armoring in residential areas, or to support the new pier could 
result in similar impacts, such as, interrupting sediment transport processes that sustain habitats, 
modifying intertidal slopes and substrates, and removing aquatic and riparian vegetation. As a result, 
degradation of habitats used by forage fish, salmon, Dungeness crabs, groundfish and other fish and 
wildlife species could occur.  Figure 16, page 133, shows the current shoreling armoring at Cherry 
Point.   
 
Water and Sediment Quality  
Increases in stormwater runoff from impervious surfaces can alter biotic communities that have 
adapted to the salinity regime, as well as, carry pollutants into the reserve. Increases in contaminants 
could include: excess fertilizers, herbicides, and insecticides from residential areas; oil, grease, 
metals, and toxic chemicals from road and commercial facilities; soil from erosion on construction 
sites and eroding bluffs due to drainage problems on residential properties; bacteria and nutrients 
from pet wastes, and faulty septic systems. Unless the Treiol site is cleaned up, it will likely continue 
to contaminate groundwater that may be entering the reserve and contributing to herring mortality. 
 
Buildout of residential and industrial uses at Cherry Point are likely to increase stormwater and 
municipal wastewater discharges. Increases in industrial, municipal, and stormwater outfalls can alter 
salinity regimes and increase ambient temperatures and pollutants in receiving waters and sediment 
at Cherry Point. Increases in both nonpoint and point sources at Cherry Point, including sediment and 
groundwater legacy sources, could contribute endocrine disrupting compounds, persistent organics, 
or other toxic compounds that may affect the health of fish and wildlife species.  Contaminants may 
also increase due to airborne emissions associated with increases in vessel traffic. The cumulative 
impacts of increased temperature and pollutants could be significant.Temperature increases could 
increase invasions of non-native species, or affect herring spawning times. Climate change may 
worsen the impacts of contaminants due to increased water temperature and photo enhanced toxicity. 
Herring, groundfish, marine mammals, crab larvae and seabirds are particularly at risk due to 
chemical contamination. For herring, PCBs and other persistent organic pollutants with the ability to 
alter immune function may make the fish more susceptible to infection. Studies show chemical 
contamination is also a moderate risk to groundfish reproduction (WDFW 2009). Killer whales are 
candidates for accumulating high concentrations of pollutants because of their position atop the food 
web and long life expectancy (NMFS, 2008).  
 
Other potential impacts to the aquatic reserve from climate change and global warming include ocean 
acidification, sea level rise, and increased storm severity. Nearshore resources that are temperature 
sensitive, such as crab larvae and herring spawning, may be affected by increases in water 
temperatures. Projections vary, but range from a 7- to- 23 inch rise in global average sea level by 
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2090-2099. Climate change could result in increased coastal erosion, all or some of which may result 
in changes to species abundance and distribution. Sea level rise and increased erosion can increase 
pressure to install hard shoreline armoring structures. A reduction in the availability of tidal 
marsh/tidal flat habitats could occur, as sea levels rise combined with increased river flow increases 
the salinity of the nearshore area while decreasing the availability of tidal marsh areas. Commercial 
shellfish communities (e.g., oysters and clams) and migratory shorebird populations that utilize these 
flats for habitat and feeding may also decline.   
 
Recreational Activities 
Population growth in the region is likely to increase demand for recreation opportunities and 
harvesting of renewable resources. Habitat degradation due to unfilled shellfish holes, trampling of 
sensitive vegetation, wildlife disturbance by dogs and human activities, and beach fires is likely to 
continue or worsen. Impacts to aquatic vegetation and water quality impacts could likely occur from 
increased recreational boat traffic and overwater structures. Derelict gear from recreational and 
commercial activities can continue to catch crabs, groundfish and other species.  
 
Vessel Traffic 
Vessel traffic within the Cherry Point region is predicted to increase within the next 10 to 20 years. 
In general, increased vessel traffic can increase the risk of spills, discharges, potential impacts from 
fugitive dust and noise, introductions of invasive (non-native) species from ballast water, and wildlife 
strikes. Major expansions at the Port of Vancouver will likely increase vessel traffic density in the 
approaches to and from Cherry Point. The area is also frequently used by commercial and 
recreational crab-fishing vessels, commercial trawlers and by seasonal whale-watching tours. Large 
vessels load and unload raw materials and products at the three current facilities located in the Cherry 
Point area. These facilities have shown a steady increase in productivity, expansion, and commercial 
growth, which along with the proposed pier, could result in a significant increase in regional and 
international vessel traffic transporting raw material and finished products. The refineries have 
necessary procedures and technologies in place to significantly reduce the likelihood of oil spills or 
minimize spill volumes, such as the Oil Spill Prevention Plan, the Oil Spill Response Plan, the Spill 
Prevention, Control, and Countermeasure Plan, the Integrated Contingency Plan, and Oil Handling 
Personnel Training. However, the possibility exists for future spills, which could be particularly 
catastrophic to Cherry Point herring, Southern Resident Killer Whales and diving bird populations. 
 
The rising levels of maritime shipping increase the risk of invasion by non-native species in Puget 
Sound and the Strait of Georgia. Un-exchanged ballast water discharges from commercial ships are a 
primary vector for introducing non-indigenous species. As commercial shipping has been increasing 
at Cherry Point, this is an area that has been monitored over the years. The risk of invasive (non-
native) aquatic plant and animal species being introduced through ballast water is a serious one. Non-
native aquatic plant and animal species can displace, disturb, consume, and compete with native 
species (CRS 2007). Non-native organisms may also be attached to the hulls of commercial vessels. 
This is an identified problem at Cherry Point (Markiewicz, A. et al, 2005). Other introductions result 
from recreational boaters, commercial aquaculture, indirect Canadian maritime sources, and some 
natural sources. European Green Crab (Carcinus maenas) is a potential threat to Cherry Point, having 
been captured along Vancouver Island. 
 
Increased vessel traffic also increases the possibility of “strike” to wildlife in the vicinity of the 
vessel. Species may include fish, diving birds, seals, and dolphins, but the most commonly followed 
example is that of ships or vessels striking whales. 
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Noise 
Noise from vessel traffic is expected to increase over time. Noise has been identified as a potential 
stressor on Pacific Herring (EVS 1999; Schwartz and Greer 1984). Most commercial fish react to 
loud noise; these reactions are most pronounced in migratory schooling fish which rely on hearing to 
detect environmental cues, such as approaching predators. Physical impacts have been documented 
with construction project noise, such as pile driving (Laughlin 2005). Noise is expected to increase 
from construction and operation of the new pier. The proposed pier alignment encroaches on the 
Cherry Point herring prespawn holding area, making potential impacts of noise associated with 
vessel traffic, barging and berthing, and loading and offloading materials of particular concern. It is 
unclear how vessels frequenting herring spawning grounds or industry pier operations affect herring 
spawning success, feeding behavior, or individual health (Settlement, 1999). Further study is needed 
to comprehensively assess the impacts.  
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4. Management Goals and Objectives 
 
Desired Future Conditions 
The Cherry Point Aquatic Reserve was designated to conserve (preserve, restore, and/or enhance) the 
aquatic habitats and species that make the site unique. This section of the plan provides goals and 
objectives to help ensure that these desired conditions can be met.The proposed goals are broad 
statements of desired future condition, formulated to conserve the sites natural aquatic communities, 
habitats, ecosystems, and processes, and the ecological services, uses and values they provide to 
current and future generations.   
Achieving the desired future conditions of this plan will require partnerships between regulatory and 
proprietary agencies, tribes, businesses, non-government, property owners, resource users and the 
public. Several desired future conditions require actions to be taken on a broader scale, such as 
implementation of the state’s Puget Sound Action Agenda9

 
Goal One: Identify, protect, restore and enhance the functions and natural processes of 
aquatic nearshore and subtidal ecosystems that support endangered, threatened and sensitive 
species and aquatic resources identified for conservation. 
 

. 

Objectives  
1.1 Protect and restore naturally functioning environmental processes (nearshore drift and high 
 energy intertidal environment) through application of standards for new and expanded uses and 
 activities. Support voluntary efforts to reduce impacts of shoreline modification and carry out 
 restoration. 
1.2 Prevent non-indigenous organisms from invading or disrupting the ecosystem through 

implementation of management actions.  
1.4 Consider climate change when planning restoration projects and future development.  
1.5 Ensure future land use and permit decisions do not alter natural system forming processes, 

degrade habitat or result in impacts to key species. 
 

Goal Two: Improve and protect water quality to protect public health, support fish and 
wildlife species and healthy functioning habitats. 
 
Objectives  
2.1 Work cooperatively to identify and minimize existing and potential future water quality impacts 

on the nearshore environment resulting from outfalls, runoff, groundwater contamination, 
ballast, airborne sources, and other discharges to the Reserve. Monitor nearshore water quality 
and temperature and support local efforts to reduce adverse impacts over time. 

2.2 Protect the reserve from new sources of water pollution, including airborne sources. 
2.3 Reduce the risk of oil and toxic spills and increase regional capacity to respond. 
2.4 Coordinate with resource agencies to continue to maintain state and federal standards for 

water and sediment quality. 
Goal Three: Protect and help recover indicator fish and wildlife species and habitats, with 
primary focus on Cherry Point herring, Nooksack Chinook salmon, groundfish, marine 
mammals, seabird/duck and shorebird communities, Dungeness crab, and submerged aquatic 

                                                 
9 See Puget Sound Partnership Action Agenda: Table 1-1: Ecosystem recovery goals, desired outcomes and 
provisional indicators, page 14 – 16. Goals 4, 5, and 6 (December 1, 2008) 
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vegetation.  
 
Objectives 
3.1 Protect, restore and enhance habitat that supports breeding, nesting, feeding habitat and 
 migratory corridors for fish and wildlife. 
3.2 Prevent impacts of new structures, shoreline modification, intakes and outfalls on aquatic 

vegetation, forage fish spawning, and fish migration, and minimize risks of environmental 
impacts from existing industrial, residential, and recreational uses. 

3.3 Remove and reduce the impact from derelict fishing gear, debris and structures. 
3.4 Support the recovery and protection efforts for federal and state threatened and endangered 

species, species of special concern and those that are the primary focus of this plan, and their 
habitats. Support efforts to increase Cherry Point herring biomass to 3,200 tons by year 5 and 
5,000 tons by year 10 of the plan. 

3.5 Carry out research and monitoring on the causes of species decline within the Reserve in 
order to develop actions that will be effective in helping with species recovery. 

3.6 Encourage the removal or redesign of shoreline modifications to minimize or eliminate 
impacts on aquatic vegetation, forage fish spawning, and fish migration, particularly where 
the modifications are not necessary for the owners’ use and enjoyment of the land.  

 
 
Goal Four: Facilitate stewardship of habitats and species by working in cooperation with 
lessees, tribes, recreational users and resource agencies to minimize and reduce identified 
impacts of human activities on the species and habitats of the Reserve. 
 
Objectives 
4.1 Work with lessees to promote responsible management of existing uses in a manner 
 consistent with Reserve goals. Support research efforts, monitoring, and adaptive 
 management approaches that will assist lessees in reducing site-specific impacts over time. 
4.2 Provide education and outreach opportunities and support others in efforts to educate 

homeowners abutting the shoreline and site users regarding the importance of managing 
runoff, riparian vegetation protection and other habitat values.  

4.2 Make information and results readily available to the public, regulatory agencies, tribes and 
educational institutions.  

4.3 Support regulatory agencies in using best available science, technology and management 
practices in permits for new development and activities to prevent harm to key habitats and 
species in the Reserve.   

4.4 Coordinate with resource agencies and others to ensure recreational users will be informed 
and follow existing laws so that impacts to habitats and species are avoided or minimized.  

4.5 Support and carry out research and monitoring to identify actions to increase resilience of 
habitats in the face of climate change, provide a greater understanding of the ecosystem, and 
reduce uncertainty about habitat and species interactions and threats. 

4.6 Work with Whatcom County, State Parks and others to preserve and enhance existing 
opportunities for public access and environmental education. 

4.7 Coordinate with lessees, US Coast Guard, and other cooperators to minimize conflicts 
 between different sectors of commercial and other vessel traffic, and prevent impacts to 
 marine mammals and other species.  
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Goal Five: Identify, respect, and protect archaeological, cultural, and historical resources 
on state-owned aquatic lands. 
 
Objectives 
5.1 Ensure that authorized activities in or directly adjacent to the Reserve cause no harm to the 

archaeological, cultural or historical resources in or adjacent to the Reserve.  
5.2 Ensure significant historical findings are documented as a condition of any new or expanded 

use authorizations.  
5.3 Support cultural uses at the site through responsible management of natural resources that are 
 part of their tradition and are required to sustain and enhance the quality of life of the tribes 
 are protected and preserved for sustainable use. 
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5. Management Actions 
 
Management actions have been developed to address the potential threats identified in Chapter 3 and 
the goals and objectives identified in Chapter 4. These management actions should be carried out 
over the first 10 years after plan adoption. The actions should maintain or improve the ecological 
condition of the Reserve and will assist in the adaptive management process that will occur after the 
first 10 years of plan implementation. Because the management actions in this plan will take several 
years to implement, actions have been prioritized to identify those that should be completed sooner 
versus those that may be completed in late as time and resources permit. Actions that should be 
initially undertaken, preferably within the first five years, are identified as tier one, and actions that 
may be initiated as time and resources permit, are identified as tier two. DNR actions related to use 
authorizations are considered tier one and should be implemented throughout the 90-year period or 
until amended through adaptive management processes. This prioritization is based upon the analysis 
of risks and the future desired conditions of the plan, and should be periodically revisited as our 
understanding of the relationship between ecological processes, anthropogenic stressors, and species 
or habitat conditions decline at the Reserve improves. 
 
DNR will use this plan to guide decisions regarding authorizations for uses of state-owned aquatic 
lands within and directly adjacent to the aquatic reserve. The management emphasis for new 
authorizations on state-owned lands will place protection of native aquatic habitats above all other 
management actions. For existing uses located on state-owned aquatic lands directly adjacent to the 
reserve, the focus will be to reduce their existing impacts over the 90-year time frame of the reserve. 
Since impacts to sensitive habitats and species within the reserve may also be attributed to activities 
that DNR does not have explicit authority to manage, such as upland uses, DNR will seek 
management cooperation and collaboration from others resource management agencies. DNR will 
work with regulatory agencies, tribes and others to ensure that existing, future uses and activities 
contribute to the management goals of this plan. 
 
The management actions for the Cherry Point Aquatic Reserve focus on protection and restoration of 
sensitive aquatic resources in the context of planning for existing, future industrial, recreational, 
stewardship, and cultural uses of state-owned lands. The actions are grouped under six categories:  
 
 Conservation of Ecosystems, Habitats and Species 
 Restoration and Enhancement 
 Outreach and Education 
 Monitoring, Data Collection, and Research 
 Allowed Uses 
 Prohibited Uses.  
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Conservation of Ecosystems, Habitats and Species  
 
Tier 1 
DNR will protect ecosystems, habitats and species at the site through appropriate limits on use 
authorizations. DNR will: 
 
 Manage existing and future activities on state-owned aquatic lands with an emphasis on 

protection of the aquatic habitat and species identified in this plan over other actions. (See the 
allowed uses section for specific standards). 
 

 Ensure through use authorizations that structures, uses, and operations are designed to avoid 
impacts to wave energy, nearshore sediment drift, aquatic and riparian vegetation, fish and 
wildlife species and their habitats. Development and operation of the new overwater structure 
and modification or expansion of existing structures must be designed to avoid and or 
minimize noise, light, wave shading, and artificial light based on required studies, scientific 
research and monitoring, and knowledge of the ecosystem characteristics. Prior to approval, 
the required studies listed in the ‘allowed uses’ section must be completed.  Meets objectives 
1.1, 1.4, 3.1, 3.2, 3.4, 5.3. 
 

 Facilitate the development of site-specific habitat protection plans when appropriate. Habitat 
protection efforts may include: placement of important habitat on adjacent lands into 
conservation easements, or acquisition of tidelands, wetlands, and shoreline property through 
gifts. Meets objectives 1.4, 2.2, 3.1, 3.2, 3.4, 4.6, 5.3.   
 
Support recovery efforts for Cherry Point herring. Work with WDFW, the Tribes, and other 
agencies to reverse the decline and bring the population to a spawning herring biomass of 
3500 tons by the end of 5 years and 5000 tons at the end of 10 years.Meets objectives 1.4, 
2.2, 3.1, 3.2, 3.4, 4.6, 5.3.   
 

 Prohibit new “hard” structured shoreline armoring on state-owned aquatic lands.  . Habitat-
friendly alternatives may be authorized if designed to avoid and minimize impacts (as 
recommended by the Integrated Streambank Protection Guidelines, Washington State 
Aquatic Habitat Guidelines Program, 2002). However, replacement of existing shoreline 
armoring with hard armoring, when the only alternative to adequately protect existing 
structures, may be authorized when consistent with the Whatcom County SMP. Meets 
objectives 1.1, 1.4, 3.1, 3.2, 3.4, 5.3.  
 

 Prohibit the following in the reserve:  underwater cable or pipeline structures, or new 
saltwater intakes, except when necessary for the installation and use of firefighting 
equipment at industrial piers. Meets objectives 1.1, 1.4, 2.1, 3.2, 3.4 
 
 

 Prohibit additional residential docks within the reserve. Mooring buoys may be installed to   
 avoid impacts to marine vegetation and species. Meets objectives 1.1, 1.4, 3.1, 3.2, 3.4, 5.3. 

 
 Determine the need for mooring buoys to address interaction between tug and tow operations 

and crab fisheries. Meets objectives 1.1, 1.2, 1.4, 2.2, 2.3, 3.1, 3.2, 3.3, 3.4, 3.5, 4.1, 4.5, 4.6, 
5.1, 5.3.  
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The following management actions are collaborative and DNR will seek partnerships to facilitate 
voluntary stewardship activities on private property and public lands adjacent to the aquatic 
reserve:  
 
 Request that WDFW enforce existing shellfish harvest regulations with emphasis on the 

ecological impacts of unfilled holes. Promote partnerships with WDFW, Whatcom County, 
beachwatchers, and others to place informational signs and placards at key beach access 
points, and provide education and outreach.  In the event continued damage to the herring 
spawning grounds is occurring, despite several years of public outreach efforts, discuss with 
WDFW whether seasonal or complete closures are warranted.   Meets objectives 3.1, 3.4, 4.4, 
5.3. 
 

 Maintain natural slope stability characteristics through vegetation management requirements.  
Meets objectives 1.1, 1.3, 1.4, 2.2, 3.1, 3.2, 3.4, 5.3. 
 

 Where opportunities arise, partner with state and local government, tribes, non-profit 
organizations, businesses, and adjacent landowners to identify and implement protection of 
adjacent aquatic areas and uplands. Special consideration should be given to protection of the 
salt marsh at Gulf Road.  Meets objectives 1.4, 2.1, 2.2, 2.3, 2.4, 3.1, 3.2, 3.4, 4.1, 5.3. 
 

 Support public education, outreach and incentive programs for the protection of existing 
native vegetation to maintain wooded buffers within the setbacks landward of the top of the 
bluff. DNR will support development of a plan addressing maintenance and restoration of 
bluff vegetation. Meets objectives 1.1, 1.4, 3.1, 3.2, 3.4, 4.2, 5.3. 
 

 Encourage Whatcom County to implement the following restrictions and/or 
recommendations on the public beaches accessible from the new park at Point Whitehorn: 
 

 No dogs should be allowed on the beach. They cause disturbance and harassment of birds and 
wildlife. A seal haul-out area is near the park access. 
 

 Education should be provided regarding the sensitivity of the Cherry Point ecosystem. 
Visitors should be advised to “stay on bare rock and sand” to avoid trampling of sensitive 
aquatic plants and organisms. This could be accomplished through the placement of 
informational signs and placards at key beach access points. 
 

 No beach fires should be allowed. 
 

 Visitors should be advised to avoid illegal removal of marine organisms (see WDFW 
regulations), wood and substrate. Meets objectives 1.1, 1.4, 2.2, 3.1, 3.2, 3.4, 4.2, 4.4, 4.6, 
5.3. 
 

 Encourage Whatcom County to coordinate with the owner of the beach in the area of Gulf 
Road so that public access may be improved and developed in the future, and strive for the 
same levels of protection provided at the Point Whitehorn Park. Meets objectives 1.1, 1.4, 
2.2, 3.1, 3.2, 3.4, 4.3, 4.6, 5.3.  
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 Review and comment on proposed Coast Guard vessel traffic risk mitigation efforts. 
Consider vessel traffic studies conducted for BP and Gateway Pacific Terminal and other 
available vessel traffic information in environmental review and determinations related to the 
permitting of dock operations and potential impacts on herring, marine mammals, and other 
species. Data from these studies and future studies may also be used to develop vessel traffic 
risk mitigation strategies, as appropriate, in coordination with: Coast Guard, WDFW, 
Ecology, Whatcom County, Cherry Point industries, pilot associations (Puget Sound Pilots) 
and affected tribes and public interest groups. Meets objectives 1.1, 1.4, 2.3, 3.1, 3.2, 3.4, 4.1, 
4.3, 4.7, 5.3.   
 

 Review and comment on federal and state rules proposed to mitigate impacts to natural 
resources from any future changes or increases in risk from vessel traffic along Cherry Point 
to include vessel anchorage options. In coordination with Coast Guard,WDFW, Ecology, 
DNR, Whatcom County, Cherry Point industries, pilot associations (Puget Sound Pilots), 
industries, affected tribes and public interest groups. 
 

 In coordination with Coast Guard, industries, pilot associations (Puget Sound Pilots), 
commercial and tribal fishermen, analyze vessel interference and evaluate options for 
reducing impacts from anchoring and barge in tow on habitat and loss of fishing gear. 
Consider viability of open water mooring systems. Meets objectives 3.1, 3.2, 3.3, 3.4, 4.1, 
4.7, 5.3. 
 

 Provide input regarding future additional Geographic Response Plan updates focusing on 
protecting heavily used herring spawning areas. Meets objectives 2.2, 2.3, 3.1, 3.4, 5.3, 4.7, 
5.3. 

 
Water and Sediment Quality Protection and Ballast 
Management 
 
Tier 1 
 DNR will protect the reserve from pollution through appropriate limits on use authorizations. 

Specifically, DNR will:Require lessees to demonstrate that new point source discharge 
outfalls for stormwater, or industrial wastewater, and increases in discharges from existing 
DNR authorized facilities are designed to avoid or minimize individual and cumulative 
adverse impacts to Cherry Point herring stock, other aquatic habitat, and water quality (see 
allowed uses section). Meets objectives 1.4, 2.1, 2.2, 3.1, 3.2, 3.4, 5.3. 
 

 For modification of existing point source discharge outfalls or stormwater conveyance pipes, 
lesee must demonstrate that the water does not exceed water quality standards.  Monitoring 
reports demonstrating compliance with standards must be submitted to DNR prior to 
completion of modification.   
 

 Require that construction of the new pier or modification and expansion of existing 
overwater structures be designed and installed in a manner that avoids or minimizes impacts 
on the water quality of the Cherry Point Reserve, including avoiding or minimizing runoff 
impacts and removing treated wood from below the water line to the maximum extent 
practical to eliminate leaching.  
 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            38 
 

 Work with dischargers to reduce impacts of existing discharges, exploring opportunities for 
treatment, reuse, and other methods.  

 
The following management actions are collaborative and DNR will work cooperatively with others to 
formulate and implement strategies to address point and non-point source impacts. DNR will:  
 
Tier 1 
 Encourage Ecology to fund and implement the Treoil Site Emergency Interim Actions 

(March 2000) to characterize and stabilize waste and releases at the site. Ecology should raise 
this site to a higher priority on their Contaminated Sites List for remedial action because of 
questions for potential contamination of the reserve and clean-up plan for groundwater 
contamination from the Treoil site, if warranted. Meets objectives 2.1, 2.2, 2.4, 3.1, 3.4, 5.3.  
 

 Work with resource agencies to increase the rates of ballast water exchange monitoring for 
vessels that dock with the Cherry Point Reserve. Meets objectives 1.2, 2.2, 3.1, 3.2, 4.1, 4.5, 5.3.  
 

 Work with WDFW, Ecology, and leaseholders to develop strategies for dealing with ballast 
water from ships that call at Cherry Point terminals consistent with Chapter 77.120 RCW, 
WDFW ballast water management, the interim ballast water management laws, and 
upcoming recommendations of the Ballast Water Working Group. Meets objectives 2.1, 2.2, 
2.4, 3.1, 3.4, 4.1, 4.3, 5.3.  
 

 Work with Whatcom County, Ecology, and industries to minimize or prevent any new sources 
of nonpoint pollution to the Cherry Point Aquatic Reserve. Special emphasis should be placed 
on limiting impacts from stormwater runoff. Meets objectives 2.1, 2.2, 2.4, 3.1, 3.4, 5.3.  
 

 Work with Ecology and dischargers to address any known permit or regulatory violations to 
ensure ongoing compliance with State Water Quality Standards and Sediment Management 
Standards. Meets objectives 2.1, 2.2, 2.4, 3.1, 3.2, 4.1.  
 

 Encourage Ecology to require sediment quality studies as a part of all NPDES permits. Meets 
objectives 1.5, 2.1, 2.2, 2.4, 3.1, 3.2, 3.4, 4.1, 4.3, 5.3.  
 

 Support Whatcom County in implementing the programmatic solutions identified as 
recommendations in the Birch Bay Comprehensive Stormwater Plan (2006), including low 
impact development designs where appropriate. Meets objectives 2.1, 2.2, 2.4, 3.1, 4.1, 4.3. 
 

 Encourage Ecology to establish proposals for water quality treatment system upgrades to the 
existing discharges where needed, ensuring that they will minimize impacts to habitats and 
species. Meets objectives 2.1, 2.2, 2.4, 3.1, 3.2, 4.1, 5.3. 
 

 Work with Whatcom County, Whatcom Public Utility District (PUD), Birch Bay Water and 
Sewer District, Ecology, and dischargers in support of proposals for the treatment and re-use 
of stormwater, re-use of treated wastewater and re-claimed water, and water conservation 
programs in order to reduce discharges. Assist existing dischargers with alternatives for water 
re-use, designs, permits, and information on applicable grant funds.  Meets objectives 2.1, 
2.2, 2.4, 3.1, 3.2, 3.4, 4.1, 5.3. 
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 Support Whatcom County and Birch Bay Water and Sewer District in designing and 
implementing strategies to reduce onsite wastewater systems that contribute pollution to the  
reserve. Seek funding alternatives to encourage landowner participation. Meets objectives 
2.1, 2.2, 2.4, 3.1. 
 

 Review and comment on ballast water treatment/management methods to reduce the 
possibility of introducing invasive species from tankers and other cargo vessels. Work with 
WDFW, Ecology, Coast Guard, EPA, leaseholders, the Invasive Species Council, U.W. Sea 
Grant, and others to limit testing of unproven treatment methods that have the potential to 
negatively impact native habitat and species. Meets objectives 1.2, 2.1, 2.2, 2.4, 3.1, 4.7.  
 

 Work with WDFW, Ecology, Coast Guard, EPA, leaseholders, the Invasive Species Council, 
U.W. Sea Grant and others to develop and implement a management plan, including 
monitoring and adaptive management plans, to reduce the risks of non-native species to the 
valued ecological resources at Cherry Point. Strategies should include controlling the 
introduction of non-native plant and animal species and their management and eradication to 
protect native plant and animal communities. Ensure that protocols and monitoring efforts are 
expanded to address increased threats of non-native species from increased vessel traffic. 
Meets objectives 2.1, 2.2, 2.4, 3.1, 3.4, 4.1, 4.3, 4.7, 5.3.   
 

 Review and comment on Ecology’s five-year review of Oil Spill Contingency Plans and stay 
apprised of changes that occur to plans in the interim. Coordinate with WDFW, affected 
tribes, ship, tug and barge companies, and Puget Sound Pilots. Meets objectives 2.2, 2.3, 2.4, 
3.1, 3.4, 5.3.  
 
 

 Review and comment on Ecology’s five-year review of Oil Handling Facility Operations 
Manuals and stay apprised of changes that occur in the interim. Coordinate with WDFW, 
affected tribes, ship, tug and barge companies, and Puget Sound Pilots. Meets objectives 1.4, 
2.1, 2.2, 2.3, 2.4, 4.3, 5.3. 
 

 Request that Whatcom County and Ecology ensure that new shoreline related development 
does not cause erosion and nonpoint source pollution from upland activities. Meets objectives 
1.1, 1.4, 2.1, 2.2, 2.4, 3.1, 3.2, 3.4, 4.3, 5.3. 
 

 Review and comment on any proposed changes to tug escort requirements. Coordinate with 
WDFW, affected tribes, non-profit organizations, and Puget Sound Pilots. Meets objectives 
3.3, 4.7, 5.1.   
 

 Support the Coast Guard, NOAA and industries in updating the ballast water harbor care 
 safety plan. Meets objectives 2.2 2.3.   
 
Tier 2  
 Encourage Whatcom County to provide technical assistance and incentives to property 

owners to retrofit existing tightline drains. Many are inadequate, resulting in erosion due to 
leaks and breaks. Meets objectives 1.1, 2.1, 2.2, 2.4, 3.1, 3.4, 5.3. 
 

 Support Whatcom County in encouraging homeowners to intercept increased surface water 
and shallow groundwater resulting from alterations of the natural hydrology of upland 
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portions of bluff properties to maintain and restore natural rates of erosion from Point 
Whitehorn to Birch Bay State Park, specifically the Holeman, Birch Bay Drive Bluffs, and 
high berm segments (identified in Johannessen, 2003). Meets objectives 1.1, 2.1, 2.2, 3.1, 3.4, 
3.4, 5.3.  
 

 Work with the Coast Guard to ensure compliance with all state and federal regulations for the 
discharge of onboard sewage while transiting the Cherry Point Aquatic Reserve and while 
berthed at industry piers. Meets objectives 1.4, 2.1, 2.2, 2.4, 3.1, 3.4, 4.3, 5.3. 

 
The following management actions are collaborative and DNR will work cooperatively with others to 
formulate and implement strategies related to atmospheric deposition: 
 
 Assist participating industries with implementation of applicable measures from the 

Northwest Ports Clean Air Strategy, in coordination with EPA, Ecology, the Northwest Clean 
Air Agency, and participating industries. Meets objectives 2.2, 2.4, 4.1.  
 

 When reviewing project proposals, DNR will consider information collected on Georgia 
Strait climate, microclimate, and sea level rise collected by the Office of the Washington 
State Climatologist (OWSC) and the Climate Impacts Group. Meets objectives 1.1, 1.3, 1.4, 
3.1, 3.4., 4, 5.3. 

 
Protection of Cultural Resources 
 
Tier 1 
 DNR will ensure that existing and proposed restoration and development activities on state-

owned aquatic lands comply with all applicable mandated federal, state, and tribal cultural 
protection laws prior to any construction commencing along the Cherry Point shoreline, 
including, but not limited to: Archaeological Resource Preservation Act; National Historic 
Preservation Act; Clean Water Act; River and Harbors Act; Resource Conservation and 
Recovery Act; Safe Water Drinking Act; Clean Air Act; Endangered Species Act, National 
Environmental Policy Act; and Coastal Zone Management Act.  Meets objectives 3.4, 5.1, 
5.2, 5.3.  
 

 DNR will ensure consistency of plan implementation with protection of tribal culture and 
values, treaty rights, and is consistent with the Northwest Tribes policy on Marine Protected 
Areas (NWIFC, 2003). Meets objectives 5.1, 5.2, 5.3.  
 

 DNR will work with tribes, in coordination with the applicant, and the State Historic 
Preservation Office, the U.S. Army Corps of Engineers, and WDFW, to develop a ‘Cultural 
Resources Protection Protocol’ for activities on state-owned aquatic lands within or adjacent 
to the reserve. The protocol would include, but not limited to, requirements for appropriate 
pre-construction surveying, procedures for addressing inadvertent discoveries during clean-
up and construction, and procedures for repatriation or re-interment. Meets objectives 5.1, 
5.2, 5.3.  
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Restoration and Enhancement 
 
Tier 1 
DNR will develop restoration plans for specific areas and species within the reserve, partnering with 
state and local governments, tribes, non-profit organizations and adjacent landowners where possible. 
DNR will partner with various entities to identify restoration needs, develop and implement 
restoration plans within the reserve and seek funding for their completion. DNR will approve new 
proposals for restoration projects within the reserve when those proposals are determined to be 
consistent with the management goals and objectives of the reserve.  
 
Specific areas where restoration efforts are being considered and/or pursued either by DNR or others 
include: 
 
 Inventory and removal of harmfull debris and derelict fishing gear in the Cherry Point 

Aquatic Reserve. Meets objectives 3.1, 3.3, 3.4.   
 

 Mapping and removal of rogue creosote logs along the beach at Cherry Point in coordination 
with City of Bellingham, Ecology, Beachwatchers, industrial landowners and the Whatcom 
Marine Resources Committee. Meets objectives 2.2, 3.1, 3.2, 3.3. 
 

 Ensure that protection and restoration plans address the need to mitigate the effects of climate 
change upon the valued ecological resources described in this plan. Using likely scenarios of 
climate change developed through careful monitoring, data collection and vulnerability 
assessment, working in coordination with the Climate Impact Group of the University of 
Washington, Whatcom County, and others. Meets objectives 1.3, 2.2, 3.1, 4.5, 5.3. 

 
DNR will support the following restoration projects through technical and funding assistance, or 
other support as appropriate: 
 
 Annual marine debris beach cleanups conducted by industries, Beachwatchers, and Whatcom 

Marine Resources Committee. Meets objectives 2.1, 3.1, 3.2, 3.3. 
 

 Whatcom County proposal to restore areas impacted by recreational shellfish digging 
activities to natural beach contours and documentation of the impacts/effects of restoration. 
Meets objectives 1.1, 3.1, 3.2, 3.4, 4.4.  
 

 Voluntary landowner removal of the derelict gravel conveyor at Gulf Road to eliminate 
creosote pilings and allow recolonization of marine vegetation in the footprint of the 
structure.  Meets objectives 1.1, 2.1, 2.2, 3.1, 3.2, 3.3.  
 

 Whatcom County and Marine Resources Committee proposals for restoration of native plant 
species most adapted to the local conditions in areas of freshwater or marine shorelines where 
riparian habitat has been either removed or eliminated as a result of past human activities. 
Meets objectives 1.1, 1.2, 3.1, 3.2, 3.4.  

 Whatcom County projects with various entities to encourage enhancement of native 
vegetation along shoreline, particularly along county-designated setback zones landward of 
the tops of bluffs. Meets objectives 1.1, 1.2, 3.1, 3.2, 3.4.  
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 Whatcom County, WDFW, and Ecology efforts to provide technical assistance and 
incentives to shoreline property owners to assist with removal of bulkheads or their 
replacement with soft bank or other alternatives to shore forms that promote natural 
processes. Sites include north side of Point Whitehorn and armoring at Gulf Rd. Meets 
objectives 1.1, 1.3, 1.4, 3.1, 3.2, 3.4, 4.2, 4.3.  
 

 WDFW, Whatcom County, Ecology, and industrial pier owner proposals to evaluate and 
encourage options for restoring natural transport processes of sediment across impediments at 
the Cherry Point Aquatic Reserve, such as the pier aprons at Alcoa-Intalco Works and 
ConocoPhillips marine facilities, to help reduce impacts from existing structures and 
associated fill. Meets objectives 1.1, 2.1, 3.1, 3.2, 3.4, 4.1, 5.3.  
 

 Cooperative efforts by Ecology, WDFW, affected tribes, and owners of overwater structures 
to encourage voluntary retrofitting improvements on older facilities with wave and light 
shading impacts.  Meets objectives 1.1, 3.1, 3.2, 3.4, 4.1, 5.3.  
 

 Efforts to identify and remediate unauthorized dump sites that may contribute contaminated 
runoff or groundwater into the reserve. Meets objectives 2.1, 2.2, 2.4, 3.1, 5.3.   

 
Education and Outreach 
DNR will work with resource agencies, tribes, user groups, local environmental groups, local clubs, 
and other interested citizens to implement the following education and outreach actions: 
 
Tier 1 
 Increase outreach to shellfish harvesters, fishing and crabbing industry, and recreational 

boaters about location of forage fish habitat. 
 

 Outreach to the Puget Sound Pilot about efforts they could take to prevent impacts to forage 
fish habitat during spawning season. 
 

 Provide signage at appropriate locations specifying regulations and interpretive education 
information related to impacts of recreational shellfish harvest.  
 

 Education regarding the sensitivities of the Cherry Point ecosystem with emphasis on 
trampling of aquatic vegetation and disturbance of birds and seals (in haulout areas).  
 

 Efforts targeting recreational boaters to reduce the introduction of non-indigenous species. 
       Education and outreach on the use of eco-friendly fertilizers, herbicides, pesticides and 

riparian vegetation. Meets objectives 1.1, 1.2, 2.2, 3.1, 3.2, 3.4, 4.2, 4.4.  
 
 Provide outreach to the public regarding issues and progress on the reserve. Develop a 

listserve, webpage, or email list to send updates.  Work with interested parties to co-sponsor 
periodic conferences on Cherry Point reserve science, progress, and other issue of interest to 
the public. 
 

Monitoring, Data Collection and Research 
There are four components of research and monitoring within the reserve: 
 Data gap analysis 
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 Establishing baseline conditions 
 Trend monitoring to determine the effectiveness of management activities and document 

natural variation; and 
 Research to better understand observed changes and the interactions between management 

activities and natural resource conditions. 
 
Data gap analysis will help managers determine baseline conditions that represent the current quality 
of the Cherry Point ecosystem. These conditions set the baseline for monitoring ecosystem health to 
which future conditions will be compared in order to judge progress and effectiveness. Baseline 
monitoring will document current conditions by combining existing data with new characterizations 
of resources and ecological processes proposed in this plan.  
 
After baseline conditions have been identified, continued monitoring for trends in habitat and species 
conditions should be conducted. Trend monitoring will be used to assess the success of management 
actions in attaining or exceeding the goals identified previously in this management plan. Trend 
monitoring is necessary in order to assess the need for course corrections related to improving the 
management actions. Research can compliment trend monitoring by providing possible answers for 
why species and habitats may be declining or improving. 
Because there are many management actions related to data collection, monitoring and research, the 
following actions are a high priority over the first five years of plan implementation:  1) monitoring 
the effectiveness of protection actions that address existing and proposed use authorizations, and 2) 
research to reduce uncertainties about the decline of species targeted for conservation that can 
directly improve the effectiveness of management actions. 
 
Data Gap Analysis 
Participants in the development of this plan have identified the need for the following data. DNR will 
seek to partner with local, state and federal governments, tribes, research institutions, industrial users, 
and nonprofits to help reduce data gaps. 
 
Tier 1 
 Identify and catalog habitat protection, enhancement, and restoration opportunities with 

special emphasis on native submerged aquatic vegetation. Meets objectives 1.2, 3.1, 3.4, 3.5. 
 

 Identify any additional necessary and immediate protections for forage fish spawning 
habitats, marine and terrestrial bird habitat, and submerged vegetation. Meets objectives 2.2, 
3.1, 3.2, 3.3, 3.4.  

 Monitor toxicity in the nearshore to assess potential impacts of contaminated groundwater 
discharges.  
 

 Evaluate relationship of the Treoil site on groundwater and intertidal water quality. Meets 
objectives 2.1, 2.2, 3.1, 3.2, 4.5 

Tier 2 
Prepare a quarterly tabulation or annual summary reports of the following vessel traffic and spill data 
within the Cherry Point Aquatic Reserve: 
 Seasonal vessel traffic and anchorage use 
 Ecology boom reporting form submissions 
 Quarterly summaries of the Cherry Point PORTS data 
 Spill history and reporting 
 Fuel/oil transfer interruptions due to weather conditions 
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 Near miss/incident data for vessels 
 Recreational boating data, as available 
 Changes to vessel traffic bound to and from the Cherry Point Aquatic Reserve area relative to 

existing and proposed regional commercial, recreational and port operations. e.g., DeltaPort 
Phase 3, Roberts Bank T-2 expansion, Gateway, marina expansions, etc. Meets objectives 
2.3, 3.1, 3.3, 4.7. 

 The impact on the Cherry Point Reserve for atmospheric deposition is unknown and currently 
not being researched. Investigate the potential impacts of vessel and other emission sources 
and global transport of air pollutants on water quality and sediment in the reserve. Support 
ongoing efforts to monitor deposition from air pollution and evaluation of its impacts in the 
vicinity of Cherry Point. Meets objectives 2.1, 2.2

 
.  

Baseline Monitoring 
While a substantial amount of information has been collected for the Cherry Point Aquatic Reserve, 
gaps in characterizing the baseline still exist. DNR will seek to partner with local, state and federal 
governments, tribes, research institutions, industrial users, and nonprofits to conduct baseline 
monitoring. The following needs for baseline monitoring have been identified: 
 
Tier 1 
 Complete validation of the herring larval survival and growth test in a commercial lab to 

finalize protocol for use by regulated community. This action is a high priority because 
lessees are required to carry out studies as a condition of any lease authorizations associated 
with increases in stormwater or wastewater discharges (see Allowed Uses section).  Meets 
objectives 3.1, 3.2, 4.5. 
 

 Conduct detailed seafloor mapping and analyze habitat characteristics within the 
management area. Meets objectives 3.5, 4.5.  
 

 Conduct detailed survey for derelict fishing gear.  Meets objectives 3.1, 3.3, 3.4. 
 

 Identify the location, extent and quality of other forage fish (e.g., surf smelt, sand lance) 
spawning habitat. Meets objectives 3.1, 3.4, 3.5.  
 

 Measure the diversity, distribution, and abundance of intertidal species adjacent to and within 
the Cherry Point Aquatic Reserve. Work with WFDW to assess ballast water exchanges to 
inform methods of reducing invasive species transport.  Meets objectives 1.2, 3.4, 3.5.  
 

 Conduct research on the seasonal occurrence of larval organisms present along the Cherry 
Point Aquatic Reserve to help inform dispersant use decisionmaking by Incident Command in 
the event of a spill. Meets objectives 1.2, 2.1, 2.2.   
 

 Coordinate with NOAA, WDFW, Industries, pilot associations (Puget Sound Pilots), USCG, 
Whale Network, commercial and tribal fishermen, scientists and researchers to collect and 
maintain a tabulation of presence/absence of marine mammals, including the following data 
to improve advice to mariners on when and where whales are most likely to occur: 
 

 Proximity to vessel or ship if seen 
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 Behavior (feeding, breaching, other) 
 

 Species (if known) 
 

 Habitat use (if known) 
 

 Date/time, tide and season Meets objectives 3.1, 3.4, 3.5, 4.5, 4.7. 
 
 
 
 
Tier 2 
 Reduce potential for vessel interference with marine mammals by identifying migratory 

pathways and habitat preferences; develop collision risk plan for ships and vessels in the 
area. Meets objectives 3.1, 3.2, 3.4, 3.5, 4.1, 4.7.  

 
Trend Monitoring 
DNR will partner with local, state and federal governments, tribes, research institutions, businesses, 
and nonprofits to identify and conduct trend monitoring for ecological conditions in and around 
Cherry Point Aquatic Reserve. If funding is available, monitoring plans will be developed to 
establish ecological trends and conditions at the site. Current and future trend analysis data identified 
to help guide management of the reserve include: 
  
Tier 1  
 Surveys to determine abundance, distribution, and population trends of nearshore and 

riparian bird species, such as ongoing studies including Western Washington University 
(WWU) and Pugert Sound Assessment and Monitoring (PSAMP) programs. All avian studies 
should be conducted throughout the year for a complete understanding of the use and trends 
in the Cherry Point Aquatic Reserve. Meets objectives 3.1, 3.4, 3.5, 4.5.  
 

 Inventory and characterization of existing riparian condition, monitor condition at regular 
intervals, and evaluate trends and environmental effects of management. Meets objectives 
1.1, 3.2, 3.5.  
 

 Support and encourage partner agencies to undertake fish and wildlife surveys along the 
reach and increase surveys of herring spawn timing and behavior in response to light and 
noise. Meets objectives 3.1, 3.2, 3.4, 3.5, 4.1, 4.5, 4.7, 5.3.  
 

 Continue monitoring of local fish (salmon, flatfishes, forage fish) and shellfish (Dungeness) 
populations to evaluate trends and effectiveness of management. Meets objectives 3.1, 3.2, 
3.4, 3.5, 4.1, 4.5, 5.3.  
 

 Continue the mapping of submerged aquatic vegetation within the reserve at five-year 
intervals to provide a dynamic inventory. Evaluate trends and environmental effects of 
management. Methodologies should be comparable with previous inventories. Meets 
objectives 1.2, 3.1, 3.2, 3.4, 3.5, 4.1, 5.3. 
 

 Continued monitoring of the Cherry Point herring stock population and spawning events to 
evaluate trends and effectiveness of management. Track changes in the timing and location of 
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herring or other species that use the Cherry Point area as a spawning ground. These may be 
altered by changes in currents, temperature or other clues used by the Cherry Point Pacific 
herring to set spawning time and location.  Meets objectives 3.1, 3.2, 3.4, 3.5, 4.1, 4.3, 4.5, 
5.3.  
 

 Track changes in species composition and the sensitivity of the community to shading effects 
and other factors. Meets objectives 1.2, 3.1, 3.4, 3.5, 4.5. 

 
Tier 2  
 Prepare summary reports of discharge data to evaluate long term trends. Meets objectives 2.1, 

2.2, 2.4, 2.4, 3.2, 4.1, 4.5.   
 

Track and report on facilities’ efforts to reduce air pollution, the regional and global 
investigations, and look at new technology to address potential impacts. Meets objectives 2.2, 3.2, 
4.1.  
 
 Track changes in sedimentation and fill due to changes in currents or storm frequencies. 

Current and storm frequency and energy can be altered compared to historical conditions.  
Rates and direction of sediment transport may be altered as a result. Meets objectives 1.1, 1.3, 
3.1, 3.5, 4.5. 

 
 Develop a comprehensive monitoring strategy for climate change, considering the following: 

 
 How alterations in climate will also change the patterns of occurrence of invasive species 

already established in the region.  Meets objectives 1.2, 2.2, 3.1, 3.5, 4.5. 
 

 Monitor temperature and currents entering the reserve, and map changes in species location, 
density of sea grasses, location of shellfish and other variables that may indicate long-term 
changes due to climate alterations or other factors. Meets objectives 3.1, 3.4, 3.5, 4.5 
 

 Examine the effect of increased phototoxicity and temperature on PAHs and other key 
chemicals as the climate changes. It is already known that exposure to sunlight can lead to 
enhanced toxicity effects from PAHs. Meets objectives 1.3, 2.1, 2.2, 3.1, 3.2, 3.4, 4.1, 4.5 
.  

 Track the type and extent of habitat within the management area using models to predict 
likely outcomes. Habitat patterns will shift due to change in sea and air temperature, the type 
of disturbance regime and the colonization of the region by species adapted to warmer 
temperatures. There may be a tendency for some types of habitats to move in a north-south 
direction depending upon temperature and other habitat variables. It may prove necessary to 
create new habitats able to support species that can exist in a transformed region. Meets 
objectives 1.3, 3.1, 3.4, 4.5.  
 

 Assess major changes in Fraser River and Nooksack River annual flow regime and water 
quality on local habitat and species. Meets objectives 1.4, 3.4, 3.5. 
 

 DNR will support efforts to establish a consensus on sea level rise estimates statewide and 
coast-wide, through the National Academy of Sciences. Meets objectives 1.3, 4.5.  
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 Coordinate with WDFW and Whatcom County to measure and mitigate climate change 
among other management questions in the document. Since climate change is an all 
encompassing aspect of the Cherry Point Aquatic Reserve, coordination should take place to 
ensure that a mitigation plan for one area does not impact another area of management. An 
example would be protection against sea level rise by altering a shoreline; or providing 
protection against an increase in invasive species, which would be able to colonize the region 
because of an increase in water temperature. Meets objectives 1.1, 1.2, 1.3, 2.1, 2.2, 2.4, 3.2, 
3.4, 4.5. 

 
Research 
DNR will seek to partner with local, state and federal governments, tribes, research institutions, 
industrial users and nonprofits to identify and develop research projects within the reserve. Any research 
activities that occur within the reserve must not result in damage to the ecosystem and must meet the 
goals and objectives of the reserve. Research opportunities may include, but are not limited to: 
 
Tier 1  
 Determine causes for small size, low hatch rate, and the high rate of abnormal development 

in Cherry Point herring stock both as an assessment of the intrinsic health of the stock and in 
regards to the geographical pattern of abnormalities seen in outplants along the shoreline in 
the 1990s. Meets objectives 1.4, 3.1, 3.2, 3.4, 4.1, 4.5, 5.3.  
 

 Research ways to reduce shading of herring and forage fish habitat where necessary, and 
reduce evening illumination during spawning season.  Meets objectives 3.1, 3.2, 4.1, 4.3, 4.5, 
5.3.  
 

 Assess effects of sound from commercial vessel traffic and dock operations on the spawning 
behavior of herring. Meets objectives 3.1, 3.2, 3.4, 3.5, 4.1, 4.5, 4.7, 5.3. . 
 

 Evaluate recreational harvest impacts on the Cherry Point Aquatic Reserve nearshore marine 
environment to inform management strategies. Meets objectives 1.1, 3.1, 3.2, 3.5, 4.4, 4.5.  
 

 Repeat and expand on the herring embryo temperature tolerance study. This is a requirement 
of lease authorizations involving expansion of discharge outfalls; see the ‘Allowed Uses’ 
section. Meets objectives 2.2, 3.1, 3.2, 4.5 
 

 Develop monitoring protocols to track likely vectors (sources for introduction) of non-native 
organisms and support methods of treatment that reduce risks and avoid impacts to the 
Cherry Point Aquatic Reserve. Where non-native species have become established, 
characterize the occurrence and dynamics of non-native species at Cherry Point and study 
measures to safely eradicate the invaders and/or mitigate impacts. Meets objectives 1.2, 2.2, 
3.1, 3.2, 3.5, 4.1, 4.5.  
 

 Repeat and expand on the ambient water toxicity study to evaluate cumulative effects of 
industrial and municipal wastewater outfalls using protocols accepted by EPA and Ecology.  
Consider and/or evaluate the use of caged mussel, harbor seal blood chemistry, sediment 
monitoring, and other biological impact assessments for monitoring indicators of potential 
problems. (This is a requirement of lease authorizations involving increases in stormwater or 
wastewater discharges. See ‘Allowed Uses’ section). Meets objectives 2.1, 2.2, 3.2, 4.1, 4.5.  
 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            48 
 

 Provide ongoing groundwater characterization with specific focus on nearshore 
contamination. Meets objectives 2.1, 2.2, 3.1, 4.5.   
 

 Observe and review lessons learned from oil or other hazardous material spill preparedness 
drills and from spills. Meets objectives 2.2, 2.3, 3.2. 

Tier 2  
 Characterize sediment chemistry throughout the reserve. Areas outside sediment impact 

zones should be evaluated with particular attention to the intertidal and upper subtidal zones. 
Meets objectives 2.1, 2.2, 2.4, 3.1, 3.4, 4.5. 
 

 Characterize sediment, groundwater, and surface water sources and quality within the 
depositional zone of the surface water runoff at Unick Road. Meets objectives 2.1, 2.2, 2.4, 
3.1, 3.4, 4.5. 
 

 Examine changes in runoff frequency, volume and the fate of contaminants. The physical 
characteristics of the receiving water can change due to alterations in temperature, pH and 
other factors that alter the fate of the contaminants and the sensitivity of organisms. Patterns 
of stormwater quantity and timing are also susceptible to change as the climate is altered. 
Ambient toxicity testing should also take into account changes in receiving water temperature 
and changes in species composition of the appropriate receiving waters. Locate freshwater 
seeps and describe groundwater movement patterns from upland areas to nearshore. Describe 
volume of flows and effects on the marine ecosystem.  Meets objectives 2.1, 2.2, 3.1, 4.5

 Assess the impact of shore armoring near Point Whitehorn and Gulf Road. Meets objectives 
1.1, 3.1, 3.2, 3.5, 4.5.  
 

.  
 

 Characterize the occurrence and dynamics of non-native species at Cherry Point and sources 
of non-native species that can immigrate to the region. The study would also evaluate the 
probability of invasive species by vector. Meets objectives 1.2, 2.2, 3.1, 3.2, 3.5, 4.1, 4.5.  
 

 Examine the pathways and threat of additional invasions and changes in the patterns of 
Sargassum. The change in physical parameters (currents, pH, oxygen, temperature) and the 
change in the composition in local community structure will alter the likelihood of invasion 
by organisms being transported by ballast water, currents or other vectors.   Meets objectives 
1.2, 2.2, 3.1, 3.5, 4.5.  
 

 Collect and summarize data on natural climate change (El Nino, PDO) and human induced 
climate change (field research, models) that may affect the Cherry Point Aquatic Reserve.  
This effort should include change in ocean currents, migration of species, changes in ocean 
acidity on the pH of the receiving water, and the toxicity of the wastewater streams and 
temperature regimen at the reserve. A contingency plan should cover what ecological 
resources are likely to be affected by climate change and which can be preserved given 
reasonable model outputs. Meets objectives 1.3, 4.5. 
Re-examine dilution models if currents change due to climate induced factors, including 
output volumes. There are uncertainties regarding how a changing climate might affect water 
quality in the reserve. Examine the need to adjust dilution ratios for temperature mixing 
zones in facility discharge permits as ocean temperatures rise. Meets objectives 2.2, 4.5.  
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 Assess changes in Fraser River annual flow regime and water quality on Cherry Point habitat 
and species. Meets objectives 4.5,   
 

Allowable Uses 
DNR will consider the following new uses for state-owned aquatic lands within or directly adjacent 
to (abutting) the aquatic reserve:  

 
 Easement for Birch Bay Water and Sewer District outfall (see below for specific guidance) 

 
 Existing industrial piers and associated outfalls (see below for specific guidance) 

 
 One new pier as per 1995 DNR letter and the adopted Whatcom County SMP (see below for 

specific guidance) 
 

 Sustainable recreational activities, including shellfish harvesting (see below for specific 
guidance)  
 

 Environmental education where consistent with reserve objectives and appropriate public 
access 
 

 Ecological monitoring if conducted under a monitoring plan approved by DNR 
 

 Research in support of the reserve’s goals and objectives  
 

 Restoration projects that are consistent with the management of the reserve 
 

 Commercial and recreational fisheries will be managed by WDFW, responsible tribal 
governments, and DNR shellfish section staff. 
 

 Authorize mooring buoys if determined to be appropriate to address interaction between tug 
and tow operations and crab fisheries. Meets objectives 1.1, 1.2, 1.4, 2.2, 2.3, 3.1, 3.2, 3.3, 
3.4, 3.5, 4.1, 4.5, 4.6, 5.1, 5.3.  

 
Existing Use Authorizations 
As described in Chapter 1, there are no existing use authorizations on state-owned aquatic lands 
within the Cherry Point Aquatic Reserve. The existing use authorizations are located in the “cutouts” 
directly adjacent to or abutting the reserve. DNR cannot alter the terms and conditions of an existing 
lease, easement, or other use authorization without consent of the tenant or grantee. 
 
This management plan does not alter existing contractual rights and obligations. Existing tenants or 
grantees may continue to conduct their activities in conformance with their current use authorization 
and in compliance with other local, state and federal regulations. DNR will encourage voluntary and 
cooperative efforts of existing lessees to implement the elements of this plan.  
 
Water-dependent, industrial uses that require marine access are the preferred use of the Cherry Point 
Management Unit in the Whatcom County SMP.  The SMP also recognizes the importance of the 
areas as herring spawning habitat and other key habitat characteristics that warrant special 
consideration, and limits the number of new piers to one (1) pier. Similarly, DNR recognizes the 
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Cherry Point reach to be of both great economic and ecological importance to the region. This plan 
provides guidance for DNR to facilitate authorizations for one future industrial lease, and 
modifications or renewals to existing leases at Cherry Point, while ensuring environmental protection 
and promoting species recovery.   
 
The existing industrial uses at Cherry Point are not incompatible with goals for the long-term 
protection of the aquatic resources within and adjacent to the aquatic reserve. Therefore, the existing 
industrial uses do not conflict with aquatic reserve status at Cherry Point. The uses can further serve 
the objectives of the reserve if the facilities are managed according to this plan and lessees actively 
take steps to enhance compatibility of their facilities with reserve goals.  Decisions for 
reauthorization for existing uses will be made by DNR, based on the facts and circumstances at the 
time of request for approval.    
 
Reauthorization of Existing Uses 
DNR will achieve the desired future outcomes for the Cherry Point Aquatic Reserve by integrating 
contemporary knowledge, research findings, and recommendations for action identified in this 
management plan into future lease and use agreements. DNR will also work with lessees to find ways 
to assure that their future use authorizations serve the reserve’s long-term management objectives. 
 
Consistent with statutory authority and agency policy for all applications to use any state-owned 
aquatic land, DNR will consider an application to reauthorize existing uses at Cherry Point when 
existing agreements expire. At the time of application for reauthorization, DNR will evaluate whether 
the proposal by the applicant conforms to this management plan based on the criteria specified 
below. As needed, DNR will work with the applicant to develop plans to reduce, over the term of the 
new agreement, any environmental impacts that may arise from existing facilities and uses. Such 
plans will be based on best available science, research and monitoring findings at the time of 
reauthorization. The content of such plans may vary between leaseholds depending on the extent to 
which a lessee had addressed environmental impacts during the term of the expiring agreement.   
 
Consistent with DNR proprietary authority, reauthorizations may include terms requiring monitoring 
to help identify or reduce uncertainty regarding environmental impacts.  This will allow DNR to 
determine conditions to include in subsequent future use authorizations in order to successfully 
provide environmental protection for the Cherry Point Aquatic Reserve, while also fostering water-
dependent uses. If DNR adopts a habitat conservation plan for all state-owned aquatic lands, the 
agency will also integrate the habitat conservation plan’s programmatic measures with the 
requirements of the Management Plan to address endangered species protection. 
 
DNR will consider the following questions when evaluating applications from existing Cherry Point 
lessees and to determine consistency with this plan: 
 
 Is the lessee in good financial and contractual standing with DNR? 
 Is the lessee in compliance with conditions of federal, state and local laws and permits? 
 Is the use managed in accordance with this plan and consistent with the objectives of the 

aquatic reserve, the Desired Future Conditions of this Plan, and, if the application for 
reauthorization includes a discharge outfall, have the additional reauthorization requirements 
related to discharge outfalls been met? 
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 Has the lessee submitted a plan proposing actions to reduce existing site-specific impacts to 
specific habitats and species identified for conservation? 

While there is no environmental baseline for Cherry Point at present (developing a quantitative 
baseline is a goal of this plan), enough is known about many resources to make informed decisions 
about use authorizations. DNR will work with other resource management authorities to identify 
regulatory and proprietary actions necessary to protect resources.   

Additionally, DNR will expect cooperation from lessees and the support of other interested parties to 
enhance the quality of habitat and provide long-term protection to the Reserve.  If Cherry Point 
herring continue to decline at a statistically significant level, DNR will discuss approval of any future 
use authorizations at the site with WDFW, to determine how to reauthorize a use in a way to ensure 
protection of herring. Meets objectives 1.1, 1.2, 1.4, 2.1, 2.2, 2.3, 3.1, 3.2, 3.4, 4.1, 5.1, 5.2, 5.3. 

  
Additional Reauthorization Requirements Related to Discharge 
Outfalls 
Consistent with RCW 79.105.210, RCW 90.48.386 and WAC 332-30-122(2)(a) DNR may 
reauthorize, or approve lease modifications for existing discharge outfalls, or allow new discharge 
outfalls serving existing authorized uses under the following conditions: 

• The outfalls must meet all current local, state and federal regulatory requirements, and water 
quality standards. 

• The applicant must take all appropriate steps to avoid or minimize substantial or irreversible 
damage to the environment. 

• The applicant must complete the following studies to determine potential impacts of the 
proposed activities on habitats and species, and identify appropriate measures for impact 
avoidance and minimization. DNR will use the results of such studies to ensure that leases 
include conditions to avoid or minimize damage to the environment.  Studies include:  
 Herring larval survival and growth test protocol validation by commercial laboratories, to 

determine the relative sensitivities to the effluent from approved outfalls, as per Herring 
Agreed Order # 3192. 
 

 Completion of herring embryo temperature tolerance study, as per Herring Agreed Order 
#3192. 
 

 Repeat and expand testing to investigate the cause of herring embryo abnormalities as 
described by Hershberger, P.K., R.M. Kocan, 1999 
 

 For municipal outfall, assess cumulative impacts of wastewater to the waters of the 
Cherry Point Aquatic Reserve, including pharmaceuticals and other endocrine disrupters 
using analytical methods as described in Lubliner et. al. (2010).   Meets objectives 2.1, 
2.2, 3.1, 3.2, 4.1, 4.5.  

 Repeat and expand on the ambient water toxicity study including water temperature 
changes, as required by Herring Agreed Order # 3192, using protocols accepted by EPA 
and Ecology to evaluate cumulative effects of industrial wastewater outfalls and 
groundwater seeps on nearshore species survival and water quality.  
 

 Reassess bioaccumulation of PAH, PCB, and heavy metals in caged mussels as described 
by Applied Biomonitoring, 2002.  
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 For stormwater outfalls discharging to Birch Bay, implement the solutions recommended in 
the Birch Bay Comprehensive Stormwater Plan (2006) for the Birch Bay watershed. 
Completion of proposals that investigate treatment and re-use of stormwater, treated 
wastewater (currently discharged at Cherry Point) and re-claimed water, and water 
conservation programs in order to reduce discharges. Meets objectives 1.1, 1.4, 2.1, 2.2, 3.1, 
3.2, 3.4, 5.3. 

 
Approvals for Changes to Existing Uses and Facilities 
Under certain conditions, this Management Plan allows for new uses of existing facilities, as well as 
expansion and significant modification of existing facilities (the type of work that under DNR’s 
standard lease agreement would be considered new work rather than routine maintenance and repair). 
The proposal for such modifications must meet certain standards described below for alterations to 
existing facilities. Additionally, any structural modifications or operational changes to existing 
facilities that would result in increased artificial light, noise, wave or light shading, runoff, pollution, 
or other discharges must meet the standards below for alterations to existing facilities.  
 
Alterations to Existing Facilities: Overwater Structures 
DNR will not authorize alterations to the overwater footprint of existing facilities until the following 
conditions are met or studies complete. The purpose of these conditions is to assess potential adverse 
impacts of the proposed alteration on species and habitats to inform development of measures for 
impact avoidance and minimization that can be incorporated into lease agreements.  
 
 Proposed changes to DNR authorized uses at Cherry Point shall avoid or minimize noise and 

artificial light impacts based on the recommendations formulated in existing studies, future 
research and monitoring. 
 

 Modification to existing structures must be designed to avoid disruption of herring migratory 
patterns from deep water to the nearshore and along the nearshore. 
 

 Proposed alteration of existing overwater structures must minimize wave and light shading to 
the maximum extent feasible and avoid adverse impacts to areas with significant biological 
aquatic resource value, such as sediment transport processes, aquatic vegetation, spawning 
areas, pre-spawn holding areas and migratory corridors. This should be accomplished 
through managing location, orientation, design, materials, construction best management 
practices, operation of structures and activities contributing to shading.  
 

Approval of Authorizations for New Uses  
To determine if a proposal is consistent with this plan and serves the objectives of the reserve, DNR 
will consider the following when reviewing applications for new uses. 

 
New Overwater Structures 
Due to the environmental sensitivity of the area, and consistent with the Whatcom County SMP, 
DNR will not authorize any overwater structures on state-owned aquatic lands in or adjacent to the 
Cherry Point Aquatic Reserve in addition to those existing as of 2010, except for one new structure 
currently planned where Pacific International Terminals proposes to build an industrial pier. If 
constructed, the additional pier will bring the number of overwater structures to a total of four piers. 
The additional new pier must meet the requirements of this management plan, serve the objectives of 
the reserve, meet all regulatory requirements, and conform to the terms and conditions of the 1999 
Settlement Agreement, resolving Shoreline Hearings Board Appeals Numbers 97-22 and 97-23 
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concerning Pacific International Terminals’ Shoreline Substantial Development Permit SHS 92-0020 
(1999 Settlement Agreement).  
 
DNR will not approve a lease for the new pier until the following conditions are met or studies 
complete. The purpose of these studies is to assess potential adverse impacts of the project on species 
and habitats to inform development of measures for impact avoidance and minimization that can be 
incorporated into lease agreements. Completion of the studies or fulfillment of the conditions does 
not guarantee that DNR will approve a lease. DNR will make a decision to issue a new lease based 
on the facts and circumstances at the time of application.  
 
 Identify potential impacts and extent of salmon and herring behavior and distribution changes 

over time due to the artificial light and noise from the piers at Cherry Point. The studies 
should also investigate the potential changes in species abundance and dominance resulting 
from increased prey access under artificial lighting, and address ways to reduce or eliminate 
any identified impacts. The resulting recommended actions shall be incorporated into the 
plan of operations. This study shall be performed in coordination with: U.S. Coast Guard, 
Washington Dept. of Labor and Industries, Ecology, WDFW, ACOE, and affected tribes.  
 

 Proposed designs shall avoid or minimize noise and artificial light impacts based on the 
recommendations formulated in existing studies, future research and monitoring. 
 

 New structures must be designed to avoid disruption of herring migratory patterns from deep 
water to the nearshore and along the nearshore. 
 

 The new pier must minimize wave and light shading to the maximum extent feasible and 
avoid adverse impacts to areas with significant biological aquatic resource value, such as 
sediment transport processes, aquatic vegetation, spawning areas, pre-spawn holding areas 
and migratory corridors. This should be accomplished through managing location, 
orientation, design, materials, construction best management practices, operation of 
structures and activities contributing to shading.  
 

 Vessel traffic analysis must be completed and an assessment of traffic management needs 
evaluated as per 1999 Settlement Agreement. 

 
New Discharge Outfalls 
Consistent with RCW 79.105.210, RCW 90.48.386, and WAC 332-30-122(2)(a) DNR may issue 
new leases for outfalls to serve the one new industrial pier.  As a condition of a potential lease 
authorization, DNR will require studies to be completed to determine the potential impacts of the 
proposed activities on habitats and species and identify appropriate measures for impact avoidance 
and minimization.  DNR will use the results of such studies to ensure the leases are conditioned to 
avoid or minimize damage to the environment.  The conditions and studies required for authorization 
consideration include: 
 

• The outfalls meet all local, state and federal regulatory requirements, and water quality 
standards. 
 

• Appropriate steps are taken to avoid or minimize substantial or irreversible damage to the 
environment. 
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• All Supplemental Permit Conditions of the 1999 Settlement Agreement have been met. 
 

• Conduct ambient water toxicity study using protocols accepted by EPA and Ecology to 
evaluate cumulative effects of existing industrial wastewater outfalls and groundwater seeps 
on nearshore species survival and water quality. Caged mussel studies and/or harbor seal 
bioassays may be used as biological indicators of toxicity.  Study design may be based on 
similar study required by Herring Agreed Order # 3192.  Project proponent may coordinate 
study with existing authorized uses that are also required to conduct ambient water toxicity 
study, as identified in Additional Reauthorization Requirements Related to Discharge 
Outfalls section above.    
 

• Assess bioaccumulation of PAH, PCB, and heavy metals in caged mussels as described by 
Applied Biomonitoring, 2002. 

 
Shoreline modification along Cherry Point  
New structures or proposed modifications to existing structures must be designed to avoid impacts to 
wave energy, nearshore sediment drift, and aquatic and riparian vegetation. Only aquatic habitat-
friendly methods of shoreline armoring (as recommended by the Integrated Stream bank Protection 
Guidelines, Washington State Aquatic Habitat Guidelines Program, 2002) will be authorized on 
state-owned aquatic lands. Exceptions will be made for replacement of existing shoreline armoring to 
protect existing structures, as long as consistent with the Whatcom County SMP.  Meets objectives 
1.1, 1.4, 3.1, 3.2, 3.4, 5.3.  
 
Prohibited Uses 
Saltwater Intake Structures 
DNR will not authorize saltwater intake structures within or directly adjacent to the reserve, except in 
those cases when it is necessary for the installation and use of firefighting equipment at the industrial 
piers. 
Meets objectives 1.1, 1.4, 2.1, 3.2, 3.4.   
 
Cable or Pipeline Installations 
DNR will not authorize cross-channel cable or pipeline installations within or directly adjacent to the 
reserve.Meets objectives 1.1, 1.4, 2.1, 2.2, 3.1, 3.2, 3.4. 
 
Other Uses 
DNR will not consider authorizing any uses in the reserve other than those identified above, unless 
the use is consistent with the purpose of the reserve management objectives of this plan.  Any uses 
proposed on state owned aquatic lands directly abutting the reserve must not conflict with the 
purpose of the reserve designation or with the protection of habitat and species identified for 
conservation within the reserve.   
Meets objectives 1.1, 1.2, 1.4, 2.2, 2.3, 3.1, 3.2, 3.4, 5.1, 5.2, 5.3.
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6. Plan Implementation 
 
The successful management of the Cherry Point Aquatic Reserve will require coordination and 
collaboration with public and private entities as well as local, state, federal, and tribal government, 
and non-government organizations. Review and evaluation of sound scientific and management 
information by resource managers should guide the future development, restoration and protection 
decisions. To increase collaboration in decision making, resource managers should consider forming 
a permanent workgroup whose purpose would be to guide the implementation of this plan and 
coordinate decisions that will affect the long-term health of resources and ecosystems of the Cherry 
Point Aquatic Reserve. 
 
To enhance coordination and cooperation the resource managers are encouraged to jointly develop a 
Memorandum of Understanding (MOA) to address issues of mutual interest in the Cherry Point area. 
The MOA should describe how these entities will coordinate the discharge of their authorities and 
responsibilities, and state how they intend to work together to achieve desired outcomes for resource 
protection as presented in this plan for the Cherry Point Aquatic Reserve. The resource managers and 
their entities should seek information and review recommendations for action from this plan and 
other locally developed plans, the Puget Sound Partnership, the scientific community, local industry, 
Whatcom County Marine Resources Committee, environmental stakeholders, and other local interest 
groups in making decisions. 
 
The resource managers may choose to establish advisory committees to enhance review and input on 
specific research, protection or restoration efforts.The resource managers should rely on existing 
regulatory and governmental decision processes as the basis for managing activities of the regulated 
community including general land use. Decisions by the resource managers should support the long-
term objectives as stated in this plan and the MOA. 
 
In addition to coordinating with each other, the resource managers should coordinate decisions and 
activities related to the maintenance of navigation, water quality and habitat protection with U.S. 
Corps of Engineers, U.S. Fish and Wildlife Service, NOAA Fisheries and U.S. Environmental 
Protection Agency. Decisions and activities related to vessel traffic management, spill prevention, 
and clean-up should be coordinated with U.S. Coast Guard, Ecology, Northwest Area Committee, 
interested tribes, and the fishing industry. Under the MOA, significant decisions and documents 
should be shared and discussed with resource managers prior to implementation.  
 
Coordination with Community Groups 
Many actions will require the assistance of nongovernmental entities. Such as, monitoring, research, 
restoration and environmental education.These largely non-regulatory actions can support plan 
implementation and will require careful coordination and clear delineation of responsibility and 
activity. DNR will make sure that group efforts are regularly coordinated with the resource managers 
and opportunities for discussion are established. Emphasis should be on making information 
available to the public and community groups for review and feedback on priorities selected by the 
resource managers. 
 
Funding 
Implementation of this plan is anticipated to be a cooperative effort. A coordinated approach to 
funding for the activities will be a key to successful achievement of the plan’s goals. DNR seeks to 
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coordinate funding efforts to ensure that the plan is implemented based on priorities established in 
this plan and with input by the resource managers.  DNR will seek funding to ensure the completion 
of all management actions required for approval of new leases, lease modifications, and lease 
renewals, however, DNR also encourages current and potential future leases to seek funding for these 
required studies as well.  This will ensure that studies are funding and completed consistent with 
leesee needs Funding will be sought from a variety of sources including grants, agencies and other 
sources. As obligated by their permits, lessees will fund required regulatory mitigation associated 
with the ongoing operations of their facilities. DNR will encourage lessees and other governmental 
agencies to consider proactively participating in cooperative efforts to assist in ensuring the funding 
of issues identified in this plan.  
 

Adaptive Management 
Adaptive management is a key component to success of the Cherry Point Aquatic Reserve 
Management Plan. Adaptive management is a systematic process for improving management programs 
by learning from the outcomes of actions taken. Adaptive management requires tracking progress in 
carrying out the plan, making technical assessments about effectiveness of plan actions, managing and 
sharing data, evaluating and communicating progress, and determining whether course corrections are 
needed to make the plan more effective over time. Adaptive Management also allows for science-based 
approaches to fill data gaps and provides a framework to address uncertainties in the coming years. 
 
The successful management of the Cherry Point Aquatic Reserve will require coordination and 
collaboration with public and private entities as well as local, state, federal, and tribal government, and 
non‐government organizations. Review and evaluation of sound scientific and management 
information by resource managers should guide the future development, restoration and protection 
decisions. 
 
This plan contains numerous actions that will be implemented by DNR and others. DNR will be 
responsible for tracking implementation of actions, research, and monitoring for the reserve. DNR will 
also assist with management of data collected through research, monitoring and other sources.  DNR 
will develop a monitoring database to coordinate and compile the data collected by DNR and other 
entities during ongoing monitoring activities within and adjacent to the reserve. This will require the 
cooperation of agencies, affected tribes, industry, community groups and research institutions. 
 
Because the management actions in this plan will take several years to implement, actions have been 
prioritized to identify those actions that should be completed in the first five years. Considerable gaps 
exist in our understanding of ecological processes and the relationship of the risk factors to the decline 
of targeted species within the aquatic reserve. Therefore, actions in the first five years will focus on 
establishing priorities for research to reduce uncertainties about the cause of species decline that can 
directly improve the effectiveness of actions, and on effectiveness monitoring. The purpose of 
effectiveness monitoring is to assess the success of management actions in attaining the future desired 
conditions. With increased understanding of the relative role various risk factors play in species 
decline, and the effectiveness of proposed management actions, management activities can be further 
refined and targeted. Quantifiable management goals and actions will be developed and adjusted over 
time based upon the established baseline conditions to aid in attaining the desired long-term future 
conditions for the resources of the aquatic reserve. 
 
Through the adaptive management process, the resource managers will need to focus on the 
achievement of the desired future outcomes. An evaluation process shall be established early in the 
implementation process that will provide the basis for determination if implementation of actions in 
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this plan is achieving outcomes in all areas. Adaptive management of the reserve will integrate changes 
in scientific knowledge concerning the site, conditions of habitats and species, and existing uses of 
state-owned aquatic lands. Data and reports generated from research and monitoring activities will also 
be used to guide DNR in determining if management actions are meeting the goals and objectives of 
the reserve. If management actions are not successfully contributing to the goals and objectives for the 
reserve, then they will be modified, monitored, and evaluated during the following 10-year review 
process in accordance with adaptive management strategies. 
 
DNR will review and update this management plan at least every 10 years, or more frequently if 
deemed appropriate. Among other things, changes in scientific knowledge concerning the site, 
conditions habitats and species, and existing encumbrances will be included in the updates. 
Additionally, data and reports generated from research and monitoring activities will be evaluated in 
attempts to determine if management actions are meeting the goal and objectives of this plan.  
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Glossary 
Antidegradation Policy    The Clean Water Act’s (CWA) antidegradation policy is  

  found in section 303(d) (and further detailed in federal  
  regulations) and its goals are to 1) ensure that no   
  activity will lower water quality to support existing uses,  
  and 2) to maintain and protect high quality waters.   
  States must adopt an antidegradation policy and   
  methods for implementation. 
 

Aquatic Lands  All state-owned tidelands and bedlands. “Aquatic lands" 
means all state-owned tidelands, shorelands, harbor 
areas, and the beds of navigable waters (RCW 
79.105.060(1)). Aquatic lands are part of the public lands 
of the state of Washington and include many public places, 
waterways, bar islands, avulsively abandoned beds and 
channels of navigable bodies of water, managed by the 
department of natural resources directly, or indirectly 
through management agreements with other governmental 
entities. 
 

Aquatic Reserve Program   The Aquatic Reserve Program is an ecosystem-based 
program created to establish aquatic reserves on selected 
state-owned aquatic lands to protect identified important 
native aquatic ecosystems. Aquatic reserves are lands of 
special educational or scientific interest, or of special 
environmental importance (WAC 332-30-151). 
 

Authorization instrument   A lease, material purchase, easement, permit, or other 
document authorizing use of state-owned aquatic lands 
and/or materials. 
 

Ballast water:  Ballast water is held in tanks and/or cargo holds of ships to 
provide stability and maneuverability during a voyage 
when ships are not carrying cargo, are not carrying heavy 
enough cargo, or require more stability due to rough 
seas.8 Ballast water may be either fresh or saline. Ballast 
water may also be carried so that a ship rides low enough 
in the water to pass under bridges and other structures. 
 

Beach:   The zone of unconsolidated material that extends landward 
from the low water line to the place where there is marked 
change in material or physiographic form, or to the line of 
permanent vegetation (usually the effective limit of storm 
waves). The seaward limit of a beach is the extreme low 
water line. A beach includes a foreshore and a backshore. 

 Bedlands, Beds of  
navigable waters:    Those submerged lands lying waterward of the line of  
     extreme low tide in navigable tidal waters and   
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     waterward of the line of navigability in navigable lakes,  
     rivers and streams.  
 

Benthic Zone:  The benthic zone is the lowest level of a body of water, 
such as in an ocean or a lake. It is inhabited by organisms 
that live in close relationship with (if not physically attached 
to) the ground, called benthos or benthic organisms. 
 

Biological Diversity:  The various plant and animal species representative of 
and native to a site. "Regional biological diversity" is 
protected when habitat is provided to species that are 
becoming locally rare due to loss of habitat.  
 

Biotoxin (marine):  Marine biotoxins are poisons caused by microscopic toxin-
producing algae (a type of phytoplankton) that naturally 
occur in marine waters, normally in amounts too small to 
be harmful.  However, a combination of warm 
temperatures, sunlight, and nutrient-rich waters can cause 
rapid plankton reproduction, or "blooms."  
 

Bluff:   An unvegetated high bank composed largely of 
unconsolidated deposits with a near-vertical face 
overlooking a body of water. 
 

Cliff:    A high, very steep to perpendicular or overhanging face of 
rock rising above the shore.  

 
Coastal Zone:     The sea-land fringe area bordering the shoreline where to  
    coastal waters and adjacent lands exert a measurable  
    influence on each other. 
 

Commerce:     The exchange or buying and selling of goods and   
     services. As it applies to aquatic land, commerce usually  
     involves transport and a land/water interface. 
 

Critical Habitat:     Those areas necessary for the survival of threatened,  
     endangered, sensitive species, as designated under the  
     Federal Endangered Species Act and Washington State  
     Forest Practices Rules.  

Cultural Resources:    Archeological and historic sites and artifacts, whether  
     previously recorded or still unrecognized, as   
     administered by Department of Archaeology and   
     Historic Preservation (DAHP) and protected under Title  
     27 RCW.  
 

Dredging:     The enlarging or cleaning out a river channel, harbor, etc. 
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Ecosystem:      An ecological community consisting of all the living and  
     non-living components of the physical environment.  
 

Endangered, Threatened and  
Sensitive Species (ET&S):   Plants and animals protected under the federal   
     Endangered Species Act or state designation.  
 

Enhance:     To intentionally re-create elements that existed on site  
     before disturbance, or introduce new functions or   
     characteristics to a site.  
 

Epibenthic:     Living on the bottom of the ocean. 
 

Extreme low tide:    The line as estimated by the federal government below  
     which it might reasonably be expected that the tide   
     would not ebb.  Varies by location. 
 

Habitat:     The components of the ecosystem upon which a plant  
     or animal species relies for its life cycle.  
 

Hydraulic Project Approval:  Permit issued by the Washington State Department of  
     Fish and Wildlife, the purpose of which is to address any  
     damage or loss of fish and shellfish habitat which is  
     considered to result in a direct loss of fish and shellfish  
     production. 
 

Intertidal:     The intertidal zone is also known as the foreshore and is  
     that area exposed to the air at low tide and submerged  
     at high tide, for example, the area between tide marks.  
     This area can include many different types of habitats,  
     including steep rocky cliffs, sandy beaches or vast   
     mudflats. 
 

Littoral zone:    The littoral zone of the coast is also called the foreshore,  
     or intertidal zone, and is the section of the coast that is  
     periodically covered by high tides and exposed during  
     low tides.  

lux:     The lux (symbol: lx) is the SI unit of illuminance and  
     luminous emittance. It is used in photometry as a   
     measure of the apparent intensity of light hitting or   
     passing through a surface. ( 
 

Maintain:     To protect natural site characteristics and ecosystem  
     processes, such as wildlife habitat, soil conservation  
     and succession of native plant communities.  
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Mean Low Water:    A tidal datum. The average of all the low water heights  
     observed over the National Tidal Datum Epoch. 
 

Mean Lower Low Water (MLLW):  A tidal datum. The average of the lower low water height  
     of each tidal day observed over the National Tidal   
     Datum Epoch. 
 

Mean High Water    (MHW) - The average height of the highest tidal waters  
     reached during the year over a National Tidal Datum  
     Epoch. 

Mean Higher High Water  
(MHHW):     The average of the higher high water height of each  
     tidal day observed over the National Tidal Datum   
     Epoch.  
 

Monitor:     To collect and analyze data for the purpose of   
     answering management questions. A baseline is   
     established and periodic measurements are taken to  
     determine the extent and rate of change over time.   
     Topics include: Beneficial and negative impacts of   
     stewardship activities, natural events and public use.  
 

Moorage facility:    A marina, open water moorage and anchorage area,  
     pier, dock, mooring buoy, or any other similar fixed   
     moorage site. 
 

Natural Landscape Elements:  The natural watercourses, topography, hydrology and  
     vegetation which comprise a particular site. 
 

Natural processes:    Phenomena that shape the landscape's appearance and  
     habitat potential. 
 

Non-point source discharge:  Nonpoint source pollution generally results from land  
     runoff, precipitation, atmospheric deposition, drainage,  
     seepage, or hydrologic modification. Technically, the  
     term "nonpoint source" is defined to mean any source of  
     water pollution that does not meet the legal definition of  
     "point source" in section 502(14) of the Clean Water Act  
     (see definition of point source). 
 

Ordinary high tide:  The same as mean high tide or the average height of high tide. 
In Puget Sound, the mean high tide line varies from 10- to- 
13 feet above the datum plane of mean lower low water (0.0). 
 

Ordinary high water:   The line of permanent upland vegetation along the shores  
     of non-tidal navigable waters. In the absence of vegetation, 
     it is the line of mean higher high water. 
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Open moorage:    Moorage slips and mooring floats that have completely  
     open sides and tops. 
 

Open water moorage and  
anchorage areas:    Areas of state-owned aquatic lands leased for moorage  
     and anchorage that do not abut uplands and do not include 
     a built connection to the uplands. May contain mooring  
     buoys, floating moorage docks, other moorage facilities not 
     connected to the shoreline or anchorage areas in   
     accordance with WAC 332-30-139(5).  
 

Pelagic Zone:    The pelagic zone is the part of the open sea or ocean and  
     does not include the seafloor. 
 

Percent Slope -  The direct ratio (multiplied by 100) between the vertical and 
the horizontal distance for a given slope; e.g., a 3-foot rise in a 
10-foot horizontal distance would be a 30 percent slope. 
 

Photic zone:  The photic zone or euphotic zone is the depth of the water 
whether in a lake or an ocean that is exposed to sufficient 
sunlight for photosynthesis to occur. The depth of the euphotic 
zone can be greatly affected by seasonal turbidity. 
 

Point source discharge:   The term "point source" means any discernible, confined  
     and discrete conveyance, including but not limited to any  
     pipe, ditch, channel, tunnel, conduit, well, discrete fissure,  
     container, rolling stock, concentrated animal feeding  
     operation, or vessel or other floating craft, from which  
     pollutants are or may be discharged. This term does not  
     include agricultural storm water discharges and return  
     flows from irrigated agriculture (taken from section 502(14)  
     of the Clean Water Act). 

 
Polycyclic aromatic  
hydrocarbons (PAH):   A group of chemicals that are formed during the   
     incomplete burning of coal, oil, gas, wood, garbage, or  
     other organic substances, such as tobacco and charbroiled 
     meat. There are more than 100 different PAHs. PAHs  
     generally occur as complex mixtures (for example, as part  
     of combustion products such as soot), not as single  
     compounds. PAHs usually occur naturally, but they can be  
     manufactured as individual compound. Can also be found  
     in substances such as crude oil, coal, coal tar pitch,  
     creosote, and roofing tar. They are found throughout the  
     environment in the air, water, and soil. They can occur in  
     the air, either attached to dust particles or as solids in soil  
     or sediment. Health effects vary depending upon   
     compound.  
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Public lands:     Lands belonging to or held in trust by the state, which  
     are not devoted to or reserved for a particular use by  
     law, and include state lands, tidelands, shorelands and  
     harbor areas as herein defined, and the beds of   
     navigable waters belonging to the state (RCW   
     79.02.010). 
 

Public use:     To be made available daily to the general public on a  
     first-come, first-served basis, and may not be leased to  
     private parties on any more than a day use basis. 
 

Public use beach:    A state-owned beach available for free public use but  
     which may be leased for other compatible uses. 
 

Restore:     To recover natural site features and processes that   
    existed on site prior to disturbance.  
 

Riparian:     Relating to or living or located on the bank of a natural  
    water course, such as a stream, lake or tidewater. 
 

Runoff     That part of the precipitation from rain, snowmelt or   
    irrigation that is not absorbed into the ground, instead  
    often flowing over impervious surfaces, or directly into  
    streams and other surface waters or land depressions.  

Saturated     A condition in which the interstices of a material are  
    filled with a liquid, usually water. 
 

Sediment Impact Zone 
 (Ecology)10

Shore:     That space of land which is alternately covered and left  
    dry by the rising and falling of the water level of a lake,  
    river or tidal area. 
 

:     A sediment impact zone is an area where the specific  
     sediment quality standards may be exceeded in   
     conjunction with an authorized discharge permit. In   
     authorizing a sediment impact zone, Ecology must find  
     that the discharge is in the public interest and may   
     require that best management practices be employed or  
     that all known, available, and reasonable technology  
     (“AKART”) be applied to minimize the adverse impact of  
     the discharge on sediments. 
 

                                                 
10 WAC Chapter 173-204 establishes sediment standards. Section 173-204-420 specifies sediment quality criteria for 
Puget Sound that may not be exceeded, and section 173- 204-120 provides that existing beneficial uses (of the 
benthic environment) must be protected, and no degradation which would interfere with those uses will be allowed 
(see definition of Antidegradation Policy). The regulations, while requiring adherence to sediment quality criteria, 
also recognize that goal may not always be attainable. The result of that regulatory conflict is the authorization of 
sediment impact zones. 
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Shoreline     The intersection of a specified plane of water with   
    beach; it migrates with changes of the tide. 
 

State Environmental Policy Act SEPA; State law that requires agency decision makers to 
consider the environmental consequences of a proposal 
prior to making a decision.  It includes a procedure, public 
involvement opportunities, and supplemental authority to 
require mitigation for identified adverse environmental 
impacts. 
 

State-owned aquatic lands:  Those aquatic lands and waterways administered by the  
    department of natural resources or managed under   
    department agreement by a port district. State-owned  
    aquatic lands does not include aquatic lands owned in  
    fee by, or withdrawn for the use of, state agencies other  
    than the department of natural resources (RCW   
    79.105.060(20)). 
 

Subtidal zone:    Also called the sublittoral zone of the coast. The subtidal  
    zone (below low water) is a band that is affected only  
    during the negative tides which occur periodically   
    throughout the year 
 

Supralittoral zone:  Also called the splash zone (above high water), this area of 
the beach or coast remains exposed the longest and 
whose inhabitants are only sprayed with water, although 
during episodic “flooding” it is covered by the tide.  
 

Terminal:     A point of interchange between land and water carriers,  
    such as a pier, wharf, or group of such, equipped with  
    facilities for care and handling of cargo and/or   
    passengers (RCW 79.105.060(21)). 
 

Tidelands:    Lands between the lines of ordinary high tide and the  
    line of extreme low tide.  
 

Uplands:    Lands, including lakes, wetlands and streams, above  
    the line of ordinary high tide. 
 

Vessel:     A floating structure that is designed primarily for   
    navigation, is normally capable of self propulsion and  
    use as a means of transportation, and meets all   
    applicable laws and regulations pertaining to navigation  
    and safety equipment on vessels, including, but not  
    limited to, registration as a vessel by an appropriate  
    government agency. 
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Water-dependent use:   A use which cannot logically exist in any location but on  
    the water RCW 79.105.060(24)). 
 

Wetlands:    Lands where saturation with water is the dominant   
    factor determining soil development and the types of  
    plant and animal communities living in the soil and on its  
    surface. 
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Appendix A - Cherry Point Aquatic 
Reserve Resource Characterization 
 
This section provides detailed information regarding the ecological zones, habitats, species and other 
resources found within or adjacent to the Cherry Point Aquatic Reserve.  Understanding the 
ecological processes and functions at Cherry Point can guide decision-making regarding aquatic land 
management that influences the Reserve and its associated ecological relationships.  
 
Background 
The Georgia Basin was created about 150 million years ago when colliding continental plates created 
the Georgia Depression. The Puget Sound and the Strait of Georgia were created by the repeated 
advance and scouring of glacial ice-sheets, the most recent of which moved into the area around 
15,000 to 13,000 years ago (Easterbrook 1999). This glaciation, referred to as the Fraser, flowed 
through the Fraser Valley and formed the Strait of Juan de Fuca. The Fraser Glaciation moved as far 
south as Olympia, with huge glaciers forming the hills and valleys that characterize the Georgia 
Basin today and depositing the Vashon Till that covers much of the region (Williams et al. 2001).   
 
The Strait of Georgia or the Georgia Strait, is a strait between Vancouver Island (as well as its nearby 
Gulf Islands) and the British Columbia mainland. The Canada-US border runs through the southern 
part of the Strait. To the south, Georgia Strait adjoins Puget Sound (which extending to near the 
bottom of the map) and to the west, it adjoins Haro Strait, then the Strait of Juan de Fuca (bisected by 
the order). The Strait is approximately 240 kilometers (150 mi) long and varies in width from 18.5 to 
55 km (11.5 to 34 mi). Cherry Point Reach lies within the Strait of Georgia – see below. 11

 
 

                                                 
11 This image is from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) Project and more than 5 years old.  
Satellite data captured by the SeaWIFS sensor are released into the public domain 5 years after capture.  

http://en.wikipedia.org/wiki/public_domain�
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Figure 4. Strait of Georgia and Pacific Northwest- The Strait of Georgia at center, the Strait of Juan de Fuca below, 
Puget Sound at the lower right. Sediment from the Fraser River clearly visible.  
 

 
 

 
Nearshore Environment 
The nearshore environment includes estuarine and marine shoreline areas representing the interface 
between freshwater, air, land, and the open marine waters of Puget Sound and Georgia Strait (Fresh 
et. al, 2004). The nearshore includes upland and backshore areas that directly influence conditions 
along the shoreline, extending seaward to the greatest depth of the water column that encompasses 
the photic zone (Fresh, et al. 2004).  Within this area, a complex interplay of biological, geological, 
and hydrological processes interact across the terrestrial-marine interface to maintain the nearshore 
environment (Johannessen and MacLennan 2007).  
 
Shoreline Characteristics 
Geomorphic characteristics of the Whatcom County Shoreline, including Georgia Strait, include 
glacial sediment, limited sea level rise, moderate tidal range and considerable wave exposure. These 
characteristics create geomorphic systems, based upon the availability of and sources of sediment, 
and the influence of waves, tide and river energy (Shipman, 2008).  
 
The character of the beach at Cherry Point is described as consisting of moderate to high feeder 
bluffs, with broad storm berms, which likely buffer wave erosion. The berm crest is composed of 
pebble and granula with minor cobble, and the upper foreshore of the beach is dominated by pebble 
and cobble with substantial amounts of sand in most locations. The lower foreshore/high tide beach 
is cobble and pebble dominant with sand and boulders. Beach material along the low tide terrace is 
typically composed of finer sediment with cobble and boulder lag deposits. Active bluff erosion 
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contributes large woody debris to the upper beach (Whatcom County Shoreline Characterization 
Inventory, 2006). The site is also distinctive for its bathymetry with water depths reaching more than 
70 feet just offshore (see Figure 5). 
 
Figure 5, Bathymetry at Cherry Point 

 
 
 
Bluffs and Drift in Whatcom County 
Bluffs are present throughout a majority of Whatcom County waterways. Bluffs are relatively recent 
landforms, created as an after effect of the most recent glaciations (Fraser). A large sheet of ice 
advanced from British Columbia through Georgia Strait on the tail of advancing outwash composed 
of sands and gravels, and moved south through Puget Sound to below Olympia. It extended out 
beyond Cape Flattery. This is called the Vashon Advance, and is response for many of the sediment 
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in Puget Sound (“Vashon Till”) and beach landforms seen today. It occurred approximately 5,000 
years ago (Johannessen, 2006). 
 
In Whatcom County, the Vashon Advance created bluffs that reach heights reach up to 200 feet.  
Many of these bluffs actively erode, creating beaches and large areas of accretion, composed of this 
glacially derived sediment. These bluffs help feed the constant river of sand and gravel that flows 
along beaches. Shore drift or "littoral drift" can move materials from eroding bluffs and streams to 
shorelines miles away. Weather and waves pick up particles in one area and drop them off in another 
area. The direction of shore drift is determined by the prevailing direction of the waves and currents 
in the drift cell. Drift cells are an important shoreline component at the Cherry Point Aquatic 
Reserve; there are three within Reserve or the immediate vicinity adding to the areas uniqueness, and 
these cells will be discussed in detail next.  
 
Drift cells are important because they are the mechanism that supplies nearshore environments with 
the majority of the sediments they require.  Drift cells nourish beaches, and provide fine sediments to 
flats, and maintain sand spits and other coastal landforms.  According to the Whatcom County 2006 
Shoreline Characterization and Inventory, there are three drift cells located at or in the immediate 
vicinity of Cherry Point: (1) Birch Bay, (2) Point Whitehorn, and (3) Cherry Point. Structures such as 
marinas, docks and groins can erode and damage beach habitat by blocking supplies of sand to 
downdrift beaches, flats and sand spits (Ecology website, 2008). Figure 6 depicts the drift cells at 
Cherry Point.  
 
Birch Bay Drift 
Shore drift moves from Birch Point south and east towards the jetty located at Birch Bay Village 
Marina. A second drift cell starts east of the Marina and extends to the northeastern corner of Birch 
Bay (Whatcom County, 2006). 
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Figure 6, Cherry Point Drift Cells
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Point Whitehorn Drift 
A drift cell originates at Point Whitehorn, drifting northeast to converge with a cell in the northeast 
corner of Birch Bay. Bluff erosion at Point Whitehorn is substantial and significantly contributes to 
the drift cell. Visible evidence of this dynamic process at Point Whitehorn includes broad sand flats, 
spits, and protruding shorelines. Beaches at Point Whitehorn mark the start of a large accretionary 
beach, which forms around Birch Bay, just to the north. Ninety-four percent of the beaches in this 
Reach are considered accreting beaches (compared to eroding beaches) (Whatcom County, 2006). 

 
Cherry Point Drift 
A northwesterly fetch from the Strait of Georgia moves sediment south, through a narrow divergence 
zone located at Point Whitehorn. This cell includes the Cherry Point area and terminates at the spit at 
Sandy Point. According to Whatcom County’s Shoreline Inventory and Characterization, which 
examined sediment transport along the coastline, sediment sources are abundant within this drift cell, 
accounting for approximately 54 percent of the Cherry Point shore reach. Feeder bluffs make up an 
additional 9 percent. The Cherry Point Aquatic Reserve is also characterized by recent landslides, 
representing over 18 percent of the shore reach. Toe erosion was identified along 38 percent of the 
Reserve.  Human modifications that directly affected geomorphic processes were identified along 9 
percent of the Cherry Point Aquatic Reserve. (Whatcom County, 2006). 
 
Riparian areas are generally defined as the interface between terrestrial and aquatic ecosystems. As 
Brennan (2007) explains, riparian areas are part of the transition zone between aquatic and terrestrial 
systems. The riparian area within the Cherry Point Aquatic Reserve includes forests, meadows, 
streams, and a brackish wetland. The primary functions and processes within the marine riparian 
zones include nutrient and sediment input, maintenance of water quality, soil/slope stability, 
shade/temperature control, and recruitment of large woody material.   
 
Salt Marshes 
At Cherry Point, a large brackish marsh habitat complex can be found along Gulf Stream Road. Salt 
marsh and brackish marsh habitats thrive in areas influenced by tides, often located above mean high 
high water (MHHW), in locations where sediment accretion or supply is high  (Whatcom County, 
2006; Kyte, M. pers. comm., 2009). 
 
Cherry Point Nearshore Zone 
As earlier emphasized, the nearshore environment is a dynamic area. It also provides for a wide 
range of commercial, navigational, and residential activities such as marinas, ferry docks, and log 
storage. Due to the ecological sensitivity of the nearshore environment and its value for human 
activities, protecting nearshore processes and functions is a critical component of this management 
plan. 
 
The intertidal zone at Cherry Point is rocky, running the length from Point Whitehorn to Sandy Point 
and containing a wide variety of biological habitats. The most common habitat consists of various 
sizes of boulders, mixed with, cobble, gravel and sand.  Large boulders are prevalent north of Cherry 
Point, near the Alcoa-Intalco facility, and immediately south of the ConocoPhillips refinery. Boulder 
habitat has the function of providing substrate shelter for mobile and sessile organisms (ENSR 
1992a).  Moving from the intertidal towards the low-tide line, the boulders mix with and sandy 
patches. Many of these sand patches support eelgrass (Zoestra marina) and/or assemblages of marine 
algae (ENSR 1992a). 
 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            99 
 

The sublittoral zone extends from the low-tide line out to 200 meters. The sublittoral refers to areas 
where sunlight reaches the ocean floor; that is, the water is not deep enough to remove the photic 
zone. At the Cherry Point Aquatic Reserve, the sublittoral zone is generally depositional, with fines, 
silt and mud prevailing. Subtidal (sublittoral) mudflats are also abundant below approximately 5 to 
10 meters below mean lower water because of the depositional nature of the offshore environments 
within the Reach (Kyte, M. 2009, personal communication). Some boulders are present, covered in 
silt. Sediment in the upper sublittoral zone immediately below the intertidal zone are generally sandy 
mud (ENSR 1992a).  The inner sublittoral extends out to about 160 feet, the boundary of the Cherry 
Point Aquatic Reserve. However, the actual seaward limit of the sublittoral will vary because it is 
determined by that depth at which we find no plants growing on the ocean bottom. It is determined to 
a major extent by the amount of solar radiation that penetrates the surface water, or the end of the 
photic zone. This could be influenced, in part, by turbidity (Thurman, 1990) and any type of spill. 
 
The sublittoral is considered the end of the nearshore environment, with the open ocean (marine) 
beyond this area. Beyond this, we find open ocean conditions, where local and regional currents, 
temperature, salinity and water quality become important to consider.  
  
Oceanography 
Today, the Strait of Georgia is fed by the 850-mile long Fraser River to the north, which moves large 
amounts of silt and fresh water long distances. This river drains over one quarter of British Columbia 
and has the largest salmon runs in North America (Georgia Strait Alliance, 2007).  The Fraser River 
has a profound influence on the water flow and quality within the Strait of Georgia.  Over 80 percent 
of the freshwater entering the Strait of Georgia comes from the Fraser River; run-off is driven by 
glacier melt, occurring during June and July.  Other rivers drain into the Strait of Georgia from 
Vancouver Island during periods of intense precipitation, generally around November (Waldichuck 
1957). For comparison, the annual amount of freshwater entering Puget Sound is only 10-20 percent 
of the amount that enters the Strait of Georgia.  
 
Freshwater  
The Strait of Georgia receives freshwater input from rivers and streams, compared to Puget Sound, 
which receives freshwater runoff from the encircling Olympic Mountains to the west and the 
Cascade Mountains to the east (Whatcom County 2006). For Cherry Point, one of the major sources 
of nearby freshwater supports two genetically distinct salmonids – Nooksack Chinook and Nooksack 
Coastal Cutthroat. This sediment rich river has been heavily modified in the upper and mainstem 
areas, and currently drains just south of the Reserve.  Salmonids migrating to the Nooksack use the 
Cherry Point nearshore area.  
 
The Fraser River has been the primary source of freshwater for Cherry Point and the Strait of 
Georgia. The Fraser brings a high level of fine sediment to the Reserve,  when combined with the 
Nooksack input to the south of the Reserve, and constant erosion of feeder bluffs  along the 
shoreline, have created a habitat conducive to supporting submerged vegetation and Pacific herring 
(Center of Biological Diversity et al, 2004).. 
 
The Nooksack River, located south of the Reserve and its delta has been diverted and reduced in size, 
due in part to levees and isolating meanders. Historically, until the 1950’s, the Nooksack River 
discharged into the Bellingham Bay. Diversions of the Nooksack occur for irrigated agriculture, 
industrial uses at the Cherry Point refinery complex and the cities of Lynden and Ferndale. In all 
these cases flow is reduced from within the Nooksack channel (PSAT 2005).  
 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            100 
 

Smaller freshwater streams discharge in or near the Cherry Point Aquatic Reserve. Terrell Creek 
discharges just north of Cherry Point through Birch Bay State Park, along with two unnamed 
freshwater creeks identified as streams “01.0100” and “01.0101”.  Terrell Creek is 8.7 miles in length 
and is mapped as a pocket estuary that provides feeding, refuge, and osmoregulatory functions for 
juvenile salmonids (Washington State Department of Parks and Recreation, 2007; Whatcom County 
Shoreline Characterization Inventory June 2006). It supports fair to good populations of coho plus 
some chum utilization.  The Birch Bay great blue heron colony is located north of the creek and west 
of Jackson Road. The Birch Bay great blue heron colony is the third largest in the region, supporting 
over 300 breeding pairs (U.S. Department of Energy, 2004).  
 
Stream 01.0100 is 1.25 miles long and drains 800 acres. The stream is characterized (according to 
WAC 222-16-030) as a Type 4 water below Henry Johnson Road (water may be intermittent) and a 
Type 5 above (water is intermittent) (Shapiro and Associates 1994).  Field surveys suggest that few 
fish species use this stream. Based on previous reports the only anadromous fish likely to use the 
stream are cutthroat (Shapiro and Associates 1994).  Based on personal observations made during 
annual beach walks from 1999 through 2008 that have included the mouths of these two streams in 
each year, Kyte reports personal observations that stream 01.0100 is ephemeral at its mouth and 
usually dry in the spring. Kyte concludes that it is very unlikely that this stream supports any finfish, 
especially anadromous species (Kyte, M. 2009, personal communication via email). 
 
Less is known about stream 01.0101 and its ability to support anadromous fish is unknown.  Stream 
01.0101 drains through the Cherry Point saltmarsh, a nine-acre Category 1 wetland that includes 3.5 
acres of estuarine emergent saltmarsh that is tidally controlled..    Based upon observations by Kyte 
during beach walks, Stream 01.0100 has always had flowing water at the mouth in the attached tidal 
marsh.  In addition, on a number of occasions, coho salmon fry were observed at the mouth of this 
stream.  Kyte states (personal communication via email) that coho may use this stream for spawning 
and initial rearing citing research by Williams et al. (1975).   
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Plant Species 
 
Submerged Aquatic Vegetation 
Submerged aquatic vegetation (SAV) in the marine environment is an important component of the 
nearshore ecosystem. SAV includes eelgrass (Zostera marina and Z. japonica) and attached 
macroalgae such as kelps (brown algae), red algae such as Turkish towel (Chondracanthus 
exasperatus), and green algae such as sea lettuce (Ulva fenestrate). SAV functions as rearing and 
forage habitat for many commercially important species such as juvenile salmon (Oncorhynchus 
spp.), forage fish, and Dungeness crab (Cancer magister) (Fairbanks 2005). Eelgrass, Zostera marina 
L., is monitored by the DNR, the Puget Sound Partnership and other resource managers to assess the 
health of nearshore habitat in Puget Sound. Since 2000, the Submerged Vegetation Monitoring 
Project (SVMP) monitored the abundance and distribution of Z. marina in greater Puget Sound and 
outlying areas using underwater videography. Zostera marina is considered an indicator of 
ecosystem health and provides valuable nearshore habitat to ecologically and economically important 
species. 
 
Eelgrass, Kelp and Algae at Cherry Point 
Cherry Point Aquatic Reserve is historically known for having an extremely high diversity in both 
algal species and biomass, which is subject to change. Eelgrass and kelp beds are found at Cherry 
Point, the functions of which include providing food, habitat and shelter for a variety of organisms 
including salmonids, forage fish, phytoplankton, zooplankton and macroinvertebrates. In addition to 
being an important component of nearshore primary production rates (Nybakken 2001), kelp beds are 
critical habitat for a number of organisms including grazers such as snails and sea urchins, filter 
feeders like barnacles and mollusks, scavengers (i.e. crabs), predators such as rockfish and starfish, 
and a variety of smaller algae.  Out-migrating smolts spend considerable time in nearshore eelgrass 
and kelp beds feeding and adapting to marine conditions as they mature. As a result, impacts to 
submerged aquatic vegetation and the communities they support also threaten rearing salmonids. 
These vegetated communities are an important part of the terrestrial food web and help support a 
variety of bird and mammal species.  
 
Eelgrass beds of both native and and non-native species (Zostera marina and Z. japonica) are found 
along the sand bars in southern Birch Bay and are then interspersed with a diverse algal community 
from Point Whitehorn to Neptune Beach.  These beds provide habitat for forage fish such as herring, 
and protecting shorelines from wave and current-drive driven erosion. Root systems help to anchor 
sediments in any shallow subtidal environments during low tides.  
 
Bladed kelps such as Laminaria saccarhina and Costaria costata, large filamentous brown algae 
such as a fewDesmarestia spp., and a variety of red foliose and filamentous algae dominate the algae 
community. Mixed eelgrass and Sargassum extend along most (94 percent) of the Reserve with 
sparse kelp (Nereocystis) beds beginning to appear near Point Whitehorn. Sargassum is a non-native 
subtidal large brown algaer that herring often spawn upon (Pentilla, 2001). Sargassum’s distribution 
in most areas outside the Cherry Point Reach is within the lower intertidal to subtidal zone.  
However, it is notable that along the Cherry Point shoreline and in Birch Bay, the distribution of 
Sargassum is restricted primarily to the intertidal zone.  Eelgrass beds in the Reserve  support herring 
and surf smelt (Hypomesus pretiosus) spawning along the beach to the west of Terrell Creek mouth, 
and provide habitat for Pacific sandlance (Ammodytes hexapterus).  
 
Figure 7, submerged aquatic vegetation at Cherry Point 
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Submerged Vegetation Monitoring Points (SVMP) 
DNR has two sets of data on submerged aquatic vegetation within the Cherry Point Reserve. The 
data is presented here is not for comparison, as the collection methods were different but simply for 
informational purposes. Management actions) specify future inventories are needed. 
 
In 1995, the DNR Nearshore Habitat Program surveyed Cherry Point and the following results were 
documented: 
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Table 2.0   DNR Nearshore Survey from 1995 
 

DNR 1995 survey (sq ft of vegetation)  

Brown algae  356,245.2  3.7%  

Eelgrass  419,888.1  4.3%  

Green algae  209,110.4  2.1%  

Kelp  7,719,611.6  79.3%  

mixed algae  1,033,752.3  10.6%  

Total:  9,738,607.6  100%  
 
 
Table 3.0 Whatcom County (Fairbanks Environmental Services, 2005) Nearshore Survey from 2004:  (see data from 
Table 4.0): 
 

   Low 
Density (sq 
ft)  

High 
Density (sq 
ft)  

Low 
Density (sq 
meters)  

High 
Density (sq 
meters)  

Turf Algae  1,894,772.2  1,615,010.8  176,024.3  150,034.5  

Canopy 
Algae  

3,142,068.7  1,271,794.0  291,898.2  118,149.7  

Bull kelp  2,329,223.2  0.0  216,384.8  0.0  

Sargassum  2,089,646.6  0.0  194,128.2  0.0  

Eelgrass  2,736,898.9  102,639.6  254,257.9  9,535.2  

 
Table 4.0 Whatcom County Area SAV coverage observed at Cherry Point in August, 2004 
 

Whatcom County (sq. feet of vegetation) 

Sargassum  2,089,646.6  13.8%  

Eelgrass  2,839,538.4  18.7%  

Bull kelp + 
canopy algae  

6,743,085.9  44.4%  

turf algae  3,509,783.1  23.1%  

 15,182,054.0  100% 

 
Animal Species 
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Salmonids 
Juvenile salmon rear for a few weeks to several years in freshwater before heading to the estuary, 
where they may feed and adjust to saltwater (a process called smoltification) for a period of only 
days to as much as a year before continuing on to the ocean.  In estuaries and freshwater, complex, 
meandering channels provide a network of riffles, pools and side channels for shelter and rearing.  
Juveniles are dependent upon native riparian vegetation for shading and cooler water temperatures, 
as well as a source of food from terrestrial insects, and shelter under/in large woody debris.  Juvenile 
salmon experience the highest growth rates of their lives while in these highly productive estuaries 
and nearshore waters.  Stable flows and high dissolved oxygen content (≥ 7.0 milligrams per Liter or 
mg/L) are also critical for the survival of both returning adults and rearing juveniles.   
 
A large number of salmon and migratory trout species have been historically or currently located 
along or adjacent to the Reserve, and the area has been designated as habitat for listed species, 
including Chinook, Nooksack Coastal Cutthroat and bull trout (native char). Out-migrating smolts 
feed and adapt to marine conditions as they mature in Cherry Point   eelgrass and kelp beds and 
around piers in the spring and summer before leaving the area in the fall (ENSR1992a). As a result, 
impacts to submerged aquatic vegetation and the communities they support also threaten rearing 
salmonids.   
 
Cherry Point and the adjacent areas historically supported a flourishing salmon canning industry.  
Threats to vegetative communities within Cherry Point from shading, shoreline armoring, increased 
nutrients loads, and damage from anchors and buoys have combined with natural and  
anthropogenic stressors outside of Cherry Point to decrease shelter and food supplies for smolts, 
juveniles, and migrating adults.   
 
Miller, B.S. et al (1977) found large numbers of pink salmon (Onchorynchus gorbuscha), chum (O. 
keta), coho (O. kisutch), and Chinook (O. tshawytscha) in cobble habitat located along the Cherry 
Point shoreline and in the protected eelgrass beds of Birch Bay.  Juvenile sockeye salmon (O. nerka) 
were also found in Birch Bay, but were generally less abundant than other species (Berger/Abam, 
2000). Adult Chinook, pink, coho, and chum salmon migrating to the Fraser and Nooksack rivers, 
Terrell Creek, and natal streams in Drayton Harbor can be expected to transit and feed along the 
Cherry Point shoreline (Berger/Adam 2000).  Terrell Creek provides feeding, refuge, and 
osmoregulatory functions for juvenile salmonids (Whatcom County Shoreline Inventory, 2006). 
Adults of all these salmon species migrate though the Cherry Point Aquatic Reserve and are 
harvested for ceremonial, subsistence, and commercial purposes. River biologists in British 
Columbia state that the area is used by char and cutthroat tagged in British Columbia (Ptlomey, R. 
pers. comm.).  
 
The Whatcom County WRIA 1 Salmon Recovery Plan lists Puget Sound bull trout species as 
“current presumed” and “presumed potential/historic” in waterbodies draining directly to Cherry 
Point (2007).In freshwater, Washington bull trout forage on salmonid eggs, fry and smolts, whitefish, 
and sculpin (USFWS 2004). In marine habitat along Cherry Point, native char are often found 
throughout the nearshore and estuarine habitat, seeking out surf smelt and other schooling fish, such 
as herring. Native char migrations and life history strategies are closely related to their feeding and 
foraging strategies. (Michal, H., pers. comm. 2009, USFWS 2004).  The Cherry Point Aquatic 
Reserve falls within designated critical habitat for coastal forms of native char (Salvelinus 
confluentus).   
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In 1999, Coastal-Puget Sound bull trout populations were listed as threatened by the USFWS and 
critical habitat was designated in 2005 (September 26) for the lower 48 states.  Coastal-Puget Sound 
bull trout are anadromous forms of the Washington bull trout, overlapping in habitat use with the sea-
run Dolly Varden. The 2004 Recovery Plan designates the Nooksack marine habitat area located 
directly adjacent to Cherry Point Aquatic Reserve as an important core area. Without recovery of the 
herring population and associated habitat, the food base will remain at risk for the anadromous bull 
trout in the Northern Puget Sound Region.  The maintenance of a healthy estuary and nearshore 
ecosystem is seen as key to maintaining fluvial and anadromous populations of Coastal-Puget Sound 
Bull Trout (Michal, H. pers. comm.; 2009; USFWS 2004). 
In addition to the protections Coastal-Puget Sound bull trout received under the federal ESA as a 
threatened species, it is listed as a state candidate species by Washington Department of Fish and 
Wildlife.   
 
The Puget Sound Evolutionary Significant Unit (ESU) for Chinook salmon includes the Cherry Point 
site and major waterbodies (see Figure 4). The Puget Sound Chinook ESU was listed as a federally 
threatened species in March of 1999 and includes runs from the North Fork Nooksack River in 
northeast Puget Sound to the southern Puget Sound watersheds, Hood Canal and the Strait of Juan de 
Fuca. Puget Sound Chinook are currently estimated to be at only ten percent of historic numbers.   
Over 2,300 miles of nearshore habitat in Puget Sound, including the Cherry Point Aquatic Reserve, 
has been designated critical habitat for Puget Sound Chinook under the ESA (70 CFR 52630, 
September 9, 2005.) Chinook salmon in the Nooksack River basin are distinctive from Chinook 
salmon in the rest of Puget Sound in their genetic attributes, life history, and habitat characteristics, 
indicating support for the geographical evidence of independence of these fish. Although some 
Chinook salmon from the Nooksack River basin may sometimes stray into other Puget Sound rivers 
(based on releases from Kendall Creek Hatchery), the low numbers probably have not had a 
significant effect on the population dynamics of other populations (Ruckelshaus et al, 2006), and this 
population remains distinct.  
 
The Puget Sound Technical Recovery Team (TRT) identified two existing independent populations 
in the Nooksack River basin:  (1) North Fork Nooksack River (including Middle Fork Nooksack 
River) and the (2) South Fork Nooksack River. The TRT found that the South Fork Nooksack stock 
was one of two populations most at risk, when asked to identify recovery priorities (the other was 
Cedar River) (Puget Sound TRT, 2006). The Nooksack salmon populations are the only two 
populations in the Strait of Georgia region of Puget Sound, and they are two of only six Chinook runs 
remaining in Puget Sound that return to their rivers in the spring (as opposed to fall spawning). For 
these reasons, the Nooksack populations are considered by the TRT to be essential to recovery of the 
ESU. Identification of priority estuarine and nearshore areas for protection and restoration is one of 
seven key recovery strategies towards recovery of the Nooksack salmon.  For further information, 
please see Independent populations of Chinook salmon in Puget Sound. NOAA Tech. Memo. NMFS-
NWFSC-78, developed by Ruckelsaus, et al., July 2006.  
 
Figure 8. Puget Sound ESA Salmon Recovery Domain, showing Chinook ESU (NOAA, Northwest 
Regional Office, Accessed June 2009). 
 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            106 
 

 
 
In Puget Sound the majority of steelhead populations are winter-run, meaning adults normally return 
to freshwater from November to December, and the peak of spawning occurs between March and 
May of the following year. Puget Sound Steelhead were listed as threatened by NOAA Fisheries in 
2007; federal critical habitat has not been designated at the time of this document or Puget Sound 
Steelhead (Whatcom County 2003; NOAA 2007).   
 
Forage Fish 
Forage fish are an important and abundant fish species in Washington. The more common fish 
species identified as forage fish within Washington include Pacific herring (Clupea pallasii), surf 
smelt (Hypomesus pretiosus), Pacific sand lance (Ammodytes hexapterus), and northern anchovy 
(Engraulis mordax). All four species are known to use the Reserve. Pacific Herring and surf smelt 
are known to spawn on the intertidal beaches at Cherry Point (see Figure 9).  
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Figure 9, Forage fish spawning and holding areas. 

 
 
Pacific Herring (Clupea pallasii) 
Pacific herring (Clupea pallasii) are widely distributed around the Pacific Rim, with a range that 
includes northern Baja California to the Bering Sea, north into the seas of the Arctic Ocean and west 
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to Japan, Korea, and the Yellow Sea. Major concentrations of herring are found off the coast of 
British Columbia, the Bering Sea, and the Yellow Sea (Mitchell, 2006).  
 
Adult herring stocks are often classified based upon their migratory behavior: migratory populations 
that move between oceanic feeding grounds in the summer and inshore spawning grounds in the 
winter, and resident populations that remain in coastal bays and inlets year-round. Cherry Point and 
Discovery Bay are also believed to be migratory stocks (Stout et al 2001; Stick et al, 2005), and 
recent genetic studies have suggested that the Cherry Point herring stock is genetically distinct from 
other Washington and British Columbia stocks (Beacham et al. 2002;  Small et al. 2005, Mitchell 
2006). 
 
Pacific herring use the nearshore environment extensively and are often considered an “indicator” 
species of the overall functioning of a nearshore ecosystem. Pacific herring, including Cherry Point 
Pacific herring, are centrally located in the food web, acting as a prey species for salmon, marine 
mammals and birds, and as predators for copepods and larval fish. In its juvenile and adult form, 
Pacific herring is an important prey for Pacific salmon, Pacific cod, Pacific hake, walleye pollock, 
lingcod, spiny dogfish,  Pacific halibut, rockfishes, common murres, tufted puffins, marbled 
murrelets, cormorants, gulls, harbor porpoise, California sea lions, harbor seals, and others (West 
1997), while spawned eggs and larvae provide a prey base for birds,invertebrates, and fish. Herring 
are also a commercially valuable species for Washington (Piening et al. 2001). Commonly grouped 
together with surf smelt and sand lance under the generic terms “forage fish”, herring do not utilize 
beach substrates to deposit their eggs. Instead, they deposit transparent adhesive eggs on intertidal 
and shallow subtidal sea-grasses and marine algae (Sikes et al. 2002).   
 
In Washington State, Pacific herring consist of 21 isolated spawning stocks that are thought to return 
to the same area to spawn each year: 2 coastal stocks at Willapa Bay and Grays Harbor, 2 stocks in 
the Strait of Juan de Fuca, 6 stocks in the southern Strait of Georgia, and 11 stocks in the South and 
Central Puget Sound (Stick 2005, Mitchell 2006). Herring spawning grounds are very specific in 
location and the peak of spawning generally does not vary more than 7 days from year-to-year. 
Within Puget Sound, some herring stocks are highly variable in number from year to year and 
between locations (WDFW 1998). The Cherry Point herring stock is one that has experienced a 
drastic decline in abundance while other Washington stocks have maintained or increased abundance. 
Since the 1970s, the size of the Cherry Point stock has shrunk from a high of approximately 15,000 
tons to a low of about 800 tons in the 2000 spawning season to an estimated 2,100 tons for 2007, 
followed by a decrease to 1,352 tons in 2008 (Figure 10 (WDFW unpublished data, 2008).  
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Figure 10  Cherry Point herring stock spawning biomass and fishery landings (short tons), 1973-2008 
(WDFW unpublished data). 

 
 
Herring require both spawning grounds and a pre-spawning holding area. The purpose of the pre-
spawner holding area is for adults to congregate approximately 3- to 4-weeks prior to spawning. 
Generally this area is located near the spawning habitat. After this time, the adults migrate towards 
suitable spawning habitat, called spawning ground. For herring, suitable spawning ground for 
depositing eggs is located primarily on lower intertidal and shallow subtidal areas containing eelgrass 
and marine algae. In Washington most spawning activity takes place between 0 and -10 feet MLLW 
(0.0 to 3 meters) in tidal elevation (Stick 2005).   
 
Cherry Point herring spawn from early April to mid-June, with peak spawning activity the first or 
second weeks of May. Spawn deposition can occur between +3.0 feet tidal elevation to the lower 
limit of  macroalgal growth in this area, around -20 feet, with most occurring between 0 and -10 feet 
MLLW. Preferred spawning substrate includes eelgrass and more than 25 species of rock-dwelling 
marine algae (WDFW, 2007). Within the boundaries of the Reserve, herring spawn has been found 
most frequently found on native eelgrass (Zostera marina), as well as Desmerestia sp.,  
Botryoglossum sp., Laminaria saccarhina, Odonthalia sp., Ulva fenestrata, Nereocystis leutkeana, 
and  Sargassum muticum (WDFW, unpublished data, 2008).   
 
Spawning is followed by a ten to fourteen day incubation period, and then emergence, after which 
larvae drift on prevailing nearshore currents for 2 to 3 months, followed by metamorphosis into 
juveniles.  Following metamorphosis, herring are thought to spend their first year in Puget Sound.  
Some stocks of Puget Sound herring spend their entire lives within Puget Sound while other stocks 
summer in the coastal areas of Washington and southern British Columbia (Trumble 1983).  Little is 
known about herring movements until they appear as 2 or 3 year olds in pre-spawner holding areas 
prior to spawning. For current spawning areas compared to escapement data collected between 1973 
and 1980, please see Figures 17 and 18 below. 
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Genetics of Cherry Point Herring 
Cherry Point herring are distinct in their spawning time. Other Pacific herring stocks in Washington 
spawn between early January through early April, with each stock generally spawning for 
approximately a 2-month period during this time period (Stick 2005). Most spawning in Puget Sound 
peaks in late February or early March. In contrast, Cherry Point herring spawn between early April 
and June, peaking in mid-May (Figure 12). Historically, the Cherry Point stock have spawned from 
the Canadian border to Hale Passage, when the abundance of the stock was much larger and 
spawning was laterally spread out north and south of the core Cherry Point spawning area (Stout et 
al, 2001; Meyer and Adair, 1978). See Figures 17 and 18. 
 
Unlike other Pacific herring populations in Washington State, the Cherry Point herring spawn in 
open, high energy shoreline areas (O’Toole e al. 2000). The question of genetic divergence of Cherry 
Point herring from other Pacific herring stocks has been addressed in research. Work by Beacham et 
al (2002), Small et al (2005) and Mitchell (2006) have concluded that Cherry Point herring are 
genetically divergent and isolated from all other sampled Washington and B.C. herring stocks. 
Relatively unique (late) spawning timing is thought to be the primary cause of the observed genetic 
divergence of the Cherry Point herring stock. Work by Dinnel et al (2008) has produced a small 
dataset providing a preliminary indication that the Cherry Point herring may have evolved a tolerance 
for warmer water than other regional herring due to their late spawning time. If so, these genes would 
be important to regional herring in general as our climate warms.  
 
The recent genetic studies previously mentioned indicate the genetic uniqueness of the Cherry Point 
herring stock, and support the continued management of this stock as a discrete management unit. 
 
 
 
 

 
Figure 11.  Documented spawning grounds and pre-spawner holding area for Cherry Point herring 

stock.  
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Figure 12.Documented (green) and peak (red) spawning times for herring stocks (WDFW 
unpublished data). 

 
In 2005, NOAA Fisheries Service completed an updated Endangered Species Act (ESA) status 
review of Pacific herring, initiated in response to a petition received on May 14, 2004, to list the 
Cherry Point stock of Pacific herring as a threatened or endangered species.  NOAA Fisheries 
Service determined that the Cherry Point herring stock does not qualify as a "species" for 
consideration under the ESA. NOAA concluded that the Cherry Point stock is part of the previously 
defined Georgia Basin distinct population segment (DPS) composed of inshore Pacific herring stocks 
from Puget Sound (Washington) and the Strait of Georgia (Washington and British Columbia). The 
Georgia Basin DPS of Pacific herring is not in danger of extinction or likely to become endangered 
in the foreseeable future throughout all or a significant portion of its range, and therefore does not 
warrant ESA listing at this time (NOAA 2005).  
 
Surf Smelt (Hypomesus pretiosus) 
 Surf smelt spawning occurs in Whatcom County primarily in the summer months (Point Roberts, 
Cherry Point, Birch Bay, Bellingham Bay). Surf smelt spawn in the upper intertidal zones of mixed 
sand and gravel beaches, generally within a few feet of the high tide line. Adhesive and 
semitransparent eggs are deposited on beaches with this preferred mix of sand and pea gravel, and 
can occur in areas where there are seeps or shade, which increases the egg survival time in the 
summer (Wildermuth, D. pers. comm. 2008).  
 
The Whatcom County shoreline characterization inventory (2006) found that surf smelt spawning 
areas are located in the higher intertidal beaches along the west shore of Point Roberts, Semiahmoo 
Spit to Birch Point and extending east to the northwest corner of Birch Bay. Additional areas include 
small stretches of shore between the mouth of Terrell Creek and Point Whitehorn, near Cherry Point, 
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north of Neptune Beach, along the eastern shore of the Lummi Peninsula, along the shoreline near 
Little Squalicum Creek, north of Padden Creek, and along the beach at Post Point. Shorelines along 
the Reserve have been documented as surf smelt spawning areas with the area from Gulf Road south 
to Neptune beach as being the largest contiguous stretch of spawning habitat (Figure 12).  Smaller 
spawning areas have been documented just to the north of the northern BP Pier and just to the south 
of Birch Bay State Park.    
 
Pacific Sand Lance (Ammodytes hexapterus)  
Pacific sandlance occur throughout the coastal northern Pacific Ocean from the Sea of Japan to 
southern California and across Arctic Canada.  Populations are widespread within Puget Sound, the 
Strait of Juan de Fuca and the coastal estuaries of Washington, commonly noted in more localized 
areas, such as the eastern Strait and Admiralty Inlet.  The sand lance is abundant throughout British 
Columbia and Puget Sound in a variety of habitats (Hart 1973), including the upper intertidal zone 
along the Cherry Point Aquatic Reserve.  In Whatcom County, sand lances are documented to spawn 
in Bellingham Bay, Gooseberry Point (Hale Passage), around Blaine, and on the eastern shore of 
Point Roberts, but not within the Planning Area. 
 
 Like all forage fish, sand lance are a significant component in the diet of many economically 
important species in Washington. On average, 35 percent of juvenile salmon diets are comprised of 
sand lance. Sand lance is particularly important to juvenile Chinook, where 60 percent of their diets 
are sand lance. Other economically important species, such as Pacific cod (Gadus macrocephalus), 
Pacific hake (Merluccius productus) and dogfish (Squalus acanthias) feed heavily on juvenile and 
adult sand lance (WDFW 2008). 
 
Northern Anchovy (Engraulis mordax
The northern anchovy has resident populations throughout the Puget Sound basin, generally 
secondary in abundance to those of co-occuring herring.  This species releases its distinctly oval eggs 
directly into the plankton, where they hatch within three days.  The anchovy spawning season in 
Puget Sound is May-September.  Anchovy eggs have been found in plankton samples from 
throughout western Whatcom County, from Semiahmoo Bay to Bellingham Bay, including the 
Cherry Point area (Stick, personal communication 2008).  

) 

 
Groundfish 
Several groundfish species occur in Whatcom County. Groundfish live mainly on or near the bottom 
of the water column for most of their adult lives. Key groups of groundfish are: flatfish such as sole 
and flounder, skate, dogfish and surf perch; pelagic species, such as polluck, whiting and cod, and 
reef-dwellers including rockfish, lingcod, greenlings and cabezon. During the juvenile phase of their 
life histories, rockfishes associate with floating kelps, and several species of flatfishes use eelgrass 
beds for feeding, refuge from predators, and nursery (Mumford, 2007.  Groundfish contain many 
links in the food web, connecting nearshore and midwater components to the benthos (PSAT, 2007). 
They are also economically important. All types are found within Whatcom County, including 
flounder, sole, lingcod, various rockfish species, cod, hake and pollock.  
 
At Cherry Point, WDFW found that flatfish dominated the catch at a site with Dover (Solea solea), 
English sole (Parophrys vetulus), rock soles (Lepidopsetta bilineata), starry flounder (Platychythyus 
stellatus), and Pacific and speckled sanddabs (Palsson, personal communication). This is consistent 
with the results of earlier trawls by Kyte (1990), who also found that the majority (more than 90%) of 
flatfish taken in samples were juveniles less than 100 mm in length.  
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Occasionally, adult butter sole (Isopsetta isolepsis) have been seen along the diving transects or 
caught in the trawls (Hanson, D.K. and H.A. Van Gaalen 1993). Lingcod (Ophiodon elongatus) 
adults are found in rocky habitats in Bellingham Bay, around the reef at Point Roberts and on Alden 
Bank, and along the shorelines of Birch Head, Cherry Point, and Lummi Island (Whatcom County 
MRC, 2009).  
 
Table 5. State of Our Bottomfish Report – Funded by the Northwest Straits Intiative 
 
Species Georgia Strait/ 

San Juans  
North Sound 

Pacific Cod Depressed Below Average 

Pollock Above Average Above Average 

Whiting (Hake) Average Unknown 

 

English Sole Above Average Above Average 

Dover Sole Critical Depressed 

Starry Flounder Above Average Above Average 

 

Lingcod Above Average Below Average 

Rockfish Unknown Depressed 

 
 
Rockfishes and other groundfish are managed for non-tribal users following the 1998 Puget Sound 
Groundfish Management Plan and are co-managed with the Treaty Tribes of Washington. (Palsson et 
al, 2009). The present management plan by the Washington Department of Fish and Wildlife 
implements a precautionary policy for groundfish management. However, previous management 
efforts have ranged from targeting recreational and commercial fisheries on rockfish to passive 
management. As rockfish stocks declined during the past three decades, the Department has 
progressively restricted the harvest opportunities for rockfish by eliminating targeted commercial 
fisheries, reducing recreational bag limits, and discouraging or eliminating recreational fisheries 
targeting rockfish in Puget Sound.   
 
Most adult rockfish are associated with high-relief, rocky habitats, but larval and juvenile stages of 
some rockfishes make use of open water and nearshore habitats as they grow. Nearshore vegetated 
habitats are particularly important for common species of rockfish and serve as nursery areas for 
juveniles and later provide connecting pathways for movement to adult habitats. Rockfishes are prey 
for a variety of predators including lingcod and other marine fishes, marine mammals, and marine 
birds. Rockfishes are very susceptible to barotrauma or being captured and brought to the surface 
from depth.  
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Invertebrates  
Various Benthic Invertebrates, Bivalves12 and Malacostracans13

 Benthic invertebrate assemblages along the Cherry Point Aquatic Reserve are determined by 
substrate type. In the uppermost, loose, sand-gravel berms, near the mean high water level, amphipod 
species are found often inhabiting drift vegetation. Cobble and boulder beds of the intertidal area 
along Cherry Point provide habitat for species such as barnacles (Balanus glandula, Chthamalus 
dalli), snails (Nucella lamellosa, Littorina scutulata), chitons (Mopalia muscosa), limpets (Collisella  
strigatella), mussels (Mytilus edulis), and seastars (Leptasterias hexactis, Pisaster ocbraceus, 
Evasterias trocheli). Red rock crab (Cancer productus) are also present on the surface of cobbles. 
Under and between cobble and boulders are found small shore crabs (Hemigrapsus spp.), polychaete 
worms (Nereis spp., Neanthes spp.,) and shrimp (families Crangonidae and Hippolytidae) (EVS 
1999; Whatcom County 2006). 

 of Cherry Point 

 
Invertebrates living in the sediment of the mixed cobble and sandy eelgrass habitats are dominated by 
annelid worms (capitellid polychaetes and oligochaetes), burrowing anemones (Anthopleura 
artemisia), amphipods, variety of bivalves, including cockles (Clinocardium nuttallii), native 
littleneck clams (Protothaca staminea), and butter clams (Saxidomus giganteus) (EVS 1999, 
Whatcom County 2006).  
 
Seastars (Pisaster brevispius, E. trocheli), red rock crabs, small shrimp and a wide variety of infauna 
such as polychaetes and bivalves dominate the subtidal habitat, which contains kelp beds and 
gravelly substrate. Softer mud subtidal habitat includes the sea pen (Ptilosarcus guerneyi), 
nudibranchs, Dungeness crabs (Cancer magister), tanner crabs (Chinocetes spp.), sea cucumber 
(Eupentacta pseudoquinquesemita), and small crangonid shrimp. Geoduck clams (Panope abrupta) 
have been identified in the area (EVS 1999). 
 
Dungeness crabs are present throughout the state’s waters but in Puget Sound are most abundant in 
the northern portions. Adults are found primarily in the subtidal zone in soft sediments, but the 
juveniles rely heavily on intertidal habitats with structural complexity, such as eelgrass beds (Dethier, 
2006). Their larvae spend long periods (months) in the water column before returning to the 
nearshore zone to settle. Dungeness crabs are an important predator and prey organism at all life 
history stages. They have pelagic larvae which are preyed on by many fishes, including copper 
rockfish, coho, Chinook salmon, halibut, dogfish, hake, and lingcod. Being planktivorous, the larvae 
may be exposed to pollutants that are present in the water column and plankton. Once they molt into 
the juvenile stage, they live on the bottom, feeding in the benthic food web. They can readily adjust 
their diet, but the younger/smaller crabs generally eat mollusks, progressing to shrimp and then to 
fish as they age and grow. The adults feed on mud-sand substrate, which provides a food-web 
pathway through which contaminants can move from sediments to humans. Dungeness crabs are 
relatively short-lived with a maximum lifespan of 8 to 10 years. They move between estuaries and 
offshore waters seasonally (WDFW, 2009).  
 

                                                 
12 Bivalves are a class under the Phylum Mollusca characterized by two-part shells secreted by a mantle that extends 
in a sheet on either side of the body. The class has 30,000 species, including scallops, clams, oysters and mussels. 
13 Malacostraca are a large diversified group of crustaceans under the Phylum Arthropoda, and include the Order 
Decapoda - crabs, lobsters and shrimp. Source: Animal Diversity Web, University of  Michigan Museum of 
Zoology; http://animaldiversity.ummz.umich.edu/site/accounts/pictures/Malacostraca.html 
 

http://animaldiversity.ummz.umich.edu/site/accounts/pictures/Malacostraca.html�
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Dungeness crabs are important to the region recreationally and commercially by the Tribes.  
Recreational crabbing has been observed at Birch Bay, and off Neptune Beach just north of Lummi 
Island. Several crabbing methods are employed in the sport fishery, depending on local conditions; 
they are caught intertidally by hand or subtidally by crabpots, nets, or even hook-and-line. The 
Cherry Point Aquatic Reserve is located in Marine SubArea 7 North – Bellingham to Pt. Roberts – 
for recreational harvest of Dungeness and Red Rock Crab. Dungeness crabs support a valuable 
commercial and sport fishing industry in Whatcom County. Dungeness crabs are the only 
commercially significant crab harvested in Washington. Cherry Point is important to the commercial 
fishery operated by the Treaty Tribes. (WDFW website, 2009). 
 
The cobble and fine sandy beaches, combined with undeveloped tidal sand and mud flats are 
important habitat for shellfish. Beaches along Cherry Point are characterized by habitat that could 
potentially support large numbers of shellfish, particularly bivalves such as manila, native littleneck, 
horse and butter clams. The nearby Birch Bay State park is classified as a “Land Access Beach with 
Abundant Clams and Oysters” for public shellfish sites of Puget Sound.   
Washington State Department of Health has closed many of these shellfish beds due to water quality 
problems (Whatcom County 2006).  Closed or open, shellfish beds perform a number of important 
ecological functions including nutrient cycling, substrate stabilization, habitat structure (e.g., oyster 
reefs), water quality enhancement (filtering and retention), and provide food for a wide variety of 
marine invertebrates, birds, fish and mammals. 
 
Birds 
Cherry Point is considered one of 18 areas of significant bird habitat identified for the Strait of Juan 
de Fuca and Georgia Strait (Wahl et al. 1981).  The area from Sandy Point to Point Whitehorn 
possesses important habitat during all seasons, supporting high numbers of fish-eating loons, grebes 
and alcids, along with diving ducks. Among the many terrestrial bird species that are found along the 
Cherry Point Aquatic Reserve are great blue herons, bald eagles, and peregrine falcons.  Peak avian 
activity levels occur in late winter through early spring, coinciding with herring spawning activities 
in March through May when huge concentrations of birds, particularly scoters and gulls, feed along 
the shoreline.  
 
Three large-scale bird surveys have covered Cherry Point. One was the Marine EcoSystems Analysis 
(MESA) during the late 1970s and early 1980s. MESA was the first comprehensive effort to assess 
marine bird populations in Puget Sound, funded by the EPA and administered by NOAA. MESA 
researchers used a number of methods to document density, including transect counts from ferries 
and aerial surveys. The MESA survey results showed that Cherry Point registered the highest counts 
of birds per square kilometer in Puget Sound.  MESA observers counted more than 13,000 birds per 
square kilometer at and adjacent to Cherry Point. Herring spawn-related flocks of surf scoters 
included 22,400 at Pt. Whitehorn (23 April 1978); 22,135 off Lummi Bay (30 April 1978) and 
16,037 at Cherry Point on 27 April 1979 (Wahl et al. 1981). Another result of the MESA surveys was 
the recognition of how important Lummi Bay and Birch Bay were has significant bird habitats; Birch 
Bay had second highest bird use rating (Wahl et al. 1981). 
 
The Puget Sound Ambient Monitoring Program (PSAMP) conducted surveys between 1992-99 and 
continues annually with trend data through 2006 to compare many of these bird counts to the MESA 
results. Survey transects were designed so that they were nearly identical to 54 transects flown during 
the MESA Puget Sound Project, allowing for a statistical analysis of bird species and numbers over a 
30-year period (Marine Bird Density Atlas, WDFW, 2006). PSAMP comparisons revealed 
significant findings for marine birds throughout Puget Sound and the surrounding area. Many 
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populations have decreased - grebes, cormorants, loons, pigeon guillemot, marbled murrelets, 
scoters, scaup, long-tailed ducks, and brant). Some populations appeared stable or slowly decreasing 
- rhinoceros auklets, goldeneyes, bufflehead, and gulls species. There may be some degree of 
increase in harlequin ducks and probably mergansers (Nysewander, D.R. et al. 2005).  
 
Data on non-breeding birds in the Georgia Strait has been collected again during 2003-2004 and 
2004-2005 for comparison to the PSAMP and MESA results. Western Washington University has 
conducted shore-based and ferry-based counts (Bower, J.L., 2009, unpublished) in the Strait of 
Georgia. As part of the study, Christmas Bird Counts were considered from 11 sites. The results were 
then compared to both PSAMP and MESA surveys. This latest survey is called the WWU/MESA 
comparison (Bower, unpublished, 2009). All three will be discussed in detail next. 
 
There are limitations to comparing PSAMP data to MESA counts. These limitations include but are 
not limited to how often the transects are flown, how loud the airplane is (may disturb birds), and the 
difficulty of identifying birds from an airplane. Scientists from Western Washington University 
(WWU), with funding from Washington Sea Grant and other sources, began conducting shore- and 
ferry-based marine bird counts that closely replicated the 1970s MESA research. WWU scientists, 
with help from students and volunteers, conducted monthly land and water surveys between 
September and May in the inner marine waters of north Puget Sound and south Georgia Straits. Data 
from Audubon Christmas Bird Counts was also collected. The goal was to provide a more robust 
count for comparison to the 1978-1979 MESA data. 
 
The result is the WWU/MESA comparison. Results of this comparison showed that 14 of the 37 most 
common over-wintering species in the Strait of Georgia are experiencing significant declines, 
including 10 species declining over 50%. Detailed examination of the causes of the changing species 
abundance was beyond the scope of this study (Bower, J.L., 2009, unpublished). The largest declines 
were spread across different species, and included the Common murre Unira aalge (-92%), Western 
grebe Aechmophorus occidentalis (81%), Red-throated loon Gavia stellata (73.9%), and the 
Bonparte’s gull Larus philadelphia (72.3%) (Bower, J.L., 2009, unpublished). The observed species 
trends from the WWU census were similar to those previously reported by PSAMP, with the 
exception of double-crested cormorant, pigeon guillemot, common loons and harlequin ducks (Puget 
Sound Update, 2007).  
 
For Cherry Point specifically, two sites were monitored. Combined totals for both sites showed a 
79.1% decline in species documented when WWU compared data to the MESA study (Bower, J.L., 
2009, unpublished).  Specific species-level detail can be found below. 
 
Both Lummi, and to a lesser extent Birch Bay, were recognized during these surveys for their 
importance as shallow bays with extensive eelgrass beds that support wintering populations of diving 
and surface-feeding ducks, gulls and shorebirds in addition to migrating Black Brant. These adjacent 
areas should be considered when developing management actions for migratory species that may 
move from Lummi and Birch Bay into or through the Cherry Point Aquatic Reserve. 
 
Bird species listed as Endangered, Threatened or Sensitive species, as well as other species that rely 
on Cherry Point aquatic habitats are listed below: 
 
1) Marbled Murrelet. The Marbled Murrelet is federally and state listed as threatened. It forages 
within 2 to 5 kilometer of shore in coastal and nearshore waters, and within the top 50 meters of the 
water. Generally solitary, individuals have been documented where Pacific herring are spawning 
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(USFWS, 2006; Speich and Wahl 1989). It is also listed as a federally threatened species.  Marbled 
Murrelets are unlikely to nest in the immediate vicinity of the Cherry Point Aquatic Reserve because 
most forests are extensively fragmented, small, and of second-growth class. ENSR (1995) 
documented marbled murrelets flying into forests near the Canyon Creek drainage of the North Fork 
Nooksack River, near the United States-Canadian border and about 37 miles (60 km) from Cherry 
Point. This was considered to be the nearest known murrelet nesting area to Cherry Point for quite 
some time (ENSR 1995).  Marbled Murrelets have been later documented off of central and southern 
Cherry Point, approximately 5 to 10 kilometers offshore. The 2005 PSAMP surveys observed 1 – 2 
animals off the northern boundary of Cherry Point, in the Point Whitehorn vicinity, during summer 
surveys (Whatcom County, 2006; Nysewander, D.R. et al. 2005).   
Earlier surveys along Cherry Point have consistently noted use of the offshore area for feeding by 
small numbers (2 to 35 birds) of Marbled Murrelets. The WWU/MESA survey found that the 
percentage change for the marbled murrelet was a statistically significant decrease (-71.0%) 
compared with the MESA data and a similar statistically significant decline when compared with 
Christmas Bird Count data (-68.5%) (Bower, J.L., unpublished, 2009). 
 
2) Common Loon. Washington State has listed the Common Loon as a Sensitive species. Loons are 
very reliant on nearshore resources during the winter months, and are flightless during winter, 
leaving them at a potentially higher risk to a variety of impacts in the marine and nearshore 
environment. The WWU/MESA survey found that the percentage change for the Common Loon was 
a statistically significant increase (+48.8%) compared with the MESA data and was not statistically 
significant when compared with Christmas Bird Count data (Bower, J.L., unpublished, 2009). 
 
3) Cormorants.Three species of cormorants inhabit the waters off of Cherry Point, and two are 
located there year round. Double-crested Cormorants are found on both coastal and inland waters and 
consider Cherry Point part of their year round habitat. Population numbers declined dramatically in 
the 1960s and 1970s due to contaminants acquired from fish. Since the ban of DDT, populations 
have been increasing. The population of Double-crested in Washington along the outer coast 
increased slightly from 1978 to 1994, but has declined since 1995, most likely because of 
unfavorable ocean conditions (BirdWeb, 2008). Double-crested Cormorants may be increasing. The 
WWU/MESA survey found that the percentage change for this species was a statistically significant 
increase (+97.7%) compared with the MESA data and when compared with Christmas Bird Count 
data (+171.1) (Bower, J.L., unpublished, 2009). 
 
Brandt's Cormorants (Phalacrocorax penicillatus) are listed as state candidate species. The 
WWU/MESA survey found that the percentage change for this species was not statistically 
significant (Bower, J.L., unpublished, 2009). The Pelagic Cormorant (Phalacrocorax pelagicus) has 
experienced significant increases in the Washington population between 1976 and 1992 (BirdWeb, 
2008), and Pelagic Cormorants may still be increasing. The WWU/MESA survey found that the 
percentage change for this species was a statistically significant increase (+87.7%) compared with 
the MESA data; there was no statistically significant change when compared with Christmas Bird 
Count data (Bower, J.L., unpublished, 2009). 
 
4) Bald Eagle. The Bald Eagle is a state sensitive species. Bald Eagles use shorelines for feeding and 
nesting, often building large stick nests in dominant trees near water.  In Washington, Bald Eagle 
nests are most numerous near marine shorelines, but nests are also found on many of the lakes, 
reservoirs, and rivers.  Fish are usually the most common prey taken by breeding Bald Eagles 
throughout North America, but Bald Eagles also capture a variety of birds (Stalmaster 1987. Bald 
Eagles are present in the Georgia Straits, and were documented during the 1992 – 99 Puget Sound 
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Ambient Monitoring Program (PSAMP) summer marine bird surveys as “Other species observed.” 
(Nysewander, D.R. et al. 2005). Bald Eagles are sometimes seen disrupting cormorant and heron 
colonies in marine and nearshore areas. The Washington Department of Fish and Wildlife has 
identified seven eagle nest locations comprising three distinct territories along Cherry Point.  
Whatcom County references the value of this habitat to Bald Eagles in their Shoreline 
Characterization and Inventory Plan (see section 3.3: Terrestrial Wildlife Habitat - Whatcom County, 
2006; Bohannon, J. WDFW, pers. comm., 2008).  In addition to resident breeding pairs observed 
nesting along Cherry Point, upland of Lummi Bay, and along Terrell Creek, sub-adult non-breeders 
occur year-round.  Migratory and wintering eagles are found in seasonally higher numbers along the 
Cherry Point’s shoreline where they scavenge along the intertidal areas, fish in open water or hunt 
ducks and gulls (Eissinger, 1994).   
 
WWU/MESA survey found that the percentage change for this species was a statistically significant 
increase (+187.0%) compared with the MESA data and there was no statistically significant change 
when compared with Christmas Bird Count data. 
 
5) Peregrine Falcon. Peregrine Falcons are listed as a federal candidate and state sensitive species. It 
is typically found hunting in open areas, especially along the coast and near other bodies of water 
that provide habitat for their prey. Whatcom County, and Cherry Point, is located directly along the 
migratory corridor between Alaska and Washington. Knowledge of the peregrines that use this 
corridor, often during fall, is somewhat limited (Hayes, G. E. and J. B. Buchanan 2002), but it is 
thought that the Peregrine Falcon uses the Cherry Point area for foraging. The WWU/MESA survey 
did not cover this species. 
 
6) Common Murre. The Common Murre is a large auk that spends most of its life at sea, coming to 
land only to breed on rocky cliff shores or islands. It is on the state candidate species list. These birds 
can be seen outside of breeding areas year round, including deep-water, inland and marine habitats 
(BirdWeb, 2008). The PSAMP summer marine bird surveys documented the presence of murres off 
the north shore of Cherry Point, at 10 - 25 Murres/km2. Along the nearshore birds were counted at 0 
– 5 murres/km2 (Nysewander, D.R. et al. 2005). The WWU/MESA survey found that the percentage 
change for the common murre was a statistically significant decline compared with the MESA data (-
92.4%) and when compared with Christmas Bird Count data (83.7%) (Bower, J.L., unpublished, 
2009). 

 
7) Surf scoter. Surf Scoters are often seen diving synchronously to locate small invertebrates such as 
mollusks, crustaceans, and polychaetes in the nearshore area.  At night, they often rest in large flocks 
outside bays and estuaries in which they feed during the day. Surf Scoters are typically present along 
Cherry Point in winter; PSAMP winter surveys counted 10 – 50 scoters/km2 in the northern portion 
of the reach, and upwards of 50 – 250 scoters/km2  in the central to southern portion (Nysewander, 
D.R., et al 2005). Numbers of scoters at Cherry Point increase dramatically when herring spawn is 
available, although the size of these aggregations of scoters has declined concurrently with declines 
in spawning herring at Cherry Point. 
 
Anderson et al. (unpublished manuscript, 2009) studied the role of herring spawn in movements and 
energetics of scoters, focusing on differences in the value of spawn to Surf Scoters versus White-
winged Scoters (M. fusca).  Their research indicated four main results: 
 

a) Both Surf and White-winged Scoters gain mass by consuming spawn during late winter and 
spring. 
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b) The number of each scoter species that aggregates to consume spawn is positively related to 
the size of the spawning event (i.e., the biomass of spawning herring). 

c) Numbers of Surf Scoters are especially abundant at spawning sites that occur later in spring 
(April to May), because migrating Surf Scoters use these sites as staging areas. 

d) Spawn is a preferred food for White-winged Scoters, but appears much more important to 
Surf Scoters because they often lose fat reserves over winter. 

 
The second and third results are particularly relevant to spawning events at Cherry Point.  
Specifically, spawning activity occurs later in spring at Cherry Point (late March through May) than 
at other spawning sites in the Puget Sound-Georgia Basin (January to mid-April).  Thus, spawn at 
Cherry Point is used by surf scoters to acquire reserves for migration and breeding.  However, 
concurrent with declines in the biomass of spawning herring at Cherry Point, numbers of scoters 
observed foraging on spawn there declined from about 60,000 to 6,000 in the period 1980–1999 
(Nysewander, D. R., unpublished data).  During spring migration of surf scoters in late-April to May, 
no feeding opportunities equivalent to historical levels of spawn at Cherry Point are known to exist in 
the Puget Sound-Georgia Basin. 
 
Herring spawn is profitable to scoters for two main reasons: (1) it is highly aggregated and thus 
reduces foraging effort (Lewis et al. 2007), and (2) spawn has no shell matter, which likely increases 
nutrient and energy gain14

 

 relative to some foods scoters consume earlier in winter (Anderson, E.M. 
et al., unpublished manuscript, 2009). 

Although less well studied than scoters, predators ranging from invertebrates, to marine birds, fish, 
and whales likely benefit from spawning events of herring (Wilson and Womble 2006).  Moreover, 
such benefits generally occur during the critical period of the year when many predators are 
preparing for migration and reproduction.  For this reason, Anderson et al. (unpublished manuscript, 
2009) suggest that management of Pacific herring include protections for spawning areas that also 
preserve feeding opportunities for these diverse predators. 
 
8) Great Blue Heron. The rookery located approximately one mile east of Birch Bay State Park on a 
riparian corridor along Terrell Creek is one of the largest in the Pacific Northwest. This colony was 
first identified in 1983 and over the last 10 years has supported an average of more than 300 breeding 
pairs. Additionally, this colony contains the unique Pacific Northwest subspecies, Ardea herodias 
fannini, and resides in the area year-round (Eissinger 1994).This rookery is often called the “Birch 
Bay Colony.” Research has shown that members of this colony include Birch Bay, Drayton Harbor, 
Semiahmoo Bay, Lummi Bay, and Lake Terrell in their range, although with less concentration 
(Eissinger 1994). The WWU/MESA survey found that the percentage change for this species was not 
statistically significant. The rookery was studied extensively by British Petroleum. The research 
found that foraging areas include marine shorelines, the intertidal zone, wetlands, streams, riparian 
areas, and upland fallow fields. The most concentrated foraging during the nesting season occurs in 
the intertidal areas near the colony (British Petroleum, 2003).  
 
9) Western Grebes are found in large numbers through marine waters, preferring deeper waters with 
relatively low currents such as bays or inlets, in Puget Sound during winter and summer; flocks often 
return to the same general area each year (Nysewander, D.R. et al., 2005). Cherry Point is located in 
the northern portion of the Western Grebes non-breeding winter habitat, and adjacent to migratory 
routes (BirdWeb 2008).Western Grebes are a state candidate species. The PSAMP winter marine bird 
                                                 
14 Mussel soft tissue and herring spawn have approximately the same nutritional value.  However, 85 – 90% of a 
whole mussel is shell, which must be processed and excreted because scoters ingest whole bivalves. 
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surveys documented Western Grebes in moderate to high densities (ranging from 25 to 1,954 animals 
per square kilometer) along the intertidal and nearshore area of central and southern Cherry Point, 
extending to approximately 5 kilometers offshore (Nysewander, D.R. et al. 2005).  Comparison of 
nearly identical transects surveyed during the MESA time period (1978 – 79) and the PSAMP time 
period (1992 – 99) indicate this species could potentially be decreasing by as much as 95%, a 
conclusion further supported by the 2004 study funded through Washington Sea Grant study on 
marine bird population in western Washington (Bower, et al, 2005). The WWU/MESA survey found 
that the percentage change for this species was a statistically significant decrease (81.3%) compared 
with the MESA data and also with the when compared with Christmas Bird Count data (-85.9%). 
 
10) Osprey. The Osprey is a species currently on the State Monitor list. It is a unique bird, the only 
species in its family, and it is found worldwide (WDFW 2005). Waterbodies  (e.g., Nooksack River) 
surrounding Cherry Point support breeding habitat for the Osprey and necessary food resources, such 
as salmon. The WWU/MESA survey did not cover this species. 
 
11) Cavity nesting ducks. Habitats identified as important wintering areas for Harlequin Ducks are 
located at Cherry Point, and were identified as such during the PSAMP marine bird surveys, 
including the eelgrass and kelp beds combined with rocky and cobble substrates, supporting the 
diverse mix of benthic invertebrate species that make up a prey base for this bird. The PSAMP 
summer marine bird surveys also documented high numbers in the northern portion of Cherry Point – 
between 50 – 65 animals/km2, and 0 – 5 in the central portion of the nearshore area (Nysewander, 
D.R. et al. 2005). Overall, for the entire survey, comparison of nearly identical transects surveyed 
during the MESA time period (1978 – 79) and the PSAMP time period (1992 – 99) indicate this 
species show fluctuating numbers in this species. The WWU/MESA survey found that the percentage 
change is not statistically significant for this bird (Bower, J.L., unpublished, 2009). 
 
The PSAMP winter marine bird surveys documented Buffleheads along the northern and central 
nearshore of Cherry Point at densities of 10 – 25 and 25 - 50 animals/km2 (Nysewander, D.R. et al. 
2005). The PSAMP winter marine bird surveys documented goldeneyes along the northern and 
central nearshore of Cherry Point at densities of 10 – 25 and along the southern nearshore at 0 – 10 
animals/km2 (Nysewander, D.R. et al. 2005). Of these cavity nesting ducks, the WWU/MESA survey 
found that the percentage change for the Common Goldeneye was a statistically significant decline (-
47.8%) compared with the MESA data. For Buffleheads and Barrow’s Goldeneye, the percentage 
change was not statistically significant for this bird. The survey did not look at the Wood Duck or the 
Hooded Merganser (Bower, J.L., unpublished, 2009). 
 
Marine Mammals  
Marine mammals that use the Cherry Point Aquatic Reserve, or could use the habitat based upon 
their presence in the southeast Strait of Georgia (Calambokidis and Baird 1994, WDFW 2007, 
Williams, 2007) include harbor seals (Phoca vitulina), Pacific harbor porpoise (Phocoena phocoena), 
Dall's porpoise (Phocoenoides dalli), Steller sea lions (Eumetopias jubatus), California sea lions 
(Zalophus californianus), Gray whales (Eschrichtius robustus), Pacific Minke whale (Balaenoptera 
acutorostrata), the Southern Resident Killer Whales  (Orca orcinus) and the humpback whale 
(Calambokidis and Baird 1994. Falcone et al. 2005). 
 
 
Although gray whales have become regular summer residents in the enclosed marine waters of 
Washington since the species recovery, early records do not document historical numbers of gray 
whales for these inland and coastal waters. These “seasonal residents” in the Puget Sound are part of 
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the Pacific Coast Feeding Aggregation (PCFA), and have been documented feeding in inland waters 
along Vancouver Island since the 1970’s (Darling 1984). In 2007, sightings of gray whales in 
northern Puget Sound continued to reveal that this area is used as a springtime feeding area for a 
small, regularly occurring group of gray whales (Calambokidis, et al. 2009).  
 
The humpback whale habitat includes nearshore, pelagic marine habitat, open waters of the ocean 
and inshore waters of the bays. This species is primarily dependent upon schooling fishes and krill 
(krill only in the Southern Hemispheres), and is active both day and night (NatureServe 2009). 
Humpback whales were once common in the inland waters of Washington and British Columbia; 
however, as a result of commercial whaling, humpback whales were formally listed as "endangered" 
under the Endangered Species Act (ESA) in 1973.  Humpback whales are designated as “depleted” 
under the MMPA and considered endangered under the Priority Habitat and Species List for 
Washington State (NOAA Protected Resources 2009, WDFW 2009).  While the North Pacific 
population is estimated to exceed 6,000 humpback whales (Calambokidis et al. 1997) this is still less 
than 50% of the amount taken during commercial whaling from the North Pacific (NOAA Protected 
Resources Division, 2008). Humpback whales have recently been seen more frequently in the 
historic feeding grounds along the Washington coast, and more often in inland waters of Washington 
(Calambokidis, et al., 2004; Falcone et al., 2005). In the spring of 2009, a humpback whale was 
spotted over multiple days in the southernmost part of Puget Sound (unpublished Cascadia Research 
sighting data). Threats to the humpback whales include entanglement in marine debris and ship strike 
(NOAA Protected Resources Division, 2008). 
 
In general, there are three groups of killer whales – transients, residents and offshore. Division of 
these groups is based upon mitochondrial DNA (mDNA) samples combined with visual 
identification of over 73 samples collected from orcas ranging from California to Alaska. Significant 
genetic differences have been demonstrated between ‘transient’ killer whales from California through 
Alaska, ‘resident’ killer whales from the inland waters of Washington, and ‘resident’ killer whales 
ranging from British Columbia to the Aleutian Islands and Bering Sea. Resident killer whales are 
divided into two communities, a northern and southern, and rarely come in contact with each other 
(NMFS, 2005; Carretta, J.V. 2007). 
 
Another significant difference between resident and transient killer whales is their choice of food; 
although not a whale, the term “Killer Whale” was earned by the transients, who are well known for 
incorporating other marine mammals into their diet. Transients have been seen chasing gray whales, 
and over 22 different species of marine mammals have been identified from the stomach of 
transients. Southern and Northern residents killer whales appear to prefer Chinook (Oncorhynchus 
tshawytscha), and follow the runs of these salmon in their area (Ford et al., 1998, NMFS, 2005; 
Flaugherty, 1990). It is possible for any of these groups to use habitat along the Strait of Georgia, 
near Cherry Point. However, the resident group is the most likely, as this group uses inland waters 
most frequently. 
 
NMFS recognizes five killer whale stocks that can occur within the waters of the Exclusive 
Economic Zone (EEZ) of the Pacific Ocean, United States:   
 
 Eastern North Pacific, Resident Stock – British Columbia through Alaska; 
 Eastern North Pacific, Southern Resident Stock – inland waters of Washington and southern 

British Columbia;  
 Eastern North Pacific, Transient Stock – Alaska through California;  
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 Eastern North Pacific Offshore stock – neither transient or resident, from Southeast Alaska 
through California; and  

 Hawaiian stock.  
 

The killer whale most likely to occur near the Cherry Point Management Area are those from the 
Eastern North Pacific, Southern Resident Stock (often called the Southern Resident killer whale), 
which habituate the inland waters of Washington and southern British Columbia (Figure 13) 
(Carretta, J.V. 2007).  
 
Three pods make up this stock – J, which is commonly found inshore during the winter months, and 
the K and L pods, often located farther offshore, even as far as Monterey Bay, California. NMFS 
(2005) describes the home range for all three pods in the conservation plan for the Southern Resident 
killer whale. Most information is gathered from late spring to early fall, when weather is best. During 
this period, all three pods are regularly present in the Georgia Basin, which is defined as the Georgia 
Strait, San Juan Islands, and Strait of Juan de Fuca (NMFS, 2005).  
 
During the warmer months, all three pods concentrate around major salmon migration corridors, 
including Haro Strait, Boundary Passage, the southern Gulf Islands, the eastern end of the Strait of 
Juan de Fuca, and several localities in the southern Georgia Strait given the importance of the Fraser 
River as the region’s largest source of salmon.  The pods expand into Puget Sound in early fall, 
following chum and Chinook salmon runs (see Figure 14).  Killer whales have been observed 
foraging within 50-100 m of shore and using steep nearshore topography to corral fish (Wiles, 2004).  
 
Figure 13   Range of the Southern Resident Killer Whale (shaded area) 
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There is a limited amount of data on the Southern Resident killer whale’s feeding preferences. Most 
information is based on a single study in British Columbia that focused primarily on northern 
residents, relied on surface observations and scale sampling, and reported on a relatively small 
sample of observations (Wiles, 2004).   This data, which should be considered preliminary, indicates 
they prefer Chinook salmon during late spring to fall as much as their Northern cousins. This 
assumption was supported by toxicology studies, which found that the ratio of DDT and other 
contaminants in the blubber of the orca most closely matched that of salmon, compared to other fish 
species (see Kraughn, et al 2002). The British Columbia study found chum salmon are also taken in 
significant amounts, especially in autumn. Other species eaten include coho, steelhead, sockeye, and 
non-salmonids (e.g., Pacific herring and quillback rockfish [Sebastes maliger] 3 percent combined). 
These data on surface feeding may underestimate the extent of feeding on bottom fish; species such 
as rockfish (Sebastes spp.), Pacific halibut, a number of smaller flatfish, lingcod, and greenling are 
likely consumed on a regular basis. Pacific herring also contribute to the diet (Wiles, 2004).  
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Figure 14   Primary area of occurrence for Southern Resident killer whale when present in Georgia 
Basin and Puget Sound (NMFS, 2005)  
 

 
 
 
Little is known about the winter and early spring foods of Southern and Northern Residents or 
whether individual pods or sexes have specific dietary preferences or have shifted preference for 
different prey species over time. A substantial amount of data exists on this stock’s structure, 
behavior and movements, as a result of photo-identification of individual whales through the years. 
The first complete census of this stock occurred in 1974. Between 1974 and 1993, the stock 
increased by 35%, to 96 individuals. However, a substantial decline to 79 individuals by 2001 led to 
concern. By 2005, the stock had risen slightly again, to 91 individuals (Carretta, J.V. 2007). The 
stock was listed as endangered in 2005 by the NMFS. 
 
As a top-level predator, killer whales occur at naturally low densities, are long-lived, have low 
reproductive  rates and long generation times, and invest large amounts of parental effort in each 
offspring. These characteristics mean that the loss of relatively few individuals can have serious 
consequences for their populations, as well as hinder recovery rates. Because of the combination of 
low population numbers, the recent steep decline in L pod, and continued threats to the population, 
the Washington Department of Fish and Wildlife has determined that the southern residentsare at risk 
of extinction from all or a significant portion of their range in Washington and recommends that the 
species be listed as endangered in the state (Wiles, 2004). NMFS has listed the orca as federally 
endangered, and prepared a recovery plan. Prey availability, environmental contaminants, impacts 
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from vessels and sound (including aircraft), oil spills, and disease are discussed in length by NMFS 
as potential stressors to the Southern Resident killer whale (2005) and should be addressed by DNR 
in any management plan.It is appropriate to support conservation and recovery measures for prey 
species until more is known about their importance to the whales (NMFS, 2008).).    
 
Harbor porpoise were once common in South Puget Sound, but are now considered rare. Harbor 
porpoise have been located at various times during the year in the vicinity of the inland trans-
boundary waters of Washington and British Columbia, Canada (Osborne et al. 1988), and along the 
Oregon/Washington coast (Barlow 1988, Barlow et al. 1988, Green et al. 1992). Harbor porpoise 
feed on squid, octopus, herring, and small schooling fish (Yates, 1988).  
 
NMFS recognizes two stocks off of the coast of Washington: the Oregon/Washington Coast stock 
(between Cape Blanco, OR, and Cape Flattery, WA) and the Washington Inland Waters stock (in 
waters east of Cape Flattery). The recognition of two stocks is a risk averse management strategy, 
based primarily on restrictions noted in the intermixing rates within the eastern North Pacific harbor 
porpoises and the significant decline in harbor porpoise sightings within southern Puget Sound since 
the 1940s (Carretta, J.V. 2007). 
 
This species is considered a state candidate by the Washington State Department of Fish and 
Wildlife. Harbor porpoise are not listed as “depleted” under the MMPA or listed as “threatened” or 
“endangered” under the Endangered Species Act. The latest stock assessment states that the status of 
both coastal and inland stocks relative to its Optimum Sustainable Population (OSP) level and 
population trends is unknown (Carretta, J.V. 2007). 
 
Dall's porpoise (Phocoenoides dalli) 
The Dall’s porpoise remains year round in the Strait of Juan de Fuca, San Juan and Canadian Gulf 
Islands, and Admiralty Inlet and feeds on squid and small schooling fishes. It is known to possess 
very high powered sonar, but this ability has not prevented it from becoming frequently entangled 
with in gill nets (Yates, 1988). NMFS states no information in available about population trends, 
current or maximum net productivity, and there are insufficient data to evaluate potential trends in 
abundance.  They are not listed as "threatened" or "endangered" under the Endangered Species Act 
nor as "depleted" under the MMPA (Carretta, J.V. 2007). The Washington State Department of Fish 
and Wildlife classifies this species as “State Monitor.” 
 
Stellar Sea Lion (Eumetopias jubatus) 
The Steller (or Northern) sea lion is the largest of the eared or otariid seals found in Washington 
waters and uses haulout sites primarily along the outer coast from the Columbia River to Cape 
Flattery, as well as along the Vancouver Island side of the Strait of Juan de Fuca. Although breeding 
rookeries are located along the Oregon and British Columbia coasts, no breeding rookeries are found 
in Washington (Jefferies et al. 2003).  
 
Haul out sites are found on jetties, offshore rocks and coastal islands. This species may also be found 
occasionally on navigation buoys in Puget Sound as well.  Both sexes are found in Washington 
waters, with males considerably larger (to 2,200 lbs) than females (to 700 lbs). Coloration varies 
from tawny through yellowish brown to dark brown.  Vocalizations from adults can be described as a 
deep growling sound (Yates, 1988; Everitt, 1980).  
 
Over its range, Steller sea lion population numbers have declined significantly over the last 15 years. 
In Washington, Steller sea lion numbers vary seasonally with peak counts during the fall and winter 
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months. In 1980 a report was compiled on marine mammal population for the Marine Ecosystems 
Analysis project (MESA).  This study found 10 known haulout sites in Washington and adjacent 
waters for Steller seals at that time, including Sucia Island, Sombrio Point, and Race Rocks.  
However, the study also noted a decline in number at favored haulout sites over the study period, 
noting that no more than 20 animals were observed at a haulout site between 1978 and 1979. The 
total count for the study period, including coastal and inland animals, reached a maximum of around 
500 (Everitt, 1980). Again, one potential reason for this low number is that no rookeries currently 
exist in Washington; eastern population Stellar sea lions give birth in Oregon, California, and British 
Columbia.  
 
The USFWS divides the population into two sub-species (see Figure 15), with the dividing line 
located at Cape Suckling, Alaska (144°W).  Washington Stellar sea lions are east of this line.  
 
Figure 15 Western and Eastern Populations of Northern (Stellar) Sea Lion 

 
 
The USFWS has listed the eastern population as threatened and the western population as 
endangered. Washington State has also listed the species as state threatened (USFWS, 2007).   
Everitt (1980) reported that sea lions in Washington are most abundant in winter, and thus most 
susceptible environmental perturbations at this time at favored haul out locations, such as in the 
eastern Strait of Juan de Fuca.  
 
California Sea Lion (Zalophus californianus) 
The California sea lion is also an otariid, or eared seal. The USFWS divides the California sea lion 
into three stocks, only one of which is found in the United States.  The United States stock has a 
range that extends along the west coast of North America, from Baja California to Vancouver Island 
(Carretta, J.V. 2007).  In Washington and adjacent waters, California sea lions have been reported at 
11 haul out sites, including but not limited to Race Rocks, British Columbia and a beached barge at 
Port Gardner, Washington (Everitt, 1980). A NOAA study in southern California investigated the 
diet of California sea lions, and found that the most common prey items included forage fish, and 
were (in order of abundance): Northern anchovy (Engraulis mordax), Pacific sardine (Sardinops 
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sagax), Pacific whiting (Merluccius productus), Pacific mackerel (Scomber japonicus), jack 
mackerel (Trachurus symmetricus), shortbelly rockfish (Sebastes jordani), and market squid (Loligo 
opalescens). The study suggests that population numbers are highly responsive to prey availability, 
particularly when these resources decline in El Nino years, and suggests that the increase in seal 
population numbers will eventually reach carrying capacity during an El Nino year (Lowry, M. 
unpublished).  
 
The California sea lion is not listed as threatened or endangered under the ESA, and it is not listed as 
depleted or a strategic stock under the MMPA. The population of the United States stock appears to 
be growing around 5 – 6% per year, but is heavily influenced by El Niño events, which affects adult 
female survivorship (Carretta, J.V. 2007). 
Harbor Seal (Phoca vitulina richarsi) 
The habitat of the harbor seal encompasses coastal and estuarine waters off Baja California, north 
along the western coasts of the continental U.S., British Columbia, and Southeast Alaska, west 
through the Gulf of Alaska and Aleutian Islands, and in the Bering Sea north to Cape Newenham and 
the Pribilof Islands. The harbor seal is the most common, widely distributed pinniped found  in 
Washington waters, and is frequently sighted using one of its hundreds of resting or haul out sites 
located along Washington’s coast or inland waters. Harbor seals use the rocky beaches south of Point 
Whitehorn for hauling out and pupping for approximately 8500 feet along the shoreline. Group sizes 
typically range from small numbers of animals on some intertidal rocks to several thousand animals 
found seasonally in coastal estuaries (Yates, 1988; Jefferies et al. 2003). As managed by NMFS, 
harbor seals along the western continental United States have been divided into three coastal and 
inland stocks based upon differences in cranial morphology, pupping phrenology, and genetics 
(Jefferies, 2003; Carretta, J.V. 2007): (1) Washington inland waters (including Hood Canal, Puget 
Sound and the Strait of Juan de Fuca out to Cape Flattery), (2) Outer coast of Oregon and 
Washington, and (3) California (Carretta, J.V. 2007).  
 
Jeffries et al. (2003) report that 8,949 harbor seals were detected during inland stock haul-out counts 
in 1999. Correct population estimates are difficult because the seal pups are precocious. The 2006 
stock assessment for this marine mammal reports that the Oregon/Washington population of harbor 
seals is declining (Carretta, J.V. 2007). Harbor seals are not considered to be “depleted” under the 
MMPA or listed as “threatened” or “endangered” under the Endangered Species Act. The 
Washington State Department of Fish and Wildlife classifies this species as “State Monitor.” 
 
Elephant seal (Mirounga angustirostris) Although elephant seals are infrequent visitors to the Puget 
Sound, there are a usually a few animals that show up throughout the year with a peak in sightings 
occurring during summer (Osborne et al. 1988). Elephant seals encountered in Washington waters 
are generally males or young of the year. Elephant seals are generally found either floating at the 
surface or they are encountered hauled out on sandy beaches. In Washington State, if an elephant seal 
has hauled itself onto a beach, it may be molting and will remain on the beach until the molting 
process has finished. Human caused mortality primarily involve fishery entanglements, however 
from 2000-2004 stranding records from California, Oregon and Washington state’s attribute three 
elephant seal deaths to boat collision (Carretta et al. 2008).                                                            
 
Non-native species 
As a major shipping port, the Cherry Point industries receive most of their vessel traffic from ports in 
Alaska, and California with additional vessel visits from other Pacific Northwest ports and some Asia 
or Australian ports. Ballast and fouling organisms arriving with visiting vessels represent a potential 
invasion vector for numerous species. The United States Environmental Protection Agency (EPA) 
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has identified ballast water as one of the most “universal and ubiquitous vectors” for the transport 
and discharge of non-native species in marine and coastal areas (EPA 2008). 
 
The composition of non-native organisms that have established at Cherry Point has not been 
adequately characterized. Two species of  non-native marine vegetation were identified at Cherry 
Point as part of an inventory of submerged aquatic vegetation: the Japanese alga Sargassum muticum, 
which has widespread distribution along Cherry Point and the Japanese eelgrass Zostera japonica, 
which has been documented in numerous patches from Birch Bay to south of Gulf Road (Fairbanks 
et al, 2005).  
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Appendix B - Risks to Ecosystems at 
Cherry Point 
 
Overview of Risks  
The Cherry Point Workgroup identified the following threats to Cherry Point natural resources, 
including: pollution from groundwater contamination, stormwater runoff, point discharges and air 
deposition; disturbance from recreational activities; shoreline modification, including overwater 
structures, loss of riparian vegetation, armoring, and derelict gear; artificial light and excessive 
intermittent sound; vessel traffic, including oil spills;  ballast water and invasive species; and habitat 
impacts due to climate change. The Aquatic Reserves Program Technical Advisory Committee 
(TAC) noted the unique environment at Cherry Point and identified a number of threats to its 
resources, including: impacts associated with the piers and pilings, fill in the intertidal and the 
expanding threat posed by residential development along the northern and southern boundaries of the 
reserve.  
 
Activities and physical changes that inhibit or modify the physical, biological, and chemical 
processes within the nearshore can lead to degradation of habitat structure and functions. Species 
dependent upon these habitats functions may be particularly sensitive to such changes.  A potential 
source of data for identifying historical modifications to ecological processes, structures and 
functions and future risks is being developed by the Puget Sound Nearshore Partnership, lead by 
Washington State Department of Fish and Wildlife and the U.S. Army Corps of Engineers. This 
“change analysis” database was developed to investigate the fundamental causes of ecosystem 
decline due to human change to natural nearshore processes along Puget Sound's shoreline. It 
examined numerous existing datasets from two broad time periods, the advent of United States 
territorial settlement (circa 1850-1880) and present-day (2000-2009).  The project is currently 
documenting how these changes will continue in the future if they aren't addressed, as well as how 
these changes affect ecosystem functions, goods, and services that the region depends on. The study 
will expand collaborations with stakeholders and the public to recommend a portfolio of restoration 
and protection solutions to address these problems and improve the condition of nearshore 
ecosystems.   
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Figure 16. Shoreline Armoring at Cherry Point 
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Risks to Indicator Fish and Wildlife Species at Cherry 
Point 
 
Salmon 
The decline of salmon species in Puget Sound has generally been attributed to four factors: habitat 
loss, hydropower, harvest and hatcheries.  Natural variations in ocean-climate conditions, climate 
change, and other factors such as predation and the introduction of non-native species have also 
contributed to the deceline.   For salmon in WRIA 1 using the nearshore, the primary threats to 
salmon populations are: modification of shorelines by armoring, overwater structures and loss of 
riparian vegetation; contamination of nearshore and marine resources through point sources, 
untreated runoff from impervious surfaces, and contaminated groundwater; alteration of biological 
populations and communities such as prey resources or eelgrass beds; colonization by invasive plants 
(Puget Sound Action Team, 2005), and water temperature and stream flow modifications due to 
human actions and climate change (Glick, 2005).These factors are discussed later in this chapter 
under the various subheadings.  
 
Competition with pink salmon for prey resources has been hypothesized as affecting the survival of 
Puget Sound Chinook since the major 1982-1983 El Nino event (Fresh, 2006). In the Strait of 
Georgia, most pink salmon enter marine waters in April, before Chinook salmon, and during even-
numbered years. Prior to the large El Nino event, Chinook experienced greater survival during even- 
years, but since the El Nino event of 1982-1983 survival has been reduced, and some have 
hypothesized this is because of increased competition with pink salmon for prey resources. As a 
result, juvenile Chinook salmon may be entering marine waters at a time of reduced prey availability.  
In addition, the substantial decline in spawning Cherry Point herring during the early 1980s coincides 
with the reduced survival of Chinook and an increase in pink salmon abundance. It has also been 
hypothesized that the survival of sub-adults and adults may beimpacted by a decrease in abundance 
of Cherry Point herring (PSAT, 2005). 
 
Cherry Point Pacific Herring 
Since the 1970s, the size of the Cherry Point stock has shrunk from  a high of approximately 15,000 
tons to a low of about 800 tons in the 2000 spawning season, to an estimated 2,100 tons for 2007, 
followed by a decrease to 1,352 tons in 2008 (see Figures 17 and 18).  The annual mortality rate 
estimate for the Cherry Point herring stock has increased from a range of 20-40% in the late 1970s to 
an average of 68% since 1990.  The mean estimated natural mortality rate for other Puget Sound 
stocks has averaged 75%. Worldwide, natural mortality rates in the 30-40 percent range are 
considered typical, while higher rates, like those presently observed for the Puget Sound stocks are 
considered unusual (Stick and Lindquist, 2008). 
 
For the 2003-04 period, 50 percent of Puget Sound herring stocks are classified as healthy or 
moderately healthy. This is the lowest percentage of stocks meeting these criteria since development 
of the stock status summary in 1994; following 71% and 83% of stocks considered healthy or 
moderately healthy in 2000 and 2002, respectively. One stock, N.W. San Juan Island, was also added 
to the critical list in 2004. In the 1970s, the Cherry Point stock comprised more than half of the 
herring biomass in Puget Sound (Stick 2005).  
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The location of herring spawn deposition in lower intertidal and upper subtidal habitats and the 
geographically specific nature of herring spawning behavior make herring spawning grounds 
vulnerable to shoreline development. As a result, it is likely that one of the potential threats to herring 
within the boundaries of the management area is from damage to eelgrass spawning and rearing 
habitat.  Washington Department of Fish and Wildlife manages Pacific herring and regulate project 
approvals for in-water projects located in areas where there are documented herring spawning 
grounds (See discussion on “no net loss” in section 5.3.2 or consult the Washington Administrative 
Code Hydraulic Code Rules, WDFW, 2007). Certain recreational activities, such as recreational 
shellfish digging, also have the potential to impact herring spawning substrate.  This issue is 
discussed later under the section:” Disturbance from Recreational Activities”.  
 
Industrial activities along the Cherry Point shoreline, including petroleum offloading and processing 
and aluminum smelting, represent possible sources of environmental contaminants. However, larval 
abnormalities in Cherry Point herring larva can occur completely independent of conditions at the 
shoreline, and in fact, were reproduced independently from zygotes reared in clean water in a 
controlled laboratory setting (see Hershberger et al 2005). However, outplants of Cherry Point 
herring embryos along the shoreline in the 1990s (Hershberger et al, 1999) showed a geographical 
pattern of abnormalities unlikely to be due to chance alone, but testing to confirm the cause of these 
abnormalities has not yet been done (Marshall et al 2005).  
 
The current age structure of Cherry Point herring is made up of relatively young fish. The estimated 
age composition in recent years has been dominated by 2 and 3 year old fish, compared to a much 
higher proportion of older fish in the 1970’s.  While the ratio of 2 and 3 year olds increased, an 
increase in the natural predators of herring, including Pacific hake, spiny dogfish, and harbor seals, 
was also noted in recent decades (Stout et al. 2001; Mitchell, 2006). The increase in predation rates 
combined with a higher rate of natural mortality (e.g., parasites) in the older age classes could be 
factors in the change in age class structure (WDFW, unpublished data, 2008). Relatively good two 
year old recruitment in recent years has been sustaining most stocks in Puget Sound despite high 
natural mortality rates. Recruitment failure, under the present natural mortality, would lead to 
dramatic stock biomass declines. 
 
Because of their genetic uniqueness, and potential repository for  variation, Cherry Point Pacific 
herring should be protected through careful management. This variation may include a greater 
tolerance for warm water in early lifestages than seen in other regional herring (Dinnel et al 2008.) 
 
The role of persistent organic pollutants 
Studies have been published (West et al, 2001) that address the concentrations of PCBs and other 
persistent organic pollutants (POPs) within Cherry Point Pacific Herring and Puget Sound Pacific 
Herring stocks.O’Neal and West et al. (2001) documented that Pacific herring from central and 
southern Puget Sound basins had higher levels of PCB body burdens when compared to herring 
stocks from northern Puget Sound and the Strait of Georgia. West et al. (2001) determined that mean 
total PCB body burden for the Cherry Point herring stock was 54.89 µg/kg (standard deviation (SD) 
13.00 µg/kg).  The Semiahmoo stock that spawns in the same region as the CPPHS had total PCBs 
measured at a mean of 51.24 µg/kg (SD  31.27 µg/kg).  The more southerly stocks had higher 
concentrations of total PCBs.  The Puget Sound herring stock at Port Orchard had mean total PCBs at 
189.40 µg/kg (SD 63.29 µg/kg) and at Squaxin Pass the mean total PCBs were 195.90 µg/kg (SD 
48.95 µg/kg).  As demonstrated by the high standard deviation, the southerly stocks have a wide 
range of individual measurements.  More southerly stocks do have higher concentrations of PCBs.  
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In a later study, West et al. (2008) made additional collections of age 2-3 fish from Squaxin Pass, 
Quartermaster, Port Orchard, Cherry Point and two other Strait of Georgia stocks.  PCBs and other 
POPs were measured for each stock and normalized to nanogram of compound per grams of lipid 
content (ng PCBs/g lipid).  The levels were compared to the 10th percentile residue effect threshold 
for the protection of juvenile salmonids, which was suggested by Meador et al (2002) to be set at 
2400ng PCBs/g lipid (2002).   
 
Port Orchard exceeded this benchmark, Cherry Point had concentrations at about ½ the threshold, 
and Squaxin Pass was intermediate. The results show that Puget Sound Pacific herring and Cherry 
Point Herring have PCB concentrations that are near or above the suggested threshold concentration 
for juvenile salmonids of 2.4 ug/g lipid (Meador et al. 2002). Uncertainty exists in extrapolating 
between species of such different phylogeny, and comparable data are not available for other Pacific 
herring stocks.  Studies on PCB effects to Pacific herring stocks outside of Puget Sound and Cherry 
Point would be informative. 
 
PCBs are known to have a plethora of effects on development and immune function that are typically 
not included in fish toxicity tests.  Development of toxicity tests for Pacific herring has been 
underway (Dinnel et al. 2008) and exploration of the effects of PCBs and other persistent organic 
pollutants could be informative.  PCBs are known to affect degrade the immune systems of fish 
species (Zelikoff et al. 2000, Duffy et al. 2002). A high priority should be placed on the effects of 
these contaminants on immune function in consideration of the high incidence of disease in Pacific 
herring of this region.  DDT and hexachlorobenzene residues are also found in the Pacific herring 
stocks and the pattern of bioaccumulation was specific to CPPH and the PSPH.  These data provide 
information that the two groups of Pacific herring utilize different segments of the landscape (West et 
al 2008). 
 
The role of parasites and disease  
Herring in Puget Sound and throughout the eastern North Pacific are impacted by at least three 
pathogens that exert population-level effects: Ichthyophonus hoferi, viral hemorrhagic septicemia 
virus (VHSV), and erythrocytic necrosis virus (Stick and Lindquist, 2008).    Stressors associated 
with age in herring include increased incidence of parasitism and/or disease. The syndrome parasite 
Ichthyophonus hoferi is highly prevalent in herring populations throughout the eastern North Pacific, 
and increases with the age of herring in Puget Sound, ranging from 12% among juveniles to 55% 
among the oldest adults (Hershberger, 2002). Recent studies indicate that Ichthyophonus infected 
fish have a decreased swimming performance, resulting in preferential predation by salmon and 
sculpin. These data indicate both direct and indirect mortality from ichthyonphonus may contribute 
to the disappearance of the older herring age cohorts in Puget Sound and account for the truncation in 
observed age structure among Puget Sound herring stocks.   
 
 VHSV and other pathogens can also be found in Pacific herring in the Puget Sound region. 
(Hershberger et al. 2002; Landis et al. 2004, 2005, Landis 2008).  A combination of disease from 
VHSV and Ichthyophonus is a leading hypothesis accounting for the crash and failed recovery of 
Pacific herring populations in Prince William Sound, Alaska (Stick and Lindquist, 2008).  In Puget 
Sound, impacts of VHSV are typically most severe among the youngest herring age cohorts; cohorts 
that survive exposure develop strong resistance to the disease. 
  
Pacific herring are also susceptible to viral erythrocytic necrosis, and is likely common among 
juvenile herring. It is thought that population level impacts likely occur, but are typically covert and 
not easily detected.  Disease is a stressor widespread in the region.  Routine monitoring of the 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            134 
 

prevalence of disease within the various Puget Sound herring and Cherry Point herring stocks,  in 
concert with the routine counting of the fish would be a useful tool in assessing the state of Pacific 
herring.  As Hershberger has done, disease incidence should be determined for each age class and for 
each stock. 
 
The role of interactions 
As the change in ocean conditions occurred, diseases with broad host ranges, such as I. hoferi may 
have been introduced to the region.  PCBs and other persistent organic pollutants with the ability to 
alter immune function may have made the fish more susceptible to infection.  The combination could 
then lead to a persistent and widespread decline in the Pacific herring.  No doubt other scenarios 
could be developed from this or similar datasets.  Part of the issue is that the recognition of such an 
event could not have been done until recently. 
 
The spring freshet of the Fraser River provides the nutrients and stable stratification needed for 
abundant primary and secondary production.  Currents concentrate phytoplankton and zooplankton 
just south of Point Roberts very close to the Cherry Point herring spawning grounds (Legare, 1957; 
Parsons et al, 1969).  It has been known since the 1920s that the zooplankton biomass of the upper 
layer of the Strait of Georgia peaks in April through early June and is at times dominated by one 
species, Neocalanus plumchrus (Campbell, 1934).  Wailes (1936) examined the stomach contents of 
southern British Columbia herring in 1931-1934 and found samples from April and May with 98% to 
100% N. plumchrus and rated this species along with Euphausia pacifica as most important for adult 
herring.  The Neocalanus plumchrus population of the Strait of Georgia went into steep decline in 
1971 while populations of smaller copepods such as Calanus marshallae increased (Gardner, 1977).  
Gardner (1976) predicted declines in Strait of Georgia fish populations due to the greater energy 
expenditure needed to acquire the same amount of nutrition from smaller copepods as from N. 
plumchrus. 
 
Malnutrition both decreases disease resistance and increases sensitivity to the toxic effects of PCBs 
and other POPs.  Animals stressed by disease and/or toxic chemicals have trouble finding food or 
avoiding predators due to sensory and metabolic impairment.  Mutually reinforcing stressors can 
result in precipitous drops in populations while making cause and effect conclusions very 
complicated and controversial.  
Current regulatory protection 
In response to a 1999 petition that addressed 18 species in Puget Sound, including Pacific Herring, 
the Department of Commerce, NOAA Fisheries, National Marine Fisheries Service, formed a 
Biological Review Team (BRT). While federal protection was not provided, the BRT stated (Stout, et 
al 2001): 
 

“. . .most members expressed concern that they could not entirely rule out the 
possibility that this Georgia Basin DPS at present is likely to become in danger of 
extinction, especially because some stocks within the Georgia Basin, such as Cherry 
Point and Discovery Bay, have declined to such an extent that they may meet the 
IUCN criteria to be considered "vulnerable" which is (of special concern), not 
necessarily endangered or threatened severely, but at possible risk of falling into one 
of these categories in the near future.” 

 
While the petitions to list the Cherry Point Stock as a federally listed species under the Endangered 
Species Act (ESA) were not successful, continuing declines in the Cherry Point stock have listed it as 
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“critical” by the Washington State Department of Fish and Wildlife.  The Washington State 
Department of Fish and Wildlife also continues to list the Cherry Point stock as a candidate species.  
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Figures 17 and 18. Spawning escapement for Cherry Point Herring: 1973 – 1980 compared to 2007 (WDFW 
unpublished) 

 
 
Surf smelt and Sand lance 
Surf smelt and and sand lance spawn on relatively undisturbed beaches. This makes them extremely 
vulnerable to shoreline modifications that alter substrate composition, thereby destroying spawning 
habitat. Rice (2006) examined the effects of four physical parameters compared to a control on surf 
smelt spawning success. It was found that an armored beach with no terrestrial vegetation had 
significantly higher daily light maximum light intensity, higher daily maximum and minimum 
substrate temperature, significantly higher maximum daily air temperature, and a significantly lower 
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relative humidity. The altered beach also contained approximately half the live surf smelt embryos as 
the natural beach. Admittedly, the small number of sites limits this validity of the results, but prompts 
the needs for future studies into the relationship between beach modification and surf smelt survival. 
Cherry Point currently has a lower percentage of shoreline modification compared to many other 
areas, but pressure for additional shoreline armoring is a threat to healthy forage fish populations. 
 
Shellfish 
Dungeness crab populations in Whatcom County are fairly healthy, although there is extra pressure 
placedon the population from increasing harvests of Dungeness crab (Whatcom MRC 2009)  Threats 
to crab habitat include shoreline development (bulkheads and dredging), loss of eelgrass beds, 
pollution and competition with invasive species. Impacts of shoreline development are described 
later in this chapter. 
 
Effects of urban pollution on Dungeness adults are not well known, but they are not tolerant of low 
dissolved oxygen. Larvae are highly sensitive to insecticides and heavy metals as well as to variation 
in temperature and salinity (Dethier, 2006). All life stages show highest survival in higher salinity 
waters. The reliance of juveniles on estuaries, including eelgrass beds, suggests that this stage may be 
the most vulnerable to human impacts. Dredging in estuaries, for example, causes severe habitat 
alteration or loss for Dungeness crabs.  Because crab larvae feed in the water column, in order to 
survive they require a predictable and non-toxic supply of plankton and edible detritus, and a 
minimal load of suspended sediment, which can clog their feeding structures. Toxic plankton 
blooms, even though they may not affect the shellfish themselves, can result in increased biological 
oxygen demand, resulting in reduced oxygen levels that are deadly to crabs. Harmful algal blooms of 
benthic algae, which may be caused by excess nutrients in the water column may smother organisms 
beneath them (Dethier, 2006).  
 
Any human impacts that alter sediment size or supply can reduce settlement, reduce growth, or 
outright kill many species of shellfish. For Dungeness crabs, preferred sediments are fairly fine sand 
or mud, often associated with eelgrass in shallower habitats (Dethier, 2006). Crabs can also be 
affected by impacts to natural currents, as they relay on them for transport to nearshore settlement 
areas. Changes in the physical or chemical environment that causes physiological stress to organisms, 
such as loss of eelgrass beds, or changes in surface sediments, may make them more vulnerable to 
parasites or predators. 

 
Introduced competitors and predators can also have negative effects on crab populations One species 
in particular, the European green crab (Carcinus maenas), has been shown to out-compete 
Dungeness crab of similar size for food and habitat. Although the European green crab population is 
currently fairly small in Washington, if it were to greatly increase, the Dungeness crab could lose 
more valuable habitat, thus placing additional pressures on the population.           ( Whatcom County 
MRC 2009 ). Spartina, Japanese eelgrass and other species may either alter habitat for crab, or 
compete with native plant species, making habitat unsuitable for shellfish. 
Groundfish 
Palsson et al (2009) recently used a modified version of the American Fisheries Society’s  
Criteria for Marine Fish Stocks to establish rockfish stock status. These criteria are based upon life 
history parameters relating to population productivity and compare the magnitude of stock trends 
over ecologically appropriate time scales. Four status categories were based upon the magnitudes of 
trends and included Healthy, Precautionary, Vulnerable, and Depleted. Most rockfish species were in 
Precautionary condition, however, copper rockfish were Vulnerable in South Sound and quillback 
rockfishes were Vulnerable and Depleted in North and South Sound, respectively. Based upon stock 
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assessments in adjacent coastal waters, yelloweye and canary rockfish were in Depleted status in 
North and South Sound. The relatively deepwater greenstriped rockfish, redstripe rockfish, and 
shortspine thornyheads were in healthy condition as were stocks of Puget Sound rockfish in South 
Sound. As noted earlier, three populations of rockfish in Washington’s Georgia Basin were recently 
listed for protection under the Endangered Species Act: canary and yelloweye have been designated 
as “threatened” and a third rockfish species bocaccio, as “endangered.” 
 
The health of rockfish stocks in Puget Sound is impacted by factors that remove excessive numbers 
of individuals, chronically alter or degrade their habitats and block life history pathways, or affect 
other species that increase predation, disease, or competition (Palsson, 2009). Many stressors 
potentially limit the productivity of rockfish stocks in Puget Sound and include fishery removals, age 
truncation, habitat disruption, derelict gear, hypoxia, predation, and fishery removals of larger and 
older individuals. These stressors may have even greater impacts when stocks are at low levels 
causing, higher mortality rates that can drive stocks to dangerously low levels. Among the potential 
stressors, fishery removals, derelict gear, hypoxia, and food 
web interactions are the highest relative risks to rockfish in Puget Sound. Chemical contamination is 
a moderate risk manifested by undetermined reproductive dysfunction associated with exposure to 
endocrine disrupting compounds, loading of larvae with persistent organics via maternal transfer, 
exposure of pelagic larvae to toxics via contaminated prey, and exposure of long-lived adults to 
toxics like polychlorinated biphenyl compounds that accumulate over the life of the fish. These are 
most likely to impact rockfish living in urban areas but may be more widespread in the food web.  
 
Populations of Strait of Georgia and San Juan Islands flatfish like English sole, rock sole, starry 
flounder, sand sole, and Pacific halibut are estimated to be in above average condition when 
compared to historic abundance by state fisheries managers. The population of Dover sole, however, 
is in critically depressed condition and could be as low as 25% of historic abundance (Whatcom  
MRC, 2009). Toxic chemical contamination in shallow bays and estuaries where flatfish live, spawn 
and grow accumulate in their tissues, impair growth, resistance to disease and reproductive 
capability. Disrupting eelgrass and kelp beds in bays and inlets where young fish find shelter and 
grow takes away important nursery areas. 
 
Commercial fishing has occurred in the past at Cherry Point and derelict fishing gear is likely present 
on the seafloor in the Reserve.  Lost nets, crab and shrimp pots associated with current commercial 
and recreational fishing can continue capturing target groundfish species as well as other fish, 
shellfish, marine mammals and birds 
 
Birds 
Key threats to seabirds and migratory waterfowl at Cherry Point include decrease in prey species 
such as salmon and herring, toxic contaminants, oil spills, derelict gear, and changing water 
temperatures. Threats to listed and indicator species are described below.  
 
Marbled Murrelets 
Marbled Murrelets (Brachyramphus marmoratus) are threatened by habitat loss and fragmentation, 
accidental by-catch of gill net fisheries, and environmental contamination from oil spills and 
pollution (WDFW 2005). Critical habitat was designated in 1996.  Recently the United States Fish 
and Wildlife Service re-listed the bird, after conducting a 5-year review and determining that the bird 
continued to decline. The USFWS also determined that the bird was a Distinct Population Segment 
under the Endangered Species Act.  The review team determined that the Marbled Murrelet 
population in Washington, Oregon and California continues to decline and faces a broad range of 
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threats, such as nesting habitat loss and fragmentation and predation. Although some threats, such as 
gillnet bycatch and lack of regulatory mechanisms, have been reduced since listing, most continue 
and the species faces new threats, such as abandoned fishing gear at sea, harmful algal blooms and 
observed changes in the quality of the bird’s marine food supply. As Cherry Point provides foraging 
habitat for these species, management actions should address water quality and removal of derelict 
gear.  
 
Loons 
A comparison of the PSAMP survey data to the 1978-79 MESA survey shows a large decline (64% 
decrease, p <0.001). (Nysewander, D.R. et al. 2005).  Adjacent habitat to the Reserve provide quality 
wintering habitat for the common loon, and high winter counts have been documented along the 
Strait of Georgia, in Drayton Harbor, Lummi Bay, Hale Passage, Bellingham Bay and Padilla Bay 
(MESA; Wahl et al. 1981). However, the 1992 – 99 PSAMP surveys document fewer than 5 birds 
per square kilometer along the Cherry Point (Nysewander, D.R. et al. 2005), perhaps due to the lack 
of inlets and the presence of deeper waters. 
 
Cormorants 
Cormorants are sensitive to human disturbance to colonies. Cormornats as a group have been killed 
and harassed by people who believe that the birds damage the commercial fishing industry (pelagic 
cormorants, however, feed on fish that aren't fished by commercial fisheries). Population fluctuations 
may also be tied to the California current, which is associated with upwelling, deep ocean water, rich 
in nutrients. Changes in upwellings that occur in El Niño and La Niña years affect food availability 
for this species. El Niño events reduce the number of breeding pairs as well as the reproductive 
success of breeders.  
 
Such disturbances, plus commercial fishing and pollution, oil spills, gill-net entanglement, and toxic 
contamination of prey also affect the cormorant populations (BirdWeb 2008). The sensitivity of 
cormorants to human disturbance, and its reliance on fish populations for food, can be used to help 
monitor overall the health of ocean currents, certain fish species, and habitat at Cherry Point.  
 
Bald Eagle 
Delisted in 2008 from the federal Endangered Species list, the bald eagle (Haliaeetus leucocephalus) 
will remain protected under the federal Bald and Golden Eagle Protection Act, federal Migratory 
Bird Treaty Act and the State Bald Eagle Protection Act RCW 77.12.655.  The State law requires the 
establishment and enforcement of rules for buffer zones around Bald Eagle nest and roost sites.  The 
majority of Bald Eagle nests are found on private land not dedicated to conservation (Bohannon, J. 
WDFW, pers. comm. 2008).  Perching habitat along the shoreline has been severely reduced in Birch 
Bay as a result of residential development. The reliance of this bird on forested areas near 
waterbodies containing adequate amounts of fish, birds and mollusks for food can be used as an 
indicator for the overall ecosystem health at Cherry Point.  
 
Common Murres 
Common Murre numbers fluctuate annually, in response to food supply and climatic events.  
Common Murres are the most frequent avian victims of oil spills along the Washington coast. Other 
threats to the population include pollution, over-fishing of prey, gill net entanglement, and predators 
(WDFW 2005). The population experienced a crash as a result of the 1983 El Niño event, dropping 
from 30,000 to fewer than 3,000 birds. While some populations have recovered, others have yet to 
rebound, and the population is about one-third the former level (BirdWeb, 2008).  
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 Common Murres are highly sensitive to human presence, whether humans are on foot, in a boat, or 
in a low-flying plane. When disturbed, the birds may knock eggs and chicks out of the nest sites in 
their haste to fly clear of the disturbance. The unguarded chicks and eggs become easy prey for gulls 
and other avian predators (WDFW 2005; BirdWeb, 2008). Common Murres can be used as an 
indicator of the overall water quality and presence/absence of marine debris, for the foraging areas at 
Cherry Point. Researchers should investigate and see if this significant decline is a result of the El 
Nino crash, or if the population is unable to recover because of other issues. Management actions 
should be developed, as appropriate, for any Murres within or adjacent to the Reserve. 
 
Surf Scoter  
North American populations of scoters (Melanitta perspicillata) have declined by about 60% over 
the past 30 – 50 years, including 57% declines for all three scoter species combined in a Puget Sound 
since the late 1970s (Hodges et al. 1996, Dickson and Gilchrist 2002, Nysewander et al. 2005). 
Reasons for these declines are becoming clear, as recent research by WWU (Bower, J.L. 2009) helps 
link the declines over time to the declines in herring populations. Other factors include heavy metal 
contamination and oil spills.  
 
Scoters in general showed significant declines in both PSAMP/MESA (-57%) and the WWU/MESA 
(-33%) comparisons.  The Surf Scoter declined by 60% when WWU compared results to MESA 
counts. Bower, J.L. (2009, unpublished) states that much of the decline in Surf Scoters in the 
WWU/MESA comparison resulted from greatly decreased numbers of Surf Scoters congregating at 
the collapsed Cherry Point herring spawn event (Stout et al.  2001). For example, during the MESA 
study, on 30 April 1978, MESA researchers counted 40,100 Surf Scoters at Cherry Point.  However, 
WWU counted in late April of 2004 and 2005 in the Cherry Point area and there were less than a 
thousand surf scoters.   
 
To show how herring impacts surf scoter population, removal of the spring Cherry Point spawn event 
from the WWU/MESA data set results in reduction of the census-wide decline in Surf Scoters by one 
half.  In this case, the temporal and geographic resolution of the WWU/MESA comparison offers 
evidence that much of the apparent decline in Surf Scoters is tied to the collapse of the herring spawn 
in the Cherry Point area (Bower, J.L., unpublished, 2009). 
 
As discussed in Appendix A, scoters both rely on herring spawn as a food source, but research shows 
that herring spawn may be critical for surf scoters to help build up fat reserves prior to migration. For 
this reason, Anderson et al. (unpublished manuscript, 2009) suggest that management of Pacific 
herring include protections for spawning areas that preserve feeding opportunities for these diverse 
predators. 
 
Great Blue Heron 
The Washington Department of Fish and Wildlife has placed great blue herons on the State Monitor 
List out of concern for its potential to become a species of concern as defined by WAC 232-12-297. 
Great Blue Herons can be vulnerable because of their tendency to aggregate during the breeding 
season. The availability of suitable great blue heron breeding habitat is declining as human 
population increases in Washington State. In addition, Great Blue Herons may abandon breeding 
colonies or experience reduced reproductive success when disturbed by humans. WDFW considers 
Great Blue Herons a “priority species” and has developed management recommendations to conserve 
great blue herons in the state (Quinn and Milner, 1999). While loss of nesting habitat may be an 
issue, adjacent to Cherry Point, the birds dependence on nearshore areas for food make them 
vulnerable to anthropogenic changes from shoreline armoring, increased nutrient loads, and shading. 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            141 
 

 
During the 1992 – 99 PSAMP marine bird surveys, Great Blue Herons were the most common and 
widespread wading bird seen during summer surveys, often observed in shallow bays and estuaries. 
Although the most commonly observed wading bird, trends during this time period seemed to 
indicate a decrease in density, and the authors suggested further study. 
  
Summer surveys were compared for two time periods: 1992-94 and 1995–1999. In the Cherry Point 
area, between 1992 and 1994, blue herons were observed in the northern and central portions at low 
to moderate densities (2 – 10 animals/km2) and in the southern portion in higher densities (20 – 132 
animals/ km2).  From 1995 through 1999, densities decreased in the southern portion to low (2 – 10 
animals/km2).  Winter densities are reduced even further (0 – 2 animals / km2 in Cherry Point) as 
females and young move to freshwater and males remain in marine areas (Nysewander, D.R. et al. 
2005). Continued monitoring and support for the rookeries along and within the Cherry Point 
Aquatic Reserve are necessary for this species.  
 
Western Grebes 
Grebes, including western, used to be killed for their feathers. This practice was ended, and the birds 
have since recovered to the point where they are breeding in areas not occupied 
historically.However, wintering populations of Western Grebes have declined in all wintering sites in 
Puget Sound covered by Christmas bird counts. The winter aerial surveys in western Washington 
1994-2005 (Nysewander et al. unpubl.) also confirm the same type of decline in wintering numbers 
for Western Grebes in the inner marine waters. This species exhibits the greatest percentage of 
decline (81 to 95 percent) over the last 30 years for any one marine species. Despite these declines, 
Washington continues to support globally significant numbers of Western Grebes between late 
autumn and early spring. Up to 20 to 25 percent of the world population of Western Grebes (Kushlan 
et al. 2002) over-winter in the state. This suggests that Washington will play an important role in any 
conservation effort expended towards this species. Fluctuating water levels, oil spills, gill nets, and 
poisons such as rotenone (used to kill carp) are factors that negatively affect the population. When 
approached by humans, the parents will leave the nest, leaving eggs vulnerable to predation and the 
elements. Thus, areas frequently disturbed by humans may have low productivity. Grebes are 
considered a Candidate species by the Washington Department of Fish and Wildlife (BirdWeb, 2008; 
Nysewander, D.R. et al., 2005). 
 
Currently, the greatest threat to grebes is human development.  In addition to shoreline armoring, 
decreasing forage fish spawning areas, loss of eelgrass beds due to increasing nutrient loads, and 
overwater structures leading to increased shading, the increased scour of forage fish habitat areas 
would significantly reduce available food supplies. This bird is an indicator of forage fish resources, 
invertebrates, and both freshwater and estuarine habitats. For these reasons, its numbers should be 
watched closely as an indicator of the resources it relies upon for survival.  
 
Past (PSAMP, 1999; MESA 1979) and recent research (Bower, et al, 2005) which show this species 
is declining in large numbers and should be supported by the management actions in this plan. A 
discussion on the grebes decline by Bower makes the following statements (Bower, J.L., 
unpublished, 2009): 
 

o The Western Grebe is showing a different pattern of decline in that it is declining 
across many locations, and in every month of the survey; 
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o Western Grebes over-wintering in industrial locations have been shown to contain 
high levels of industrial contaminants that approach levels needed to disrupt 
endocrine function in other birds; 

o Western Grebes are known to be mortally impacted by oil spills; 
o Western Grebe breeding colonies rely upon freshwater lakes, often impacted by 

development, pollution, and recreational activities, and  
o Similar declines have been reported in the northeastern lakes and central Alberta lake 

 
Peregrine Falcons 
Peregrine Falcons (Falco peregrines) were severely endangered (and actually extirpated from eastern 
North America) in the mid-20th Century, mostly due to the pesticide DDT, which softens eggshells 
and results in widespread nest failure. With the ban of DDT in the United States, the falcons have 
begun to recover, but WDFW still considers environmental contaminants a specific problem with this 
bird. Another specific problem is disturbance by humans (WDFW 2005). The population is still 
small and is highly vulnerable to disturbance and environmental contaminants, but productivity 
levels are high and the population continues to increase (Bohannon, J. WDFW, pers. comm. 2008). 
The sensitivity of this species to environmental contaminants, and human disturbance, can be used as 
an indicator for both water and habitat quality at Cherry Point.  
 
Osprey 
The primary threat to the Osprey (Pandion haliaetus) has been organchlorine biocide use, such as 
DDT, which results in the thinning of eggshells. The ban of DDT in 1972 continues to support a 
strong recovery in much of North America. Artificial nest platforms have significantly increased 
nesting in many areas. The Breeding Bird Survey has reported a significant increase in the Osprey 
population in Washington. Other threats may include gunshots, steel traps, impacts with or 
electrocution by high-tension wires, and being caught or drowned in fishing nets  (NatureServe, 
2008; BirdWeb, 2008). The sensitivity of this species to environmental contaminants, human 
development, marine debris, quality of fish as a food source, and human disturbance, can be used as 
an indicator for a the overall health of the Cherry Point ecosystem.  
 
Cavity Nesting Ducks 
The diet of cavity nesting ducks includes a high percentage of aquatic insects, invertebrates, shellfish, 
crustaceans and small fish. Low benthic macroinvertebrate abundance may limit thre productivity of 
Harlequin Ducks (Bengtson and Ulfstrand 1971). Populations are highly sensitive to additional 
mortality from hunting, oil pollution or food contamination. Lease and Kraege (1999) recommend 
protecting rocky shoreline areas that are used during winter and limiting disturbances at traditional 
molting sites. The use of herbicides that affect emergent vegetation, and activities that may 
contribute contaminants which would bioaccumulate should be considered. The use of herbicides or 
pesticides near wetlands may affect cavity-nesting ducks by lowering the numbers of invertebrates, 
and by adversely affecting aquatic and emergent vegetation. These ducks are known to accumulate 
toxins in their tissues, especially in areas where toxins are elevated, such as downstream from mines, 
pulp and paper mills (Lewis and Kraege, 2000).  
 
Marine Mammals 
Generally speaking, threats to marine mammals at Cherry Point include: toxic contamination and oil 
spills, vessel strikes, entanglement in marine debris, disturbance from vessel noise, and loss of prey.  
 
Gray Whale 
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Despite the reduction in stock abundance, the population of gray whales in the eastern Pacific is 
estimated to have increased compared to commercial exploitation in the mid-1800’s.  Numbers are 
around 23,000 and the U.S. Fish and Wildlife Service removed the species from the list of threatened 
and endangered species in 1994. The Washington State Department of Fish and Wildlife also down 
listed from “state threatened” to “state sensitive.” (Angliss and Outlaw, 2005; Richardson, 1997). 
 
Northern gray whales are summer residents in Northern Puget Sound. During these times, they are 
often found in shallow coastal waters, where feeding activities involve scooping up bottom sediment 
and benthic invertebrates, which are then strained. Because of the way gray whales feed, this species 
has the potential to ingest toxic contaminants in nearshore areas of Puget Sound and Georgia Straits 
(Richardson, 1997; Yates 1988).  Potential impacts to the food source – benthic invertebrates - 
should be taken into consideration.  Impacts to gray whale habitat include sounds generated for 
oceanographic research, disturbances related to oil and gas exploration, contaminants in the benthos, 
vessel traffic, and onshore and nearshore development (Richardson, 1997). From 1980 to spring, 
2009, gray whales in Washington waters had the highest incidence of documented mortality due to 
blunt force trauma, which were generally attributed to ship strike (Douglas et al., 2008, unpublished 
stranding data, Cascadia Research Collective). 
 
Killer Whale 
Killer whales in Washington face three main potential threats:  prey availability, pollution and 
contaminants, and effects from vessels (NMFS, 2008). Other risk factors include: demographics, 
small population size, and vulnerability to oil spills. Healthy killer whale populations are dependent 
on adequate prey levels. Reductions in prey availability, such as salmon, may force whales to spend 
more time foraging and might lead to reduced reproductive rates and higher mortality rates. The 
NMFS recovery plan addresses salmon restoration to ensure adequate food supply for the whales. 
 
Recent studies have revealed that transient and southern resident whales are heavily contaminated 
with organochlorine pollutants, primarily PCBs and DDT residues. Both populations are now 
considered as among the most highly contaminated marine mammals in the world (Wiles, 2004). 
Killer whales are candidates for accumulating high concentrations of pollutants because of their 
position atop the food web and long life expectancy ((NMFS, 2008). While PCBs and DDT are no 
longer produced in Canada or the United States, a growing list of so-called “emerging” contaminants 
and other pollutants, such as brominated flame retardants (BFRs), perfluorinated compounds, 
persistant polycyclic aromatic hydrocarbons, and numerous other substances, are increasingly being 
linked to harmful biological impacts as well (nmfs, 2008). These pollutants come from a wide variety 
of sources, such as: municipal incinerators, runoff from sewage sludge, wood treatment, oil spills, 
electrical components and backings of televisions and computers, textiles and vehicle seats,  
pesticides and refrigerants, flame retardants, plasticizers, paints, sealants and additives in lubricating 
oils,, detergents, shampoos,   plastics, and pulp and paper mills. The NMFS recovery plan addresses 
cleanup of existing contaminated sites, minimizing discharge of contaminants harmful to whales, and 
monitoring of emerging contaminants. 
 
Commercial shipping, whale watching, ferry operations, and recreational boating traffic have 
expanded in many regions in recent decades, including the northeastern Pacific. Commercial fishing 
boats are also a prominent part of the vessel traffic in many areas. Vessels have the potential to affect 
whales through the physical presence and activity of the vessel, the increased underwater sound 
levels generated by boat engines or a combination of these factors (NMFS, 2008). Vessel strikes are 
rare, but do occur and can result in injury. In addition, underwater sound can be generated by a 
variety of other human activities, such as, dredging, drilling, construction, seismic testing, and sonar. 
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Killer whales rely on their highly developed acoustic sensory system for navigating, locating prey, 
and communicating with other individuals. Increased levels of anthropogenic sound have the 
potential to mask echolocation and other signals used by the species, as well as to temporarily or 
permanently damage hearing sensitivity. Exposure to sound may be detrimental to survival by 
impairing foraging and other behavior, resulting in a negative energy balance. In other cetaceans, 
hormonal changes indicative of stress have been recorded in response to intense sound exposure 
(NMFS, 2008). Chronic stress is known to induce harmful physiological conditions including 
lowered immune function, in terrestrial mammals and likely does so in cetaceans. The threshold 
levels at which underwater sounds become harmful to killer whales remains poorly understood.  The 
NMFS recovery plan addresses evaluation and improvement of guidelines and regulations for vessel 
activity near southern resident killer whales.  
 
An important short-term risk to killer whales and their prey in the Georgia Basin and Puget Sound is 
the threat of sizable oil spills. Despite the great increase in killer whale research in Washington and 
British Columbia since the early 1970s, researchers remain divided on which of these threats are 
most significant to the whales. It may well be that a combination of threats are working to harm the 
animals, especially L pod.  
 
 
WATER QUALITY  
Nonpoint Pollution Management  
Nonpoint source pollution, unlike permitted discharges from industrial and municipal sewage 
treatment plant outfalls, comes from many different sources as a result of rainfall and/or snowmelt 
moving over and through the ground.  Runoff collects nutrients and toxics from upland surfaces and 
discharges them into streams and marine receiving waters without any treatment. Nonpoint sources 
of pollution include yards, roads, construction sites, marinas, forest lands and agricultural lands. all 
industrial sites monitor storm water runoff as required by NPDES permits, however there are many 
other potential sources of storm water runoff that aren’t monitored in the Reserve area.. 
 
Nonpoint source pollution, if untreated, can contribute to water pollution. In many areas of Puget 
Sound it affects the flow, chemistry, mixing, temperature of receiving waters, and results in localized 
decreases in salinity and dissolved oxygen levels. It can also increase biological activity resulting 
from nutrient inputs and result in shellfish bed closures and other health issues.  
 
The following are potential sources of nonpoint pollution to fresh and marine waters in the Cherry 
Point Aquatic Reserve:  
 

 Excess fertilizers, herbicides, and insecticides from residential areas; 
 Oil, grease, metals, and toxic chemicals from roads and impervious surfaces;  
 Soil from erosion on construction sites and eroding bluffs due to drainage problems 

on residential properties;  
 Bacteria and nutrients from pet wastes, and faulty septic systems.  

 
Whatcom County (2006) describes the nearshore and marine waters as receiving inputs from natural 
sources of major nutrients, such as nitrogen and phosphorus, on a level several magnitudes greater 
than anthropogenic contributions to Puget Sound. The impact is offset by the continuous circulation 
and mixing between the nearshore and marine environments.  
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Nutrient loading is traced to river discharge and land uses within the watershed. Upland sources 
include agricultural operations, wastewater treatment plants, and residential runoff. The Nooksack 
River contributed the third highest annual nitrogen load and the fourth highest annual phosphorus 
load of all the major U.S. rivers entering Puget Sound from 1980 to 1993 (Whatcom County 2006).  
Nutrient contributions to the Cherry Point reach from the Nooksack River and the Fraser River have 
not been quantified.  Nutrient input, whether natural or anthropogenic, can be detrimental at high 
levels. As the results from the Marine Water Quality Study showed (Newton et al 2002), nearshore 
areas along Whatcom County shorelines are susceptible to eutrophication from high levels of 
nutrients including Portage and Drayton Harbors (shellfish protection districts), and Bellingham Bay, 
an enclosed bay that receives large amounts of fresh water and nutrients from the Nooksack River. 
These sheltered bays are especially susceptible to elevated pathogen levels from upstream 
anthropogenic sources.  However, the role fo nonpoint source pollution in affecting water quality at 
Cherry Point in not weel understood.  
 
Researchers examining declines in the growth of eelgrass suggest a link to increased human 
development (Short et al 1996, Lee et al 2003).  While there appears to be no direct link to increased 
nitrogen loads, the data suggest an indirect link as a result of increased competition from algae, 
eelgrass epiphytes and nutrient tolerant vegetation (Short et al 1996, Lee et al 2003).  Impacts 
associated with increased freshwater inputs may also be a factor in the decline of eelgrass.  As 
impervious surface increases, estuarine environments can receive greater amounts of freshwater 
decreasing salinity levels that can result in increased habitat for species more tolerant of freshwater 
(Short et al 1996).   Decreases in the depth of the euphotic zone from increases in supended 
sediments and phytoplankton populations may also be a factor in eelgrass declines.   
 
Groundwater Contamination  
Ecology and others have expressed a concern that contaminated groundwater is discharging directly 
to the herring spawning zone in some locations along the Cherry Point reach (Wigfield, 2008, 
personal communication). Additional testing is needed to determine if this is the case and to identify 
potential sources if contamination is detected. 
 
Legacy sources of contamination resulting from historic (unregulated) industrial waste disposal may 
still exist on adjacent uplands, such as the TreOil Industries Limited site (4242 Aldergrove Rd.).  
Contaminants may have leached into the groundwater which later discharges into the nearby marine 
receiving water. The abandoned TreOil site was historically used to process TreOil, a by-product of 
the kraft pulp and paper industry.  An inspection by Ecology in 2000 revealed the presence of an 
unsecured laboratory in a modular-type home, a number of above-ground storage tanks and drums 
with unknown material, many of which were leaking, and other unsecured industrial waste. Some of 
the drums contained a rosin-type substance which was sampled by the inspectors (see Figure 19). A 
sand-blasting area was located on the property, and the presence of grit was noted.  
 
Ecology has identified the site as potentially hazardous to human health and /or the environment.  
Ecology also notes there is some potential for this site to be contributing to herring mortality through 
groundwater transport to the nearshore areas of management area (Marshall, R. personal 
communication).  The TreOil site is ranked 2 on Ecology’s list of Hazardous Sites awaiting cleanup 
as of February 20 2008 (Ecology Hazardous Sites List, 2008).  
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Figure  19. Close up picture of rosin pile at TreOil property, taken by Ecology Inspector in 2000 
 

 
 
 
Point Source Pollution Management  
As part of the requirements for obtaining industrial wastewater or stormwater permits, the three 
Cherry Point industries have allowed or conducted tests of the surrounding water column and 
sediments. While initial testing indicated the presence of certain potentially historical contaminants, 
current work by state agencies as addressed in recent NPDES permits indicates improvement 
(Ecology, 2007). In general, compared to other locations in Puget Sound and the Strait of Georgia, 
chemical concentration in receiving waters and sediment at Cherry Point is relatively low. The 
Cherry Point reach receives considerable dilution from freshwater inputs, as noted earlier in this 
document. The freshwater inputs increase dilution along the reach, decreasing the possibility of high 
nutrient load from industrial and municipal outfalls. Considerable dilution is believed to occur in the 
Cherry Point area and Georgia Strait due to the contributions of fresh water from the Fraser River 
(Wigfield, K. personal communication, 2008). Figure 20 shows the general number of NPDES 
permits, industrial discharge permits and outfalls that are permitted to discharge into or adjacent to 
the receiving waters of Cherry Point. Figure 20 also shows the percent of impervious surface, which 
is often associated with stormwater outfalls to control discharge (not necessarily shown on this map).  
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Figure 20. Cherry Point Area; Outfalls and Percent Impervious 
Surface

 
 
Sediment studies within the area have mostly consisted of monitoring conducted under the three 
industrial NPDES discharge permits.  Although this monitoring has documented contamination 
associated with the three industries, Ecology cannot tie any sediment violations of Sediment Quality 
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Standards to existing industrial discharges. Contaminated sediment in the area of Alcoa-Intalco 
Works’s pier has been traced to historical spills or releases from the aluminum smelter.  
 
Sediment studies were performed at the BP facility in 2006, at ConocoPhillips in 2004, and at Alcoa 
in 2000.  Although contaminants were detected at all three facilities, levels were not at concentrations 
sufficient to cause listing on the Washington Department of Ecology 303(d) list of “impaired waters” 
or the imposition of  a “sediment impact zone” (SIZ). The contaminants were detected in a localized 
area around the discharge locations under the industrial outfalls with concentrations of Polyaromatic 
Hydrocarbons (PAH) below the current sediment quality standards (SQS), as set by the Department 
of Ecology. Contaminants were also detected in sediment at the pilings containing creosote, linked to 
the wood treatment materials for those pilings (Wigfield, 2008, personal communication).   
 
Future Information Needs 
Further information is needed regarding the environmental fate of the natural and anthropogenic 
discharges entering the Cherry Point Aquatic Reserve. Studies should build a better understanding of 
bioaccumulation in both flora and fauna species of interest at Cherry Point.  These studies should pay 
particular attention to the intertidal and upper subtidal zones.  Should adverse impacts be identified, 
management agencies should consider the need for additional controls to reduce or eliminate these 
impacts to the habitat and species identified for conservation in the Reserve.  
 
The following elements of water quality in the Reserve should be monitored closely:  
 

 Localized ambient water temperature changes and associated sources 
 Exceedances of the State Sediment Management Standards and sources  
 Exceedances of the State Water Quality Standards and sources. 

The potential cumulative effect from the natural discharges, anthropogenic 
discharges, and water current/temperature modeling. This evaluation will become 
more important as sea temperatures rise with climate change and increases become 
measurable in the Reserve. 

 Relationship between nearshore species, survival and water quality 
 
Modeling of the area needs to be revisited. Water quality within the Reserve is influenced by a 
variety of natural and anthropogenic sources including the Fraser and Nooksack rivers, outflow from 
Birch and Lummi Bays, industrial discharges, domestic discharges (sewage and septic), marinas, 
recreational and commercial vessel discharges, and stormwater runoff along the Cherry Point 
shoreline.  A number of studies, particularly since 1954, have documented some of these influences 
and the natural or ambient water quality of the area.  In 2001, at the request of the Cherry Point 
Technical Workgroup, ARCO, TOSCO, and Alcoa-Intalco contracted with ENSR/AECOM 
Consulting and Engineering to model the cumulative effects of the three effluent plumes from their 
plants to the Cherry Point Aquatic Reserve. The model consisted of a three-dimensional 
hydrodynamic circulation and effluent transport study.  While the final model results concluded that 
accumulation of effluent from the three industries does not occur and water quality standards are not 
exceeded, there were several limitations to this model (Wigfield, 2008, personal communication). 
 
The model did not include consideration of the following: 
 
 Discharge from the outfall belonging to Birch Bay Water and Sewer District,  
 Discharge from the Lummi reservation wastewater outfalls, 
 Discharge from the stormwater runoff from Unick Road, 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            149 
 

 Potential stormwater impacts from the proposed cargo terminal just south of the BP pier,    
 The impacts of other varied sources of non-point source pollution such as groundwater 

seepage from hazardous waste cleanup sites, 
 Influence of pollutants and freshwater from the Fraser River, and 
 Evaluation of the potential for pollutants to accumulate in the nearshore during certain wind 

or storm conditions (Wigfield, 2008, personal communication). 
 
While the three current industrial outfalls are in compliance with applicable permits, a more thorough 
analysis of cumulative water quality impacts should be conducted, preferably through the collection 
of in-water samples to verify the conclusions of the 2001 modeling effort (Wigfield, 2008, personal 
communication).   

 
DISTURBANCE FROM RECREATIONAL ACTIVITIES  
 
Disturbance to the beach by recreational shellfish digging is altering the ecosystem in several areas of 
the Cherry Point Aquatic Reserve (Kyte, 2007). Area scientists believe the direct and indirect 
impacts from this activity are significant to herring and other shellfish reproduction.  Habitat 
alteration results in impacts to benthic habitat, intertidal biota, and particularly impacts to herring 
spawning substrate.  
 
The impact is caused by a relatively small number of recreational shellfish harvesters who do not 
refill holes as required by WDFW regulations. This results in permanent alteration to Cherry Point 
beach and intertidal habitat. The impact is primarily in boulder and cobble substrates where the 
mounded material dug from the hole is not typically restored by tidal and wave action. Public and 
private property have been impacted, including Point Whitehorn to south of the Gulf Road.   
 
Recreational activities other than shellfish harvest may impact habitat and wildlife in the area. 
Questions have been raised regarding disturbance of birds and marine mammals by dogs and human 
activities. Beach fires reduce habitat and threaten riparian areas. Trampling of sensitive vegetation 
can result in impacts to sea grasses and algae. As public access increases, these issues could be 
amplified. At this time there is a lack of education regarding the sensitive nature of many of the 
systems and resources along Cherry Point. 
 
 
SHORELINE MODIFICATION AT CHERRY POINT  
 
Despite the presence of three large industrial piers, the Cherry Point Aquatic Reserve has much less 
shoreline modification than many other comparable areas in Georgia Strait. Only 9% of the shoreline 
has been significantly modified (Whatcom County, 2006). This is far less than the  Georgia Strait 
region where 32.6% of the shoreline has been modified (Berry et al. 2001).  
 
Shoreline modifications occur in several locations within the Reserve, potentially influencing 
ecological characteristics of the shoreline at Cherry Point (see Figure 16). The primary forms of 
armoring are bulkheads in the area of Point Whitehorn on Birch Bay. In addition there is armoring 
along Gulf Road. Finally there are two large rock revetments and fills at the Conoco and Alcoa-
Intalco piers. Evidence of adverse impacts from Birch Bay bulkheads has been the focus of Whatcom 
County managers for several years where they are requiring modifications of these bulkheads. 
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Riparian habitat acts as the interface or transition zone between aquatic and terrestrial ecosystems.  
Shoreline armoring and fill, overwater structures and land clearing associated with industrial, 
residential, and recreational land use and activities have the potential to adversely impact, the 
riparian areas along Cherry Point (Figure 18). Such impacts include disturbance and loss of habitat 
functions. Additional concerns include the removal of native vegetation, degradation of water 
quality, and altering recruitment of large woody material and sediment by either accelerating or 
limiting input.  Climate change may also affect riparian areas.  Species affected by impacts to the 
riparian habitat include peregrine falcon, bald eagle, great blue heron, and coho salmon.   
 
Disturbance and loss of riparian habitat functions could lead to a net loss of resource values and 
function within the Cherry Point Aquatic Reserve. The level of habitat disturbance and alteration 
should be monitored.  For example, tracking removal of native vegetation and any degradation of 
water quality are ways to monitor disturbance and loss of habitat function.   
 
Armoring and modifications have the potential to disrupt sediment supply and transport. Shoreline 
armoring alters beach and subtidal substrates when sediment distribution patterns are changed or cut 
off.  Often substrates become coarser, affecting the natural or successful growth of kelp, macroalgae 
and eelgrass. Natural nearshore drift processes are essential to the support and conservation of the 
resources identified in Section 4, particularly nearshore vegetation and the species that rely upon 
these ecosystem components, such as juvenile salmon and herring. The Cherry Point “feeder” bluff 
supplies sediment north to Birch Bay and further south toward the refineries and Sandy Point and 
into Lummi Bay. The Puget Sound Salmon Recovery Plan (2005) recommends these sediment 
transport processes be protected through critical areas and appropriate shoreline management 
designations as well as stewardship efforts.  
 
Shoreline armoring, and/or filling intertidal areas impact wave energy by diverting it in different 
directions. This wave energy is needed to keep the natural hydrology intact, keep drift cells and 
sediment moving, and prevent the erosion of beaches. Hard shoreline armoring structures can also 
result in scouring, if this energy is re-directed to a different location along a shoreline (Jacobson 
1980, Whatcom County 2006).  Further research is needed to determine the type and magnitude of 
effect of shoreline armoring in the Reserve.   
 
OVERWATER STRUCTURES AT CHERRY POINT 
 
All heavy industrial facilities at Cherry Point possess wharves and piers for commerce of their 
materials. Design, level of use, and management, dictate the level of impact on ecosystems from 
structures such as these. Potential environmental impacts tend to be highly correlated with the level 
of light intensity below the structures, and research (DNR 2007) has shown that the spatial extent of 
the area influenced by an overwater structure is the sum of both the footprint of the activity and the 
areal extent of the alterations that are the result of the activity/structure (area of alteration).   
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Industrial wharves and piers can impact water quality, create diversions in the local hydrology, 
disrupt sediment flow along drift cells, shade aquatic vegetation, and diminish the euphotic zone in 
the area of the facility. There is also potential for impacts from vessel traffic, noise, prop wash, 
ballast water and waste discharges, fuel spills, hydraulic fluid spills, material spills, and other 
activities associated with these facilities that may directly and indirectly impact aquatic flora and 
fauna (Nightengale and Simenstad 2001). At this time, little information is available regarding the 
environmental affects of the existing piers or their operations. 
 
Light Shading 
One potential impact from overwater structures is the alteration of light in the surrounding area. 
During day, light under the piers may be limited due to shading. This is a function of the width of the 
dock and its orientation. At night, security and operational lights on the dock or moored vessels may 
brighten the otherwise naturally dark waters. Alteration of light conditions in the nearshore has been 
shown to alter fish migratory behavior and distribution, and affect the ability of predatory fish to see 
their prey (Simenstad et. al, 1999). Loss of submerged aquatic vegetation has likely occurred from 
overwater structures at Cherry Point, but this has not been well studied.   A study of the ARCO pier 
found that shading from the pier appears to limit the growth of marine vegetation (Shapiro & 
Associates, 1994.)   
 
Grette and Associates (2007) reports that in Bellingham Bay, Whatcom County, intertidal and 
subtidal shading decreased the availability of light under and surrounding overwater structures 
located in the Port of Bellingham. It is further discussed how shading is a primary concern because it 
reduces the amount of light available for photosynthesis by aquatic vegetation, which can have 
implications for habitat structure, complexity, and for the surrounding food web (Grette and 
Associates, 2007).  The U.S. Corps Wetlands Regulatory Assistance Program reported that within 
seagrass habitats, increasing plant biomass and density (i.e. complexity) have been shown to be 
correlated with higher density and biomass of many fisheries species (Blackmon, D. 2006). 
 
Studies in the Puget Sound region have suggested that under-pier light limitations could result in the 
following behavioral changes: 1) migration delays due to disorientation; 2) loss of schooling in 
refugia due to fish school dispersal under light-limited conditions, and 3) increased size-selective 
predation risk due to changes in migratory routes to deeper waters to avoid light changes 
(Nightengale and Simenstad, 2001). This behavioral relationship makes sense in light of the point 
that teleost fishes, a classification that includes all fish, depend upon sight for feeding, prey capture, 
and schooling. The underwater light environment determines the ability of fishes to see and capture 
their prey.  There are also species-specific differences to consider with respect to how fish react to 
light. Species that occupy and defend stream territories, such as coho, tend to be quiescent at night 
while species that disperse to estuaries, such as chinook, pink and chum typically school, show 
nocturnal activity, and demonstrate an aversion to light (Nightengale and Simenstad, 2001).   
 
Nighttime attraction to artificial lighting has been studied extensively at the Bangor Submarine Base 
Explosives Handling Wharf (EHW) in Hood Canal (Prinslow et al. 1979). The security lights at this 
facility are low-pressure sodium vapor lights and incandescent spotlamps, producing 1 to 19 lux15

                                                 
15 The lux (symbol: lx) is the SI unit of illuminance and luminous emittance. It is used in photometry as a measure 
of the apparent intensity of light hitting or passing through a surface. 

 at 
the water surface. No significant difference in catch of chum was detected during period of lights on 
or lights off. However, at high levels of lighting, chum appeared to congregate, delaying migration 
(Prinslow et al 1979). These aggregations were observed in both 1977 and 1979, with different light 
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levels (24 to 61 lux in 1977, 1 to 19 lux in 1979). When considering these results it is important to 
note that the security lighting at the EHW is focused directly on the water.  
 
Congregation of salmon predators has also been observed in freshwater environments. Nightengale 
and Simenstad (1999, 2001) report that increased artificial lighting levels at night on the dams of the 
Columbia, Snake and the Sacramento Rivers attracts juvenile chum and may delay outmigration 
while increasing predation.  In a 2004 study on the Cedar River, Tabor et. al observed that increased 
light intensity caused out-migrating sockeye salmon fry to slow or stop, making them more 
vulnerable to capture by predators. 
 
One of ongoing questions is how to quantify the amount of shading in order to appropriately assess if 
an adverse impact is occurring, and if so, how to mitigate for it. Nightengale and Simenstad (2001) 
addressed this question. In a laboratory setting, studies have shown that the threshold for the lowest 
levels of maximum prey capture for juvenile chum and pink salmon occurs between 10-1 and 1 foot-
candles which is partially equivalent to 0.5 (PAR)  Photosynthetically Active Radiation. This 
represents the lowest end of light levels characterizing dawn or dusk which ranges from 10-1 to 100 
ft-candles. Measurements of light levels under ferry terminals have identified under-dock areas that 
drop below the threshold even in the high light conditions of summer. When light intensity falls 
below this threshold, the fish must "dark adapt" to rod vision. During this time they are in a state of 
blindness with visual adaptation taking between 35 to 50 minutes. This "dark adapt" process is likely 
what is reflected in fish pause or directional change behavior. To summarize, if an area on a pier is 
measured at dropping below 0.5 PAR, fish must adapt their eyesight, which can take 35 – 50 
minutes, during which they are vulnerable to predation. 
 
Nightengale and Simenstad concluded that during daylight hours, at very minimum, under-dock light 
levels must be maintained at levels above 0.5 PAR to avoid this behavioral interference. They point 
out that this lower threshold of light level only addresses migration delays and behavioral alterations 
associated with required visual adaptation to light intensity variations and transitions from cone to 
rod vision. Cone vision is often the only form of vision for larval marine fishes. Fish visual 
development takes place on varying levels. Within juvenile cone vision development stages, there are 
also varying levels of sensitivity to the full spectrum of ultraviolet wavelengths. As visual 
development proceeds, juvenile marine fishes are known to behave and feed in response to specific 
ultraviolet wavelengths, as compared to forms of artificial light, such as fluorescent lights. Note that 
artificial lighting does not contain both UV-A and UV-B spectra. Evidence reveals that juvenile fish, 
such as salmonids, feeding in shallow nearshore waters utilize natural ultraviolet wavelengths for 
prey capture. Therefore, Nightengale and Simenstad (2001) conclude that by allowing the 
transmission of increasing levels of natural light, and thus ultraviolet light spectra, to the under-dock 
environment this will reduce structural interference with fish ability to capture under-dock prey. 
 
Wave Shading 
Wave shading, also known as the breakwater effect, may impact sediment transport, vegetation, local 
temperature, and water quality. Few site-specific studies have been conducted at any of the 
existing marine facilities along Cherry Point pertaining to the impact of wave structures on wave 
sheltering and their effects on sedimentation. In 1999, DNR commissioned a risk assessment to 
investigate the potential impacts of ARCO/BP’s request to build an addition to its existing pier to 
increase the efficiency of loading and unloading activities on the Cherry Point herring 
stock. In 1999, EVS performed a risk assessment based on a study provided in the Gateway Pacific 
Terminal Draft Environmental Impact Statement (EVS 1999) and in a subsequent memorandum 
(Isaacson, 1997). The study used a wave model that included various oceanographic processes, such 
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as wave climate, currents, tides, sediment and beach characteristics, and wave breaking, to determine 
the sheltering effects of the piled structures on wave propagation. These models are from a submitted 
proposal for a pier and that the design and proposed use of the pier are not approved by WDNR. The 
risks associated with a design specific to the Pacific International Terminal proposal are not 
considered in the above mentioned risk  assessment. 
 
The potential impacts of the existing marine facilities were generally assessed by considering the 
reduction of wave energy on the sheltered side of structures and docked vessels, and then considering 
how this change in wave energy might influence sediment transport behavior. Most winds (and 
therefore wave energy) come from the south, but also that there are major wind events occasionally 
from the west and west-northwest. The model indicated that waves would not be substantially 
attenuated by the piles for the proposed Gateway PacificTerminal. Waves from the west-northwest 
are estimated to undergo substantially more attenuation because they would need to propagate past 
many rows of piles, however, these waves are usually smaller. According to Whatcom County 
(1996), the estimated wave transmission coefficients for the Gateway Pacific Terminal were expected 
to underestimate the wave conditions on the sheltered side because some wave energy would also 
propagate into the sheltered area by diffraction around the ends of the wharf, and this was not taken 
into account in the estimates. 
 
The ARCO/BP, Intalco, and Ferndale refinery piers are similar to the proposed Gateway 
Pacific Terminal pier in that they each have approach trestles extending to the wharfs used for 
berthing cargo vessels. The wharfs are generally substantially shorter than the approach trestles, with 
the exception of the proposed Gateway Pacific Terminal pier which would extend 860 m (2,820 ft). 
All of the wharfs are roughly parallel to the shoreline while the approach trestles are perpendicular to 
the shoreline. Although there are insufficient data to calculate transmission coefficients for each of 
the existing facilities, EVS (1999) concluded that results would be similar to those for the Gateway 
Pacific Terminal pier, such that there is probably no significant reduction in wave height resulting 
from any of the existing facilities. 
 
The Gateway Pacific Terminal draft EIS did not address potential effects of moored ships and barges 
on wave propagation and sedimentation. Ships and barges moored at existing piers along the Cherry 
Point reach can interfere with wave propagation, the extent of this influence depending on the 
number of ships and barges visiting a facility per year, their length, and the total time vessels are 
moored. As an example, from the years 1982 through 1998, an average of 229 vessels per year called 
at the ARCO/BP facility (EVS, 1999). Assuming each vessel was moored for at least 24 hours, this 
represents, at a minimum, 229 days out of the year that vessels moored at the ARCO/BP facility 
would interfere with wave propagation. Issacson examined the sheltering effects of vessels to be 
docked at the proposed facility and wind and wave data, conducted an analysis of wave sheltering 
from the vessels, and modeled wave refraction and diffraction. From this analysis, he concluded that 
the impacts on the shoreline from the numerous vessels to be docked at the proposed facility would 
be small and estimated that the impacts of docked vessels at the existing structures would be very 
small, as the number of vessels docked at the existing facilities is much smaller.  
 
Reduction in wave energy could lead to the deposition of material in the “sheltered areas” (Whatcom 
County 1996). In assessing the impact of the proposed Gateway Pacific Terminal pier on 
sedimentation, Whatcom County (1996) reported that waves propagating from the south, southwest, 
and west would not be expected to result in significant sediment deposition at the beach. Waves from 
the west and northwest were expected to give rise to the greatest reduction in wave energy on the 
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sheltered side of the pier, with the potential for some sediment accretion there. However, this was not 
expected to be significant (Whatcom County 1996). 
 
The orientation of the existing piers and the proposed Gateway Pacific Terminal pier are generally 
north-south to northwest-southeast. Because of the proximity of the piers and their similar 
orientation, EVS concluded that sedimentation on the sheltered side of the piers would not be 
significant, as was reported for the Gateway Pacific Terminal. However, there have been no studies 
done to verify this. 
 
The ARCO/BP, Intalco and Ferndale refinery piers are much shorter (20-25 percent) and much 
further offshore (1.5-1.8 times as far) than the proposed Gateway Pacific Terminal pier. In addition, 
processes such as wave refraction and diffraction were not considered in the original wave sheltering 
study. These processes would tend to cause rebuilding of the waves behind the individual structures. 
EVS concluded the impacts on beach processes from these individual structures to be even less than 
projected for the Gateway Pacific Terminal pier. 
 
EVS (1999) concluded that existing structures and docked vessels along the 
Cherry Point reach would not likely cause substantial wave sheltering or increases in sedimentation. 
Furthermore, when compared to the total shoreline available along the 
Cherry Point reach, approximately 14.5 km (9 mi), the combined influence of these three piers would 
represent only a fraction of the available habitat. Thus any potential effects due to wave sheltering 
and sedimentation would be expected to be minimal when compared to the available habitat. 
 
Changes in Epibenthic Assembles 
Haas et. al. (2002) found a statistically significant difference in the epibenthic assemblages that exist 
around large overwater structures when examining ferry terminals in Puget Sound.   These 
differences were demonstrated in both density and composition of the epibenthos at three ferry 
terminal structures, both over time (stratified-monthly sampling) and at several tidal elevations and 
habitat types (stratified-monthly sampling, eelgrass sampling, and cross-terminal sampling). While 
differences exist, the exact feature or features of the overwater structures which cause these 
differences was not determined in the study.  Haas et. al. concluded that decreases or changes in 
epibenthos density, diversity, and assemblage composition are probably caused by the following four 
interacting factors: 

(1) direct disturbance and/or removal by regular vessel disturbance; 
(2) reduced benthic vegetation or compromised benthic vegetation function due to 

shading and physical disturbance; 
(3) physical habitat alterations (e.g., altered grain-size distribution from propeller wash 

or piling effects), and 
(4) biological habitat alterations (e.g., increased shell hash from sea star foraging and 

reduced eelgrass density due to benthic macrofauna disturbance)  
However, while recognizing that nearshore vegetated habitats are highly productive and play an 
important role in ecosystem food chain support, the U.S. Army Corps of Engineers calls for further 
studies to gain a clear understanding of the overall importance of eelgrass and kelp habitats for food 
web productivity in the Pacific Northwest (Blackmon, D. 2006). More information is needed 
regarding epibenthic conditions around the Cherry Point piers before conditions can be evaluated. 
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POTENTIAL IMPACTS OF EXCESSIVE INTERMITTENT 
SOUND ON FORAGE FISH  
 
Noise has been identified as a potential stressor on Pacific Herring and other commercial fish 
species. (EVS 1999; Schwartz and Greer 1984); most commercial fish react to loud noise, and these 
reactions are most pronounced in migratory schooling fish which rely upon hearing to detect 
environmental cues, such as approaching predators. Physical impacts can occur associated with 
construction project noise, such as pile driving, and have been documented (Laughlin 2005). Vessel 
noise is also intermittent, but the impacts are not well studied. Whether it is “loud” to various species 
of concern at Cherry Point is not understood. What is known is that despite vessel traffic and the 
associated noise, Cherry Point herring stock have continued to spawn on the Cherry Point shoreline 
and near the three existing marine industrial facilities. 
Defining Noise at Cherry Point 
There are three primary types of underwater noise: 
 

• Physical – wind-driven, rainfall, breaking waves 
• Biological – animal sounds 
• Man-made – ship machinery, propellers, water disturbance. 

 
Ambient noise conditions in the marine environment are dependent on source, propagation, and 
absorption conditions.  Underwater noise in the natural environment is strongly affected by currents; 
bottom topography; water density variation due to salinity, turbidity, and temperature; the presence 
of manmade structures; noise from other sources; and surface conditions (wind and wave). Noise 
levels increase in shallow, hard bottom habitats.  In the Cherry Point Aquatic Reserve, seafloor 
topography may create an unusual hydroacoustic situation.  Alden Bank borders the western portion 
of the vessel-approach path.  Sound produced by traveling vessels may reflect off Alden Bank and 
continue to resonate between the shore and the bank over the southern portion of the herring 
spawning area (EVS 1999). 
 
It is unclear how vessels frequenting herring spawning grounds affect the fish.  It is also unclear if 
the noise affects either herring spawning success or individual health. A preliminary study conducted 
during pier maintenance at the ConocoPhillips Ferndale Refinery is the only available study of 
underwater noise at Cherry Point.  This study, conducted in 2007, measured ambient noise levels 
ranging from 139 to 159 decibels (dB).  The ambient noise consisted of sounds generated by above-
water construction (a crane on a barge), normal operations at the marine terminal, and natural 
sources.  These levels are comparable to those cited by Washington State Department of 
Transportation of 115 to 135 dB measured in the Hood Canal replacement project, and 136 decibels 
dB in Eagle Harbor on Bainbridge Island. For comparison, a level of 150 – 220 dB generally occurs 
within pile driving, and at around 180 db, Atlantic Cod have been documented as losing hearing 
(Laughlin 2005). 
 
Schwartz and Greer (1984) tried to address research questions by playing recorded natural and 
anthropogenic sounds on captive Pacific herring.  Avoidance responses were elicited by sounds of 
large vessels approaching at constant speed, by smaller vessels but only when on accelerated 
approach, and by 11 different triads of the electronically synthesized sounds. Alarm response and 
less frequently, a startle response, were both elicited by those electronic sounds with an essentially 
instantaneous rise time in amplitude. Herring did not respond visibly to any of the taped sounds of 
natural origin or to sonar or echo sounders. 
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Post-spawning Atlantic and Pacific herring may be more sensitive to acoustic stimuli than 
pre-spawning or spawning adults (Mohr 1964; FAO 1970; Schwarz and Greer 1984). 
Post-spawning Pacific herring are voracious feeders (O’Toole pers. comm. 1999a) and 
vessels have been shown to disrupt feeding behavior (Schwarz and Greer 1984). It is not 
clear what long-term effects temporary startling has on herring schools (Olsen 1971). Sufficient 
uncertainty exists from published studies and local conditions that one cannot make a definite 
statement that ship noise does or does not have any effect.  Additional study is necessary to judge the 
effects of current and future increases in vessel traffic. Research is necessary to ascertain whether 
underwater sounds like those found at Cherry Point can affect herring or other species of concern at 
any life stage.  
 
VESSEL TRAFFIC  
 
Cherry Point contains the largest refineries in Washington State; over half of all the crude and refined 
oil and petroleum products are loaded and offloaded here. Also present is the Alcoa-Intalco 
aluminum facility and a application for a fourth pier, a proposed deep-sea cargo shipping facility 
known as Gateway Pacific Terminal.  
 
The industrial facilities located along Cherry Point have expanded considerably since their original 
construction, resulting in increased vessel traffic.  BP is the largest refinery in Washington State, 
originally built by Arco in 1972 and has increased its capacity from 4 million to 9 million gallons of 
crude oil daily. The Conoco-Phillips refinery was originally built by General Petroleum in 1954 with 
a capacity of 1.5 million gallons per day; it as increased to nearly 4 million gallons a day.  Most 
crude oil arrives by tanker, with a smaller amount coming from Canada by pipeline. Refined product 
is shipped out by pipeline, barge and rail.  
 
The Alcoa-Intalco Works aluminum smelter was built in 1966. The capacity in 1993 was 256,000 
tons of alumina processed per year, which has increased to 307,000 tons yearly or 841 tons per day. 
Alumina is brought to the smelter by bulk carrier to the marine terminal.   
 
Large vessels load and unload raw materials and products at the three current facilities located in the 
Cherry Point area. Since these facilities have shown a steady increase in productivity, expansion, and 
commercial growth (market driven), it is concluded there is a corresponding increase in regional and 
international vessel traffic necessary to transport raw material and finished products. Vessel traffic 
within the Cherry Point region is predicted to increase within the next 10 – 20 years. Much of this 
predicted increase in traffic has been attributed to operations at a new terminal proposed for 
construction south of the BP pier.  
 
The construction of a new major bulk cargo facility at Cherry Point would significantly increase 
vessel traffic. While this proposed facility is currently in the permitting phase, six ocean-going ship 
and barge berths are planned for the facility. Further information on the vessel traffic impacts will be 
available with the permits issued for this cargo facility. A separate project, the Cherry Point 
Industrial Project (CPIP) was never completed, but a shoreline permit was issued by the county. 
Unless this permit is rescinded, the applicant has authorization to continue with the project. Even if 
neither of these projects were completed, vessel traffic within the Cherry Point Aquatic Reserve is 
likely to continue to increase . For some time, a vessel traffic risk assessment has been in 
development for Cherry Point, similar to the one developed for the Washington State Ferries. This 
effort is supported by the Washington Maritime Association, and the Washington State Office of 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            157 
 

Marine Safety (Harrald, 2006). The Vessel Traffic Risk Assessment is as part of the NEPA process 
resulting in an Environmental Impact Statement (EIS) for the proposed BP pier extension. The Risk 
Assessment will be made public with the EIS, providing further information on vessel traffic in and 
adjacent to Cherry Point. DNR’s intention is to incorporate the information into the management 
strategies of this plan, if necessary, after the plan is released and in consultation with the 
management/regulatory agencies that have signed the MOU to implement this management plan. . 
Cherry Point is also frequently used by commercial and recreational crab-fishing vessels, commercial 
trawlers and by seasonal whale-watching tours. 
 
Projected increases and other changes in marine vessel traffic in the area may increase the risk of 
spills, discharges, impacts from fugitive dust and introductions of non-native species. Increased 
vessel traffic also increases the possibility of “strike” to wildlife in the vicinity of the vessel. This 
may include fish, diving birds, seals, dolphins, but the most commonly followed example is that of 
ships or vessels striking whales. In the interest of brevity, while recognizing that strike can impact 
many species, the discussion will be limited to whales. Of all the animals, they are often the most 
difficult to see, the hardest to avoid, and can also damage many medium to smaller size ships and 
vessels. 
 
Vessel traffic in Washington State is tracked by Washington State Department of Ecology’s Spill 
Response Program. According to Ecology, tanker traffic heading to Canada has increased 
significantly between 2006 and 2007 (See table 6).  Ecology’s vessel inspector Captain Laura 
Stratton has stated that 99% of these tankers take the Strait of Juan de Fuca, passing by Cherry Point. 
The alternative is the shallower, narrower, and much more dangerous Queens Island Sound route. 
 
The data below from Ecology’s Vessel Entries and Transits (VEAT) System for Washington shows a 
fluctuating number in entries and transits for tankers and barge traffic, neither significantly 
increasing nor decreasing over the five years examined16

 
.   

Table 6.  Data from Ecology VEAT reports showing vessel traffic patterns in Puget Sound 
 
 

Type of Tank 
Vessel17

Total 
 

     

Year 2008 2007 2006 2005 2004 2003 
Tank ships bound for 
Puget Sound 

508 614 627 575 609 588 

Tank ships bound for 
Canadian ports via 
Strait of Juan de Fuca 

31 231 94 50 66 55 

Tank barge transits in 
Puget Sound 

2,967 2,472 3,125 3,913 3,186 3,007 

 
Currently, the majority of raw materials used by the facilities are delivered by vessel. While future 
trends are difficult to predict, increases in productivity, expansion and organic commercial growth 

                                                 
16 It should be emphasized that these numbers represent a fraction of the overall vessel traffic entering, transiting 
within and leaving Washington state waters. Please see the VEAT reports for more information at: 
http://www.ecy.wa.gov/biblio/spills.html 
 
17 A "tank vessel" is defined as any ship that is constructed or adapted to carry, or that carries, oil in bulk as cargo or 
cargo residue [RCW 88.46.010(20)]. 

http://www.ecy.wa.gov/biblio/spills.html�
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(market driven) reflect a steady increase in regional and international vessel traffic associated with 
raw material and finished product shipments.  However, not all ship transits are of equal risk; risk is 
based upon size, type of vessel, cargo, weather, route, and other factors.  
 
Risk of spills and strike Spills 
The risk of a spill in the vicinity of Cherry Point is best measured by the amount of traffic traveling 
through the Strait of Juan de Fuca. As vessel traffic increases, the risk of a spill increases (Stratton 
2008). It is not possible to gauge how a spill would affect Cherry Point resources, but the risk is 
present, it is increasing with the rate of vessel traffic, and impacts to threatened and endangered 
species could be catastrophic. 
 
Spills have occurred at the BP and Conoco-Philips Cherry Point facilities on several occasions. There 
is a wide range in confidence as to the accuracy of the volume of oil that has been spilled in the area, 
especially in earlier accounts. Accurate reporting of spills is important in determining impacts to 
habitat and biota.  Washington State Department of Ecology has prioritized efforts on stopping the 
source of the spill, containing the spill, recovering the spilled product, and protecting environmental 
and human health.  It was standard practice to accelerate cleanup and disposal of the waste generated, 
not analysis of cleanup volume, to achieve the most immediate, effective response.  Only recently 
has Ecology begun to track and calculate the volume of spilled oil recovered.  
 
The following list was provided by Ecology Spill Response Program (personal communication, 
2009) during March 2009.  The list is for reported spills where over 25 gallons of oil impacted water. 
This standard initiates a Natural Resource Damage Assessment (NRDA) and the amount of oil 
recovered within the first 24 hours of a spill event will be determined.  The location does not 
necessarily dictate a responsible party. 
 
 December 12, 1997 – FNT-340 barge @ ARCO dock: Spill of JP-5 jet fuel occurred while 

pumping, the lines backed up and product came out of the vents.  After the leak was 
discovered, the USCG ordered offloading of the fuel.  A drop valve was left open, product 
overflowed onto the deck and into the water.  NRDA settled on 30 gallons to water. 

 June 27, 1999 – ARCO Texas @ TOSCO Ferndale: Spill occurred during offloading, when 
strong currents and winds pulled the vessel away from the pier and pulling the loading arm 
off of the dock.  No containment was used and there was no documented recovery volume. 
The spill to water was 1,050 gallons of crude oil, and NRDA estimated and settled on 300 
gallons to water.   

 June 13, 2001 – T/V Overseas Boston, ATC @ TOSCO Ferndale: The loading arm broke and 
released under pressure on the ship’s loading arm.  A significant quantity of the spill went to 
the dock and the ship deck.  It was determined that 2,436 gallons of ANS crude oil was 
spilled to water and 2,016 gallons were recovered.  The vessel was quickly boomed, which 
prevented the oil from spreading.  

 August 28, 2001 – ITB Baltimore @ BP Cherry Point: Slop oil from the tanker leaked 
through a hole into a separated ballast tank.  This ballast tank was being discharged while the 
tanker was being unloaded, resulting in a spill of oily wastewater. 150 gallons of gasoline 
went to water during the discharge.  The total volume of wastewater discharged cannot be 
confirmed by Ecology.  

 January 18, 2005 – Tank barge Noho Hele @ Conoco Phillips Ferndale: A tug hit the barge 
while positioning it at the docks, and a bolt from the fender system on the tug punctured a 
hole into the side of the barge.  Diesel spill of 416 gallons to water, and NRDA determined 
that 91 gallons were recovered. 
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 February 14, 2005 – Tank barge PB-20 @ Conoco Phillips Ferndale: A fracture in the hull 
allowed heavy black oil IFO 380 to spill into the water.  109 gallons went to water, 91 
recovered.   

 June 9, 2008 – Tug Tiger @ Conoco Phillips Ferndale: Diesel spilled from the starboard day 
tank while the Tug was maneuvering from the lay berth to the end of the dock, possibly 
caused by a slight list.  120 gallons went to water, 0 recovery was documented (though it was 
likely that >50 gallons was recovered).  NRDA settled on 0 gallons recovered. 

 
During two of these spills, there were herring larvae present.  The impacts of large spills on 
resources, including herring and other fish and wildlife, have been widely studied in Prince William 
Sound.  The Exxon-Valdez investigations indicated that oil spills can result in significant 
reproductive impacts to Pacific herring. It must be stated that the Exxon Valdez spill was an 
environmental catastrophe, and the scale of these studies was of similar magnitude. The relevance to 
Cherry Point may be limited. However, the investigations at Prince William Sound do provide 
helpful data for the potential impacts of a major spill impact. For more information, see study 
summaries in EVS (1999) pp 4-198 through 201.  
 
Efforts to Address Potential for Spills 
In Washington, a variety of ongoing efforts are being undertaken to better understand vessel traffic 
and spill risk along Cherry Point, including: major vessel traffic risk assessments required as part of 
new terminal developments, US Coast Guard review of designated anchorages, Department of 
Ecology oil spill contingency plan rules revisions and new oil transfer regulations, and ongoing 
Geographic Response Plan and Northwest Area Contingency Plan updates. Ecology has recently 
required that all refineries pre-boom tankers before oil is loaded and unloaded. Other measures to 
increase spill response requirements are being phased in slowly. Further study of dry cargo vessels 
may be needed, as they have been shown by the International Maritime Organization and Coast 
Guard to have the highest accidents rates among commercial vessels worldwide. Shipping companies 
mitigate these risks through thorough vetting processes. Vetting is a competitive process used by 
companies to gauge how well a vessel meets expected operating standards.  
 
All tank vessels are also required under RCW 88.46.040 to prepare and submit an oil spill prevention 
plan, and all vessels greater than 300 gross tons must also submit a contingency plan per RCW 
88.46.060. However, approval of a contingency plan by Ecology does not constitute an express 
assurance regarding the adequacy of the plan nor constitute a defense to liability imposed under that 
chapter of the RCW or other state laws (see RCW 88.46.040 (7) and RCW 88.46.060(10).   
 
Since the industrialization at Cherry Point, significant efforts have been made by industry, 
government and the public to reduce the risk of oil spills and the impacts of commercial and 
recreational vessel traffic within this area. Recent investments by the tank vessel and barge industry 
in double hull and dual propulsion tankers are positive steps towards reducing the risk of a spill. As 
Alaskan oil continues to decline (Energy Information Administration, 2009) the number of tankers 
calling from distant ports increases the exposure of Washington waters to less capable ships.  
 
Ship Strike 
With vessels, ships and hydrofoils, whales are the marine mammal often most vulnerable to strike. 
Ship strike injuries to whales can take two forms: (1) propeller wounds characterized by external 
gashes or severed tail stocks; and (2) blunt trauma injuries indicated by fractured skulls, jaws, and 
vertebrae, and massive bruises that sometimes lack external expression (Laist, et al. 2001).  The type 
of injury can differ according to species; for example, on both the east and west coast of the U.S., fin 



 

Washington State Department of Natural Resources   ▪    Cherry Point Aquatic Reserve Management Plan   ▪                                            160 
 

whales appear highly susceptible to strike, and the cause is almost always blunt force trauma (Laist et 
al, 2001; Douglas et al, 2008).  Laist, et al (2001) examined historical and anecdotal records, and 
worldwide stranding databases to locate information on whales and ship strikes. The researchers 
present a number of conclusions, some of which are supported by other studies in the Pacific 
Northwest: 
 
 The most severe and lethal injuries are caused by ships travelling 14 knots are faster; 

historical records of collisions also increased sharply after 1950 when the average speed of 
most merchant ships increased to 15 knots. 

 All types and sizes of vessels may hit whales, but the most lethal and serious injuries to 
whales are caused by relatively large vessels (generally 80 meters or longer).  

 A great majority of ship strikes seem to occur over or near the continental shelf.  
 The behavior of whales in the path of approaching ships is uncertain, but in some cases, last-

second flight responses have been described or video-taped 
 Ship collisions probably have a negligible impact on the status and trend of most whale 

populations, with the exception of very small populations or discrete groups. With the highly 
endangered populations, or smaller population segments, significant impacts may occur. 
 

Douglas et al (2008) reported on ship strikes in Washington State. In their research, the increased 
vessel traffic through northern Washington, into the Strait of Juan de Fuca, and to Cherry Point, 
Seattle and Tacoma is discussed. An estimated 11,000 vessels greater than 300 gross tons passed 
through the Strait in 1999, and it is expected to increase to 17,000 by the year 2025. As traffic will 
increase, the risk of strike also increases. The types of ships that call upon the piers at Cherry Point, 
in general, are large tankers and cargo ships. While it is often assumed these ships travel at less than 
14 knots, which would lower the risk of a strike, Douglas et al (2008) reports of a female fin whale 
on the bow of the “New York” Alaska tanker, which has a maximum speed of 16 knots. This tanker 
most likely struck the fin whale outside of the inland waterways and brought her in to the general 
vicinity of Cherry Point, near Ferndale, Washington. As Laist et al (2001) discusses the size of a ship 
and the speed are two risk factors, coupled with the increasing vessel traffic in an area used by 
whales, that can set the stage for a collision (Laist et al, 2001).  
 
NOAA has researched ways to reduce the possibility of ship strikes and admits that this is a complex 
problem to address. No easy technological advances are present or are expected in the foreseeable 
future that would assist mariners in substantially reducing their chances of collisions. In Hawaiian 
waters where high-speed catamaran ferries operate between the islands year-found, at least one ferry 
has been outfitted with two thermal imaging cameras, which are reported to facilitate detection of 
whale and whale blows ahead of the vessel at night. During the winter months, humpback whales use 
the waters around the main Hawaiian Islands to calve and breed, attaching new detection technology 
on these ferries may be an effective way to assess how useful they will be in areas with lower 
densities of whales. To be useful, thermal imaging will have to detect whales in rough seas, at a 
distance far ahead of the ship so that the vessel operator has time to maneuver, and the number of 
false positive detections will have to be assessed (Silber, 2009). 
 
Currently, NOAA suggests that reducing the potential for co-occurrence of whales and vessels in 
space and time is the only sure means of reducing ship strikes. In June of 2009, NOAA and the U.S. 
Coast Guard implemented regulations to reduce the risk of collisions between ships 300 gross tons 
and above and the endangered North Atlantic Right Whale. Vessels transiting into shipping lanes 
during months that the North Atlantic Right Whale would be present and feeding will be asked to use 
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slightly modified routes.  These changes were adopted by the International Maritime Organization 
(Silber, G.K. et al. 2009).  
 
 
BALLAST WATER MANAGEMENT 
 
Washington is among the states that have chosen to regulate aspects of ballast water management. 
Other states include Maryland, California, Oregon, and Michigan. On an international level, 
voluntary efforts are guided by the International Maritime Organization. Congress is examining 
current EPA authorities to regulate ballast water in coastal areas. One of the primary incentives to 
better control of ballast water is to stem the introduction or re-introduction of non-native species to 
other countries or areas. Future efforts to control non-indigenous species introduced to the Cherry 
Point area will be directed by Ecology, WDFW, the U.S.Coast Guard, and EPA.  
 
Ballast Water Issues 
The rising level of maritime shipping is increasing the risk of invasion by non-native species in Puget 
Sound and the Strait of Georgia. Un-exchanged ballast water discharges from commercial ships are a 
primary vector for introducing non-indigenous species. As commercial shipping has been increasing 
at Cherry Point, this is an area that has been monitored over the years. Per the 2000 Ballast Water 
Law (RCW 77.120) managed by WDFW, most vessels entering Washington waters are now required 
to conduct an open-sea exchange prior to discharging ballast. The exchange must take place 50 
nautical miles or more offshore. And, with improvements in travel technology, the rate of 
introductions of nonnative species has increased dramatically.  
 
The risk of non-native aquatic plant and animal species being introduced through ballast water is a 
serious one. Non-native aquatic plant and animal species can displace, disturb, consume, and 
compete with native species (CRS 2007). Even harder to manage, non-native organisms may also be 
attached to the hulls of commercial vessels. This is an identified problem at Cherry Point 
(Markiewicz, A. et al, 2005). Other introductions result from recreational boaters, commercial 
aquaculture, indirect Canadian maritime sources, and some natural sources.  
 
A 2007 Congressional Research Service report was developed as Congress was considering whether 
or not to reauthorize the Nonindigenous Aquatic Nuisance Prevention and Control Act (NANPCA), 
including amending it to add specific provisions that would modify how ballast water is managed. 
 
The CRS report found that globally, an estimated 10,000 marine species each day may be transported 
across the oceans in the ballast water of cargo ships. The economic, social, recreational, and 
ecological losses/costs attributable to aquatic invasive species are difficult to quantify. Some costs 
have been estimated, such as the $5 billion in damages to water pipes, boat hulls, and other hard 
surfaces by zebra mussels in the Great Lakes. Other costs, such as the loss of native species and 
environment restoration to pre-invasion quality, are unknown (CRS 2007).  
 
Ships can manage ballast water through exchange or treatment. Exchange means that before reaching 
port, the lower-salinity coastal water from the last port is released and replaced with higher-salinity 
ocean water. This reduces the number of non-native species by flushing them out to sea, and it is 
assumed they are less likely to survive in the higher salinity environment. However, there is no 
guarantee all organisms are flushed out (CRS 2007). 
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Another approach is to treat the water. Ballast water treatment is currently highly researched, and a 
number of methodologies are being proposed. One treatment involves ultraviolet light, another is 
filtration and separation, others propose using heat, or electric current, and finally there are chemical 
treatments, such as biocides. A combination of these treatments is also possible (CRS 2007).  
 
Nonnative and Exotic Species at Cherry Point 
The risks of nonnative and invasive species were analyzed for the region including Cherry Point. 
Funded by U.S. EPA as part of a program to calculate the risk of an invasive species, the study 
identified two species of risk to Cherry Point: the invasive species European Green Crab (Carcinus 
maenas), and the nonnative Sargassum, a non-native brown alga. At the time of the research, green 
crab were being captured along Vancouver Island – in relatively close proximity to Cherry Point 
(Landis et al. 2005; Colnar, A.M. and W.G. Landis. 2007). Conversely, Sargassum is clearly an 
important habitat component in Cherry Point, enhancing the underwater vegetated communities, 
although possibly posing a risk to native algae (Landis et al. 2005; Colnar, A.M. and W.G. Landis. 
2007). 
 
History of Federal Attempts to Regulate Ballast Water Management 
In 1996, the National Invasive Species Act (NISA) created a national ballast management program 
modeled after the Great Lakes program. All ships entering U.S. waters after operating in the offshore, 
beyond the U.S. Exclusive Economic Zone, were directed to undertake high seas (i.e., mid-ocean) 
ballast exchange or alternative measures pre-approved by the Coast Guard as being equally or more 
effective.  
 
Reporting was low during the first two years, as reporting was voluntary. The U.S. Coast Guard 
proposed mandatory reporting, with penalties for those failing to submit Ballast Water Management 
reports. The Coast Guard has implemented a similar program in the Great Lakes and other 
waterbodies, and it has proven very effective.  
 
The CRS report states that other aspects of the NISA have been criticized as inadequate and faulted 
for several alleged shortcomings, including agency weakness or delay in implementing some of its 
provisions.  Since then, NISA has exempted most coastal wide vessel traffic from ballast water 
exchange guidelines. Vessels traveling short distances between U.S. ports (e.g., from San Francisco 
Bay, which is highly invaded, to Puget Sound, which is less so) are exempt from controls. Some 
parties are critical of the provisions of 16 U.S.C. §4711(k)(2)(A) giving the vessel owner a blanket 
exemption to ignore any mandatory regulations if the master determines that the vessel might not be 
able to safely conduct a ballast water exchange on the open ocean. Finally, NISA has been criticized 
for its apparent failure to actually prevent additional introductions of damaging organisms into the 
Great Lakes, despite this being the one area where the requirements for managing ballast water have 
been the most stringent for the longest time (CRS 2007). 
 
While the Coast Guard is responsible for managing the Ballast Water Management Program, and 
ensuring that vessels abide by it, the U.S. EPA is responsible for ensuring that the discharged water 
complies with the Clean Water Act.  
 
On September 18, 2006, the federal district court ruled that EPA’s regulations exempting ballast 
water discharges from the Clean Water Act was contrary to congressional intent and ordered EPA to 
promulgate new regulations within two years. This ruling essentially directs EPA to ensure that 
shipping companies comply with the Clean Water Act by restricting the discharge of invasive species 
in ballast water.  The government has appealed the district court’s ruling, and the parties are waiting 
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for a ruling from the appeals court. However, in June 2007, EPA also initiated steps seeking public 
comment on regulating ballast water discharges from ships, an information-gathering prelude to a 
potential rulemaking in response to the district court’s order. (CRS 2007). 
 
 
AIR QUALITY, GLOBAL WARMING, AND CLIMATE 
CHANGE 
 
Airborne contaminants are included in this plan because of potential impacts of atmospheric 
deposition to Cherry Point Aquatic Reserve water and sediment quality. Cherry Point is located in 
the Georgia Basin/Puget Sound airshed, which is made up of two smaller and intertwined airsheds. 
The Georgia Basin airshed ranges from the lower Fraser Valley, and includes Whatcom County and 
the coast of the Strait of Juan de Fuca.  The Puget Sound airshed encompasses counties located south 
of Whatcom County. Cherry Point air quality is influenced by air movement within this area. The 
Environmental Protection Agency has described the Georgia Basin/Puget Sound airshed (Figure 21) 
in order to gain a better understanding of the current status of and trends in air quality, particularly 
given the rapid development in the area. Further detail can be found in Characterization of the 
Georgia Basin/Puget Sound Airshed (2004).  
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Figure 21. Georgia Basin/Puget Sound Airshed 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Common Air Contaminants 
The group of air pollutants referred to as common air contaminants (CAC) in Canada and as 
“criteria” pollutants in the Unites States includes: sulfur dioxide (SO2), nitrogen (NO2, ozone (O3), 
carbon monoxide (CO), fine particulate matter (PM2.5) and lead (Pb).  The effects of these pollutants 
have been well-documented by the Northwest Clean Air Agency (2008) and include: 
 
 Health effects - These can be chronic (arising from long-term exposure), or acute,.  For 

example, ozone is a very powerful oxidant which is an eye irritant and can also cause 
breathing difficulties, especially to older people or sick people or children. 

 Visibility impairment - Small particles are very efficient at scattering light and therefore 
reduce visibility. 

 Materials damage - Air pollutants may chemically alter the structure of a material.  For 
example a sandstone sculpture will turn into gypsum after it has been exposed to sulfur 
dioxide, and gypsum is something that is much more brittle than sandstone.  Ozone damages 
materials and causes fading to pigments. 

 Agricultural damage - Ozone is responsible for damage to the leaves of plants, it reduces 
crop yield and stunts tree growth.  Acid rain not only affects bodies of water but also trees 
and crops. 

 Climate change -  Global warming has been shown to be due to certain anthropogenic 
pollutants, also known as greenhouse gases, such as carbon dioxide (CO2), methane (CH4), 
nitrous oxide (N2O), ozone (O3), ammonia (NH3) and others.  Particulate matter also might 
cause global cooling due to increased PM emissions.   
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Other pollutants include ammonia (NH3), which is considered toxic and is involved with the 
formation of PM2.5.  Indeed, most PM2.5 is secondary in nature18

 

, with sulfate PM2.5 and nitrate PM2.5 
originating from SO2 and NO2 respectively.  Particulate matter may include heavy metals such as 
mercury and arsenic.  Volatile organic compounds (VOC) are a group of gases that react with other 
airborne pollutants to form O3, PM2.5 and other secondary compounds.  VOC also include the 
airborne persistent organic pollutants (POP) that are of particular concern because of their ability to 
bioaccumulate in living organisms. 

Within the Georgia Basin/Puget Sound air basin, just like in many other areas of the USA and 
Canada, the main air pollutants of interest are ozone and PM2.5, mostly because both pollutants are 
secondary in nature, thus making their control difficult.  Ozone is detrimental to human health and 
causes damage to vegetation and physical structures.  PM2.5 is linked to respiratory and other health 
problems and also impairs visibility.  Therefore, ozone and PM2.5 constitute the main air quality 
pollutants in the Basin. 
 
POINT SOURCE EMISSIONS OF COMMON AIR 
CONTAMINANTS 
In the Characterization of the Georgia Basin/Puget Sound Airshed (2004), EPA examined emissions 
from point sources.  These are stationary emitters of pollution, such as refineries or power generating 
facilities, compared to an emitter that is not stationary (mobile sources, such as cars, or marine and 
locomotive engines) or a natural (biogenic) source.  The EPA compared Puget Sound to the Georgia 
Basin and noticed that while some of the contaminants were similar, the contributors were slightly 
different.   
 
In Georgia Basin, the most recent emissions inventory for 2000 (Department of Ecology in EPA, 
2004) for the entire airshed shows the beginning of a change in important sources of contaminants.  
Marine vessels account for 22 per cent of the NOx emissions, with light-duty vehicles responsible for 
23 per cent.  Marine vessels are the largest single source of SO2 in the airshed emitting 33 per cent of 
the SO2 emissions. Agriculture is the dominant source of PM10 (21 per cent), with space heating 
responsible for 20 per cent of the PM2.5. The 2000 inventory also shows how the use of a single 
surrogate (population) to compare emission levels can be misleading.  Whatcom County has just 7% 
of the entire population in Georgia Basin, but also has several major industries, contributing 29 % of 
the-smog-forming emissions.  Contrast this to the Greater Vancouver Regional District, with 83 % of 
the population, emitting 56% of smog-forming emissions, and the Fraser Valley Regional District, 
with 10 % of the population, producing just 15 % of the emissions (EPA 2004). 

                                                 
18 Secondary pollutants are those which are not emitted directly into the atmosphere from identifiable sources but 
rather are created in the atmosphere from other pollutants.  O3 is such a pollutant, which is created in the atmosphere 
by VOC, oxides of nitrogen, and sunlight.  Primary pollutants, on the other hand, are those which are emitted 
directly in the atmosphere from identifiable sources.  CO from combustion sources is such a primary pollutant. 
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Local Air Quality 
Between the years 1900 and 1970, the emissions of various pollutants increased significantly.  In 
1970, the Clean Air Act Amendments (CAAA) were signed into law, providing a departure from 
previous federal strategy on combating air pollution. Two types of pollutants were to be regulated 
according to these new laws: 
 
 The criteria pollutants19

 The hazardous air pollutants

 which were to be regulated to achieve the attainment of the National 
Ambient Air Quality Standards (NAAQS), including primary standards for the protection of 
public health, and secondary standards for the protection of public welfare. 

20

 

 which were defined as those “to which no ambient air standard 
is applicable and that... cause, or contribute to… an increase in mortality or an increase in 
serious irreversible or incapacitating reversible illness.” 

The local clean air authority that monitors Whatcom, Skagit and Island counties is the Northwest 
Clean Air Agency (NWCAA).  The NWCAA is one of seven regional air quality control agencies 
located throughout Washington State. It was established in 1967 after passage of the Washington 
State Clean Air Act (RCW 70.94). The agency is responsible for enforcing federal, state and local air 
pollution regulations in Island, Skagit and Whatcom counties. Also, the NWCAA monitors ambient 
air and emissions. Ambient air monitoring helps air quality authorities gather data about pollutants in 
the air, monitor for trends, judge progress, and determine if emergency measures are needed to 
alleviate air pollution episodes.   
 
The NWCAA produces annual emission inventories from large stationary industrial facilities within 
its jurisdiction, including those located within the Cherry Point site. The data shown in the table 
below do not include emissions from mobile sources, biogenic sources, or area sources.  The 
NWCAA reports that for the 2004 and 2005 years, for all of Whatcom County, the primary stationary 
sources of particulate matter (PM10), sulfur dioxide (SO2), nitrogen dioxide (NOx), volatile organic 
compounds (VOC), and carbon monoxide (CO) were the industrial facilities located at Cherry Point:  
Alcoa Primary Metals (Intalco), BP West Coast Products, and ConocoPhillips (NWCAA, 2006). 
 
These facilities at Cherry Point contributed an average of 92% of all monitored industrial air 
pollutants from stationary sources in Whatcom County in 2005 and 2006. Results of monitoring 
showed that four of the five monitored pollutants decreased between 2004 and 2006 (NWCAA, 
2004, 2005, 2006).  

                                                 
19 The current list of the six criteria pollutants are: ozone, sulfur dioxide, nitrogen dioxide, carbon monoxide, 
particulate matter and lead. 
20 The list of 188 HAP, about half of which are either known or suspected carcinogens, includes benzene, mercury, 
asbestos, and others. 
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Table 7. Emissions inventory, in tons per year, from large industrial facilities leasing state-owned aquatic land at 
Cherry Point compared to Whatcom County total, for the years 2004, 2005, and 2006. From the Tri-County 
Emissions Monitoring Reports, Northwest Washington Clean Air Agency. 
 

 
 
The county is currently in attainment (meeting requirements) under EPA standards set forward by the 
Clean Air Act and administered by the Northwest Clean Air Authority for this region (NWCAA, 
2008). 
 
While considerable work has gone into understanding and regulating air pollution in the region and 
specifically at the Cherry Point industrial facilities, little is actually known about the relationship of 
this pollution to the health of the aquatic ecosystem and the organisms that rely on it. Water quality 
studies in this area should attempt to quantify air deposition in their evaluation of sources. 
 
Climate Change 
Atmospheric concentrations of greenhouse gases are the primary contributor to climate change. The 
gases trap the sun’s radiation as it passes through the atmosphere, altering natural climate variability 
through a mechanism known as “global warming,” an average increase in the temperature of the 
atmosphere, which contributes to changes in global climate patterns. At Cherry Point, global 
warming will occur within the context of existing inter-annual and inter-decadal climate variability. 
The El Niño/Southern Oscillation (ENSO) and Pacific Decadal Oscillation (PDO) influence PNW 
climate and natural resources on seasonal to interannual scales. There is no consistent indication at 
this time of discernible changes" in ENSO intensity or frequency in the 21st century (CIG 2009). 
 

Cherry Point Facilities 
and County Total 
Emissions 

Particulate 
Matter (PM10) 

Sulfur 
Dioxide (SO2 
) 

Nitrogen 
Dioxide (NOx) 

Volatile 
Organic 
Compounds 

 

Carbon Monoxide 
(CO) 

2004 County Total, 
including facilities 

480 
 

4,242 
 

3,836 
 

1,181 
 

16,442 

2004 Cherry Point 
Facilities  (% of county 
total) 

402 (84%) 4,186 (99%) 3,447 (90%) 1,070 (91%) 16,328 (99%) 

2005 County Total, 
including facilities 

450 
 

3,676 
 

3,793 
 

1,359 
 

12,586 

2005 Cherry Point 
Facilities (% of county 
total) 
 
 

363 (81%) 3,627 (99%) 3,420 (90%) 1,228 (90%) 12,462 (99%) 

2006 County Total, 
including facilities 

431 3,499 3,622 1,412 12,616 

2006 Cherry Point 
Facilities (% of count 
total) 

347 (81%) 3,478 (99%) 3,241 (89%) 12,96 (92%) 12,500 (99%) 

Cherry Point Facilities 
Change  
2004-2006 

(-133) (-764) (-595) +115 (-3,942) 

County Change  
2004-2006 

(-49) (-743) (-214) +231 (-3,826) 

http://cses.washington.edu/cig/pnwc/aboutenso.shtml�
http://cses.washington.edu/cig/pnwc/aboutpdo.shtml�
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Climate change is expected to have significant impacts on the Pacific Northwest (PNW) by mid-21st 
century (CIG 2009). Global climate models scaled to the region project an increase in average 
temperature on the order of 0.2°-1.0°F (0.1°-0.6°C) per decade throughout the mid-21st century with 
a best estimate average of 0.3°C (0.5°F) per decade. Temperature increases occur across all seasons 
with the largest increases in summer. The best estimate rate of warming in the PNW through the mid-
21st century -- 0.5°F (0.3°C) per decade -- is three times the rate of change per decade observed in 
the PNW during the 20th century (0.15°F [0.8°C] per decade). The per decade rate of change for the 
second half of the 21st century is dependent on the choice of emissions scenarios.  
 
Changes in annual precipitation are less certain. Most of the models analyzed by CIG project 
decreases in summer precipitation and increases in winter precipitation with little change in the 
annual mean. Precipitation changes are projected to be small compared to the interannual and decadal 
variability observed during the 20th century. The majority of models show increases in winter 
precipitation and reduced summer precipitation.  
 
Sea surface temperatures are expected to increase. Climate models project warming in summer sea 
surface temperature for the 2040s on the order of 2.7°F (1.5°C). This change is somewhat less than 
the warming projected in the 2040s for PNW land areas (3.5°F [2.0°C]), but is significant relative to 
the small interannual variability of the ocean. The highest increases in temperature are occurring in 
or adjacent to the shallowest areas, as would be expected.  This may have implications for nearshore 
resources that are temperature sensitive, such as spawn, and may exacerbate the effects from warm 
water inputs already being discharged into the nearshore area, by increasing the surrounding ambient 
temperature.  
 
Climate Change Impacts 
Human and naturally induced climate change has the potential to significantly alter the physical and 
biological characteristics of the region and Cherry Point. Impacts include: ocean acidification, sea 
level rise, increased storm severity,changes in ocean upwelling,  increased water temperature,and 
photo enhanced toxicity, all or some of which may result in changes to species abundance and 
distribution. 
 
Researchers that the University of Washington’s Climate Impacts Group estimate that average annual 
temperatures in the Pacific Northwest could rise by an additional 0.9 to 4.7° F by the 2020’s and 2.7 
to 5.8° F by the 2040’s, contributing to higher stream and estuary temperatures as well. Warming by 
small incremental amounts such as a few degrees can have a wide variety of impacts. According to 
the EPA and Ecology, warmer temperatures can affect our snowpacks, time of peak snow melt, 
glaciers, lower stream flows, exacerbate the decline of salmonids, and increase sea level rise 
(Ecology 2007), as previously discussedSea level rise could lead to flooding of low-lying property, 
loss of coastal wetlands, erosion of bluffs and beaches, saltwater contamination of drinking water, 
and decreased longevity of low-lying roads, causeways, and bridges.  In addition, sea level rise could 
increase the vulnerability of coastal areas to storms and associated flooding. Projections vary, but the 
most recent projections from the IPCC report show a 7-23-inch rise in global average sea level by 
2090-2099. (IPCC, 2007.)  
 
A reduction in the availability of tidal marsh/tidal flat habitats could occur, as sea level rise combined 
with increased river flow increases the salinity of the nearshore area while decreasing the availability 
of tidal marsh areas. A recent study that modeled the potential impact of sea-level rise on key coastal 
habitats in the Pacific Northwest estimated that the Nooksack Delta, Lummi Bay, and Bellingham 
Bay could result in a a 22-percent loss of swamp (including tidal swamp), a 22-percent loss of 
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brackish marsh, and a 42-percent loss of estuarine beach. No information was available for Cherry 
Point, which has several scattered salt marsh habitats that could be affected by changes in salinity 
and rising water levels. The EPA states that commercial shellfish communities (e.g., oysters and 
clams) and migratory shorebird populations that utilize these flats for habitat and feeding also may 
decline accordingly. The commercial and recreational shellfish activities in the Reserve may also be 
affected by these changes. And changes in the composition of tidal wetlands could diminish the 
capacity for those habitats to support salmonids, especially juvenile Chinook and chum salmon 
(Glick, 2007). 
 
Washington’s coastal region consists primarily of cliffs and a few low-lying tidal flats.  Possible 
responses to sea level rise include building walls to hold back the sea, allowing the sea to advance 
and adapting to it, and raising the land (e.g., by replenishing beach sand and/or elevating 
houses and infrastructure).  Each of these responses will be costly, either in out-of-pocket costs or in 
lost land and structures.  The cumulative cost of sand replenishment to protect Washington’s 
coastline from a 20-inch sea level rise by 2100 is estimated at $143 million to $2.3 billion (EPA 
1997).  
 
Changes in Fish and Wildlife 
The EPA stated in a 1997 report that the primary natural features of Washington that are vulnerable 
to climate change are its extensive rivers, streams, and coastal estuaries, noting that these three 
environments are critical for a wide diversity of wildlife, endangered species, and commercial and 
sport fisheries. Water temperatures are among the most important factors affecting the health and 
distribution of salmonids.  Even a small increase in stream temperature above optimal ranges can 
result in changes in migration timing, reducing growth rates, reducing the availability of dissolved 
oxygen, and increasing susceptibility of fish to toxins, parasites, and disease (Glick, 2005).  Food 
supply could also be reduced as a result of increased temperatures.   Should climate change alter the 
flows of freshwater streams, whether seasonally or otherwise, it could reduce the amount of suitable 
salmon spawning habitat. Earlier peak spring flows and lower than normal summer flows can make it 
more difficult for adult fish returning from the sea and for juvenile fish to make it to the ocean. 
Excessively high winter flows can cause scouring events that result in loss of gravel beds and nesting 
sites.  In recent years, populations of salmon and steelhead have been reduced to less than 10% of 
historical levels. The EPA states that these past losses cannot be attributed to climate change, but that 
pink and chum salmon – both of which are documented at Cherry Point - could lose all of their 
habitat with climate change. Other cold water species such as brook trout, brown trout, and mountain 
whitefish could lose most of their habitat. 
Changes in sea temperatures can have both direct and indirect impacts on herring survival.  The 
observed decline of the Cherry Point stock since the mid-1970s coincided with warmer/dryer than 
average conditions in the Pacific Northwest (Stout, 2001).  Chapman et al (1941) considered Cherry 
Point and Discovery Bay populations to be at low levels in the 1930’s when similar climatic 
conditions occurred.  Conditions shifted back to cold/wet or average during the 1940s and 1950s, and 
it was reported that the Cherry Point and Discovery Bay populations had returned to relatively high 
levels of abundance during those decades (Stick and Lindquist, 2008).   
There is some preliminary evidence that the Cherry Point herring are better suited to warm water 
than other herring stock and further investigation is needed (Marshall, R. 2009). Climate varies 
naturally over both short and long time-scales, but natural climate variability can be distinguished 
from human-caused climate change.  
 
Initiatives to address emissions and global warming 
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Western States Climate Initiative 
The Western States Climate Initiative (WCI) was launched in 2007 to identify, evaluate, and 
implement collective and cooperate ways that will reduce greenhouse gases in the region, focusing 
on a market-based cap-and-trade system.  It is a collaboration involving seven U.S. governors and 
four Canadian Premiers.  The goal of this program is to assist with a regional effort to reduce the 
pollution that causes global warming to 15% below 2005 levels by the year 2020 (WCI 2008). 
 
MARPOL and other Initiatives 
Air pollution from ships burning diesel, bunker oil and other fuels is a concern, according to the 
EPA. As mentioned earlier, a recent inventory of emissions in Georgia Basin airshed shows marine 
vessels account for 22 per cent of the NOx emissions, and also that marine vessels are the largest 
single source of SO2 in the airshed emitting 33 per cent of the SO2 emissions (EPA 2004). Vessel 
traffic at Cherry Point is expected to increase within the next two decades, partly as a result of 
extending the length of the BP pier. A majority of the vessels are tankers and barges – these 
oceangoing vessels often run engines large enough to be classified as a Category 3 marine diesel 
engine. These engines have a per-cylinder displacement at or above 30 liters per cylinder (For 
comparison, Dodge Viper’s five-hundred-horsepower engine has ten cylinders, and displaces 8.3 
liters.) These large engines have been targeted for new standards to promote new technology that will 
reduce NOx and SOx emissions within and outside U.S. waters. 
 
Emissions from all types of oceangoing vessels have been monitored globally. The Member States of 
the International Maritime Organization (IMO) is a United Nations Agency that facilitates 
development of standards to control air exhaust emissions from engines that power ships. The 
international air pollution standards, which include estimates for international shipping and carbon 
emissions, are found in the Annex VI to the International Convention on the Prevention of Pollution 
from Ships (also called MARPOL).  
 
 During October of 2008, the IMO Marine Environment Protection Committee updated a 2000 study 
on greenhouse gas emissions from ships. Using activity data and international fuel statistics, the 
conclusion was that 2007 CO2 emissions from international shipping would be 2.7% of all global 
CO2 emissions, or 843 million tons. This is an increase from 1.8% estimated in 2000.In the absence 
of future regulations on CO2 emissions from ships, such emissions were predicted in the base 
scenarios to increase by a factor of 2.4 to 3.0 by 2050 (IMO 2008). 
Recognizing that marine diesel engines and their fuels contributed to greenhouse gases, on October 
9, 2008, the IMO adopted new international standards regulating oceangoing vessels.   Details may 
be found in the amendments to Annex VI to the International Convention for the Prevention of 
Pollution from Ships (also called MARPOL), or on EPA’s website for oceangoing vessels (EPA 
2008, 2009). Shortly after the MARPOL amendments were developed, EPA proposed new rules for 
oceangoing vessels. The EPA’s proposed standards mirror MARPOL standards, as adopted under 
Annex VI, and can be found at EPA’s website on oceangoing vessels. If adopted, the proposed 
changes would ensure the Clean Air Act and regulations for oceangoing vessels are consistent with 
global efforts by the IMO to control marine diesel and fuel emissions. 
 
One change involves the designation of sensitive areas, or designated Emission Control Areas 
(ECAs). In these areas, ships will be required to use the most advanced technology-forcing engines, 
and monitor the sulfur and nitrogen content of the fuel.  On July 17, 2009, the United States and 
Canada amended MARPOL Annex VI to designate specific areas of the coastal waters as Emission 
Control Areas or ECAs.  The North American ECA may go into effect as early as 2012. The North 
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American ECA will require all vessels operating in designated ECAs to use fuel that does not exceed 
1.0 percent sulfur (10,000 parts per million). In 2015, this requirement becomes more stringent, and 
vessels will need to change to fuel that does not exceed 0.1 percent sulfur (1,000 ppm). The 
following year, NOx requirements become applicable. (EPA 2009). In all other areas of the world, 
including on the high seas, engine emissions will be also be reduced, and the global fuel sulfur cap 
outside ECAs will drop to 5,000 ppm in 2020 (pending an availability review in 2018) (EPA 2008, 
2009).  
 
Summary of Climate Change Considerations 
In summary, the alterations due to natural and human induced climate change will affect many of the 
actions listed in the remainder of the document. An adaptive management approach which considers 
climate change trends and indicators is recommended when planning research studies and evaluating 
impacts of new management.  Adaptive management requires that the potential for change be 
measured, the effects monitored and that management actions be modified to meet the need.  Further 
measurement and monitoring can then provide information on the effectiveness of the management 
activity.  In the case of climate change it is unlikely that any one activity at Cherry Point can 
effectively alter the degree of the global warming trend, but if the impacts are identified early and 
understood, this will help develop appropriate mitigation and/or adaptive management actions for 
this resource protection and management plan. 
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Appendix C - Archaeological, Cultural, 
and Historical Resources 
 
Native American History 
The Puget Sound prehistoric record is divided into three broad chronological periods: the Early 
Period (15,000–5,000 Before Present), the Middle Period (5,000-1,000 Before Present), and the Late 
Period (1,000-250 Before Present). 
 
The Early Period is characterized by chipped stone assemblages attributable to fluted projectile point, 
leaf-shaped projectile point, and cobble tool traditions. Subsistence patterns exhibit reliance upon 
inland hunting, supplemented with fishing and marine invertebrate procurement in riverine and 
coastal areas. Settlements were typically located on upland plateaus or river terraces, although coastal 
occupations may have been flooded because of seismic activity or changes in sea level related to 
glaciation (Carlson 1990; Kidd 1964; Nelson 1990) 
 
The Middle Period represents a proliferation in tool diversity within regional assemblages. Notched 
stone projectile points were characterized by a decrease in size, and toolkits were supplemented with 
groundstone, bone, and antler industries. Subsistence practices showed an increased orientation 
toward marine and riverine habitats; shellfish, salmon, and sea mammals became more important 
resources; and shell middens appeared in the archaeological record. Occupation areas expanded to 
include modern shorelines and islands and the earliest evidence of seasonal village sites dates to this 
period (Carlson 1990; Kidd 1964; Nelson 1990). 
 
The Late Period is characterized by assemblages containing exotic trade goods imported from 
indigenous populations in the Columbia Plateau as well as metal arrowheads and trade beads from 
Euro-American groups. Small side-notched and triangular stone projectile points persisted but were 
superceded by an emphasis on bone and antler tools. Salmon became a major staple as evidenced by 
elaborate fish traps; subsistence practices were supplemented by terrestrial hunting and plant 
procurement. Permanent, village sites described by Euro-American settlers and ethnographers were 
established and persisted into the historic period (Carlson 1990; Kidd 1964; 
Nelson 1990).  
 
Central Coast Salish Native Americans occupied the Puget Sound area during the late historic times. 
In the Cherry Point vicinity, three linguistic subdivisions of the Central Salish are recognized: 
 
Halkomelem speakers lived north of Birch Point and along the lower Fraser River valley. Nooksack 
speakers lived in inland sections of the Nooksack River drainage, and North Straits’ speakers 
occupied the coastal areas north of Anacortes as well as the San Juan and other islands in the 
southern section of the Strait of Georgia.  
 
At that time, subsistence focused on seasonal harvests of marine foods such as salmon, herring and 
lingcod, which were eaten fresh or dried and stored for winter use. Terrestrial foods that were 
favored included deer, elk and bear, which were caught with pitfalls, snares, bow and arrow, while 
women gathered shellfish, sea urchins and barnacles along the coast. The Central Coast Salish also 
utilized western yarrow, creambush, oceanspray, western red cedar, 
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swordfern, salal, skunk cabbage, and vine maple for pharmaceutical, technological, and ceremonial 
use (Moerman 1999; Suttles 1990).  
 
The Revised Code of Washington, Chapter 27.44 protects Indian burial sites, cairns, petroglyph 
(incised in stone) and pictograph (painted) markings, and historic graves on public and private land. 
The chapter further stipulates that persons knowingly removing, destroying, or defacing these 
resources will be charged with a Class C felony. RCW Chapter 27.53 protects sites, objects, 
structures, artifacts, and locations of prehistoric or archaeological interest located in, on, or under the 
surface of any lands or waters owned or under the control of the state of Washington or its counties, 
cities, or political subdivisions. Disturbing archaeological resources without an archaeological 
excavation permit is punishable as a Class C felony. 
 
Lummi Indian Nation 
The shoreline at Cherry Point was the primary home of many Lummi villages and Traditional 
Cultural Properties (TCPs) within the traditional homeland of the Lummi. This area is an important 
component of the Lummi usual and accustomed grounds and stations used since time immemorial for 
hunting, fishing and gathering. The development of the Cherry Point shoreline by Euro-Americans 
since the 1950’s has resulted in the elimination of fishing and gathering grounds and stations, village 
sites, landing sites, and locations where commerce was conducted. This development has also 
resulted in the filling of previously extensive and productive natural tidelands and has caused the 
contamination of previously pristine waters and sediments due to the operation of industrial and 
commercial facilities (Lummi Indian Nation, 2008). The existing piers and associated vessel traffic 
preclude and/or interfere with the ability of Lummi tribal members to exercise their treaty-protected 
fishing rights to fish. 
 
The Lummi Indian Nation resides in an area ceded by the Lummi, Nooksack, and Samish Indians; 
these groups now comprise the Lummi Indian Nation. The Lummi are thought to have derived their 
name from Lkungen, the name that the North Straits-speaking Songish of Vancouver Island called 
themselves. The Lummi occupied coastal areas surrounding the mouth of the Nooksack River as well 
as several islands in Puget Sound. The Nooksack, meaning “mountain men,” lived in the Nooksack 
River drainage. The Samish occupied additional islands in Puget Sound, including one that now 
bears their name as well as Guemes and Fidalgo islands (Ruby and Brown 1986; Suttles 1990; 
Swanton 1978). 
 
The Lummi Indian Reservation is located south of Cherry Point.  The Lummi Nation has a 
Department of Natural Resources, under which the Water Resources staff provide technical support 
for Lummi Indian Reservation Tidelands and Coastal Zone Management. 
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Nooksack Indian Tribe 
For millennia before trappers, traders, lumbermen, gold seekers and homesteaders came to the 
Nooksack River valley, the Nooksack people resided in numerous villages at the banks of the 
Nooksack and Sumas.  
 
Their fishing grounds extended from today's Bellingham Bay to British Columbia. They used nets 
and fish traps in the rivers to harvest various species of salmon. During the fish runs in the fall and 
spring, a number of families typically shared a smokehouse on the riverbanks next to the fish traps. 
The Nooksack also dug up clams, gathered meadow berries, stalked mountain goats for food and 
skins, and grew wild carrots (sbugmack 
 
The Nooksack never signed a treaty with the U.S. that would have given them a reservation, because 
they had been overlooked. Thus they were vulnerable with no treaty to offer them any protection and 
lost their lands to white settlers. It was not until 1958 that, though landless, the Nooksacks won 
compensation for the loss of their lands, whose value was pegged at 1858 dollars.  
 
In the mid-1930s, the Nooksack tribe voted to accept the provisions of the Indian Reorganization Act 
(1934), which had secured new rights for Native Americans, and began to work on a tribal 
constitution. Since they lacked a land base, they were denied federal recognition as a tribe. In 1971, 
however, the Nooksack Tribe won full federal recognition, and a reservation was founded on one 
acre at Deming. Since then, the tribe's holdings have expanded to 2,500 acres, which include 65 acres 
of trust land (www.u-s-history.com) 
 
Euro-American History 
Whatcom was named after a noisy waterfall, called “What-Coom” by the Lummi Indians, which 
means “noisy, rumbling water”.  The first Europeans were Spanish Explorers in the late 1700s, 
followed by James Vancouver from England. Early land uses included fur trapping and trading, 
logging, lumber processing, farming, salmon packing, and mining coal. The first non-Indian residents 
settled including Hudson's Bay Company, which ran from 1825 to 1846. In the early 1850's, a high 
demand for timber in California led to scarce lumber supplies (Figure 22). Coal was discovered in the 
early 1800’s, and the lumber trend turned to mining. Bellingham Bay Coal Company became the 
area’s largest employer. In the mid 1800’s, a large influx of gold seekers entered the area on their 
way to the Fraser River to seek gold (Kyte, 1999).  The County of Whatcom was created by 
territorial legislature on March 9, 1854 (Whatcom County website, 2007). 
 
Northern Pacific Railroad expanded its infrastructure into Whatcom County in the late 1800’s, 
bringing further opportunities as Bellingham was linked to Vancouver, B.C., via Ferndale and 
Blaine, stimulating the lumber and salmon packing industries. The population increased by sixfold 
during this time, from approximately 3,000 to 18,000 (Kyte, et al. 1999). The national depression 
stopped the boom, and the railroad left. The population of the bay decreased, but by the turn of the 
century, Whatcom County was growing again. New lumber and shingle mills, salmon canneries, 
shipyards and agriculture brought stability to the area. Between 1890 and 1925, logging cleared 
thousands of acres for farmsteads. Development of commercial and residential areas increased, and 
major fish processing plants were constructed at Bellingham Bay. Between 1950 and 1990, coal 
mining had ceased, while sand and gravel mining grew in importance (Kyte, et al 1999). 

 
Figure 22, postcard, mailed 1908 showing logging train heading to Bellingham 
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Appendix D - Existing Encumbrances 
and Applications directly adjacent to the 
Aquatic Reserve 
 
The following encumbrances have specific exceptions from the aquatic reserve in the original 
Commissioner of Public Lands withdrawal order and are therefore treated as leases adjacent to the 
aquatic reserve. 
 

 

Birch Bay Water and Sewer District: DNR Aquatic Lease 51-082214 – Easement pertaining to the 
Birch Bay Water and Sewer District wastewater pipeline and diffuser. 

A right of way measuring 2,300 feet in length and 100 feet in width comprising a total area of 5.28 
acres of tidelands and bedlands was established in on March 23, 1975 as a lease (Lease 20-010521) 
and renewed as an easement on January 13, 2009.   
 

 
British Petroleum: DNR Aquatic Lease 20-A09122 – Lease pertaining to BP/ARCO pier and outfalls 

The BP Cherry Point Refinery is located at 4519 Grandview Road in Whatcom County, Washington.  
The refinery is situated on 849 acres of developed land 8 miles south of the U.S./Canada border and 
20 miles northwest of Bellingham, Washington.  BP owns an additional approximately 2000 acres of 
undeveloped land around the refinery, including approximately 1000 acres of marine riparian land 
between the Cherry Point Refinery Dock and Point Whitehorn.  The refinery has been in operation 
since 1971 processing mainly Alaska North Slope (ANS) crude oil with an increasing percentage of 
oil from other parts of the world as ANS crude supplies decline over time.  Refinery throughput 
averages approximately 200,000 barrels of crude oil per day, from which Cherry Point produces 
multiple grades of gasoline, jet fuel, low-sulfur and ultra low-sulfur diesel fuel, calcined coke, 
butane, propane and sulfur.  The Cherry Point Refinery operates 24 hours a day, 365 days a year and 
has approximately 780 full-time BP employees; an additional approximately 1000 contractors also 
work on-site. 
 
The Cherry Point Refinery Marine Terminal is located approximately 1.5 miles south of the refinery, 
extending 2,100 feet offshore into the Southeast Strait of Georgia in a “Y” configuration and 
terminating in two vessel berths - the North & South Dock Wings.  The Cherry Point Dock is 
constructed of concrete on steel pilings and there is a minimum of 65’ of water alongside each dock 
wing at MLLW.  The Cherry Point Dock can accommodate only one tanker or barge at a time on the 
seaward side of each dock wing (2 vessels max at any time).  The maximum vessel length that can be 
accommodated is 1,100 feet. 
 
Nearly 100% of all crude oil used by the refinery is delivered by tank vessel.  Approximately 75 
percent of the refined petroleum products are transported through the Olympic Pipeline to marketing 
terminals in western Washington and Oregon.  The remaining products are transported by tanker, 
barge, or truck to other West Coast locations.  In 2007, approximately 370 vessels transited to/from 
the Cherry Point Dock. 
 
The refinery has approximately 50 crude oil and refined product storage tanks with a combined 
working capacity of over 7,500,000 barrels.  The Cherry Point Refinery processes industrial 
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wastewater and stormwater through its on-site wastewater treatment plant and discharges an average 
3,500,000 gallons of combined treated process wastewater and stormwater per day under NPDES 
Permit No. WA 002290-0 to the Strait of Georgia through a diffuser located below the North Dock.  
BP Cherry Point’s NPDES permit requires daily effluent quality monitoring, effluent mixing and fish 
toxicity studies, groundwater studies, sediment quality studies, and the development and 
implementation of Pollution Prevention Plans. 
 
Dock Operations at the BP Cherry Point Refinery are conducted in accordance with the BP Cherry 
Point Refinery’s USCG- and Washington Department of Ecology-approved Oil Handling Facility 
Operations Manual, which describes personnel responsibilities, Dock operating procedures, and safe 
operating envelopes.  The BP Cherry Point Refinery has a rigorous Dock inspection and maintenance 
program designed to protect the marine resources of the Cherry Point Aquatic Reserve and ensure the 
long-term operational integrity of the BP Cherry Point Dock. 
 
The term for the BP lease, # 20-A09122, is April 1, 1999 – March 31, 2029 
 

The ConocoPhillips (COP) Ferndale Refinery is located in Whatcom County on an 850 acre site, 
fronting on the Georgia Strait between Cherry Point and Sandy Point, five miles west-southwest of 
Ferndale, Washington.  Originally built in 1954, the refinery has completed several upgrades and 
expansions since then and, as of January 2008, has a capacity to process approximately 105,000 bbl 
per day of crude oil. The main source of crude oil is from tankers delivering oil from Alaska’s North 
Slope and Canadian crude via pipeline. The crude oil is processed to produce a range of fuels and 
products including: gasoline, diesel (low sulfur & ultra low sulfur), liquid petroleum gas, residual 
fuel oil, marine bunker fuel oil, and sulfur. The refinery currently employs about 280 people with an 
additional 150 contract employees. The indirect employment associated with the refinery is about 
900 people. The refinery operates 24 hours per day and 365 days per year, except during turnaround 
periods which occur about once every two to three years. 

Ferndale Refinery operated by ConocoPhillips: DNR Lease 20-B11714 – Lease pertaining to 
ConocoPhillips/Tosco pier and outfalls 

 
As part of normal operation, the refinery has substantial water-dependent activities associated with 
the receipt of raw materials, shipping of products, vessel fueling and permitted Clean Water Act 
(CWA) discharges. In 2007, approximately 530 vessel transfers were conducted at the refinery dock. 
These vessels primarily consist of crude oil tankers and petroleum product barges.  The scheduling of 
vessel and cargo activities at the marine terminal is coordinated by the refinery and is intended to 
meet raw material needs for the refinery and product distribution to the market.  
 
All governmental regulations and ConocoPhillips’ standards and procedures are strictly enforced 
throughout docking and loading/unloading operations. The refinery maintains and updates its Marine 
Terminal Safety & Operations Manual, which describes personnel responsibilities, operating 
procedures, and related data concerning the refinery dock and transfer operations, including the pre-
booming of oil transfers in accordance with state requirements which came into effect in 2007.  In 
compliance with federal and state regulations, the refinery also maintains and updates plans and 
programs, such as the Oil Spill Prevention Plan, the Oil Spill Response Plan, the Spill Prevention, 
Control, and Countermeasure Plan, the Integrated Contingency Plan, and Oil Handling Personnel 
Training. ConocoPhillips has an ongoing program for periodic inspection, maintenance, repair, and 
replacement activities required to ensure the longevity and reliability of operations at the dock and 
associated facilities; these activities may include above-water, on-water, and in-water work and are 
conducted in accordance with approvals received from federal, state, and local permitting agencies.  
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The refinery operates an NPDES AKART-permitted wastewater treatment plant. The NPDES outfall 
discharges into the Strait of Georgia approximately 1200 feet from the shoreline. The outfall line also 
periodically conveys treated wastewater from Tenaska, a cogeneration facility located adjacent to the 
refinery. The refinery NPDES permit requires monitoring, effluent mixing and toxicity studies, 
sediment sampling, and Stormwater Pollution Prevention Plan updates and implementation. 
 

Intalco Aluminum Corporation (Intalco), a subsidiary of Alcoa Inc. (Alcoa), the world leader in the 
production and management of primary aluminum, fabricated aluminum and alumina combined, is 
located in Whatcom County approximately 100 miles north of Seattle, Washington and 50 miles 
south of Vancouver British Columbia.  Intalco operates an aluminum smelter that occupies 
approximately 300 acres of a 1,500 acre tract fronting on the Georgia Strait between Cherry Point 
and Sandy Point near Ferndale Washington.  Intalco has been part of the local community for more 
than 40 years and began operation in 1966 as a primary aluminum smelter, owned by Alumax, 
Pechiney and Howmet. In 1998, Alcoa acquired Alumax, resulting in Intalco becoming an Alcoa 
subsidiary.   

Intalco Aluminum Corporation – DNR Lease 20-A08488 – Lease pertaining to Intalco pier only 
(outfalls are managed using a separate lease instrument). 

  
Intalco produces aluminum metal utilizing the Hall-Heroult reduction process.  This process utilizes 
electrical current to dissolve alumina in a cryolite bath inside large carbon-lined aluminum reduction 
cells.  Once dissolved the molten aluminum separates from the solution and collects at the bottom of 
the reduction cell where it is removed and transported to natural gas fired furnaces.  The molten 
aluminum is then cast into various sizes and forms to be utilized in casting or extrusion processes to 
make products such as window frames, wheels and ladders. 
 
Intalco was originally designed and built to accommodate a paste plant, bake furnace, three operating 
potlines, and a casthouse.  Each potline consists of 240 side worked, pre-bake aluminum reduction 
cells for a total of 720.  While the smelter is currently permitted to produce 307,000 tons of 
aluminum metal per year, rising power costs in early 2001 caused the facility to operate in a curtailed 
mode since June of 2001.  Since that time Intalco has been operating in a curtailed mode and as of 
March 2008 is operating at approximately 70% of capacity with a workforce of over 600 full time 
employees.  Economic study has shown that every Intalco job in Washington creates an additional 
three jobs in the community. 
 
Intalco’s pier operations consist of permitted Clean Water Act (CWA) discharges and unloading 
activities as described in the current Aquatic Lands Lease between Intalco and the State of 
Washington (Department of Natural Resources).  This lease currently allows for unloading alumina 
ore and liquefied petroleum gas.  It also allows for the addition of future loading and unloading 
activities pending regulatory permit approvals.    
 
There are numerous State and Federal regulations that apply to the activities throughout the facility 
including those activities associated with the loading/unloading operations at the facility’s pier. 
These include, but are not limited to Spill Prevention, Control, and Countermeasure Plans, National 
Pollutant Discharge Elimination System permits, Title V Air Operating Permits, DNR Aquatic Lands 
Lease requirements, etc.  Intalco takes all of these regulations seriously and is routinely inspected by 
State and Federal regulatory agencies to ensure compliance.   
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Pacific International Terminals, Inc. (PIT) owns 1,092-acres of heavy-impact industrial zoned land at 
Cherry Point in Whatcom County, Washington.  PIT is in the process of permitting and developing a 
deep-sea cargo shipping facility on the property known as Gateway Pacific Terminal (or proposed 
project).  The proposed project includes a ~3000 x 105 foot wharf with three berths averaging 
approximately 80 feet of draft, a 1,250 foot access trestle connecting the wharf to the shore, and a 
series of on-shore cargo storage buildings, railroad track for transporting commodities, parking area, 
equipment storage, and administrative areas. The waterside trestle and wharf would be located on the 
shoreline at Cherry Point between the BP Cherry Point Refinery pier and the Alcoa-Intalco Works 
pier. The shoreward facility is on PIT’s upland property bounded by Aldergrove Road on the north, 
the Straits of Georgia on the west, Kickerville Road on the east and Henry Road on the south.   The 
proposed project’s site is located 17 miles south of the United State and Canada boarder and 6 miles 
from Interstate 5 along Highway 548.  The property has access to BNSF rail at the site boundary 
along with industrial water, natural gas, high voltage power and other heavy industry support 
utilities. The heavy impact industrial zoning, close proximity to deep water without dredging, 
supporting infrastructure, good geotechnical conditions and large number of acres at the site all lend 
themselves to a successful development of a marine shipping terminal. 

Gateway Pacific Terminals – DNR Lease 20-013265 – Application for a lease made by Gateway 
Pacific Terminals for a pier  

 
In 1997, PIT received a Shoreline Substantial Development Permit from Whatcom County, 
Washington, to construct GPT. A consortium including Washington State Department of Ecology 
(Ecology), Washington Department of Fish and Wildlife (WDFW), and a coalition of environmental 
groups appealed the permit to the State Shoreline Hearings Board on the basis that potential 
environmental impacts from the project were not satisfactorily addressed or mitigated. The appeal led 
to a Settlement Agreement (SA) among all the parties executed in 1999. Actions required of the 
Settlement Agreement included: baseline environmental studies and surveys; revisions and order-of-
magnitude designs; financial studies; real estate acquisitions; contractual arrangements and the on 
going efforts to acquire the additional permits from the US Army Corps of Engineers (USACE)  and 
Aquatic Lands Lease from the Washington State Department of Natural Resources (DNR).  
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Appendix E – Legal Description 
 
Withdrawn Public Land Boundary Description  
That porton of the tidelands and bedlans of navigable waters owned by the state of Washington, 
fronting and abutting Sectiosn 2, 11, 13, 14, and 24, Township 39 North, Range 1 West, Willamette 
Meridian and fronting and abutting Sections 19, 20, 29 and 32, Township 39 North, Range 1 East, 
Willamette Meridan described as follows: 
 
Lying south of the south line of government lot 1, of said Section2, Township39 North, Range 1 
West, W.M. being the south line of Birch Bay Sate Park; lying north of the south line of Township 
39, Range 1 East; and extending waterward to a line which is 70 feet below mean lower low water 
OR 0.5 mile beyond extreme low tide, whichever line is further waterward; 
 
EXCEPTING THEREFROM, the following Use Authorizations issued byt the Department of 
Natural Resources; lease application numbers 20-A09122, 20-A11714, 20-A08488, 20-013265 and 
20-010521; 
 
ALSO EXCEPTING THEREFROM, any second class tidelands previously sold byt the State of 
Washington. 
 
Situated in Whatcom County, Washington 
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Appendix F – Cherry Point Workgroup 
Activities 
 
The Common Aim 
“Participants of the Cherry Point Collaborative Process will work together to create an 
agreement that contains a set of recommendations for action, to be jointly submitted to the 
appropriate entities, for the sustainable long-range management of the Cherry Point 
(Resource Area). 

 
In the process of developing this agreement, the following objectives will be considered: 

 
 protection and restoration of  the Cherry Point water quality, aquatic ecosystem, and 

its valued species, including but not limited to, Cherry Point herring, Nooksack 
Chinook, and migratory waterfowl; 

 public recognition of Cherry Point’s unique ecological resources; 
 determining whether there is an ongoing need for the Cherry Point Aquatic Reserve; 
 respecting reserved treaty rights that protect cultural resources including the 

sustainable harvest of natural resources in usual and accustomed areas; and 
 sustainable economic development, and the long-term viability of existing and 

pending leases as planned for by Whatcom County’s current shoreline management 
program, and other activities at the site, in a way that is not detrimental or does not 
put resources or adjoining neighborhoods in jeopardy. 

 
All of these objectives will be considered in a way that respects all interests in environmental 
protection and restoration, economic sustainability of water-dependent uses, and community 
goals. Although all of the above objectives will be considered in developing the agreement, 
there is no present commitment made to include any or all of them in the agreement. 
However, no party will consider entering the agreement unless it determines its interests have 
been met.” 
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FREIGHT RAIL

•	Approximately	30	freight	trains	(North	Waterfront)	and	65	to	85	
freight	trains	(SODO)	each	day.

•	Includes	long-haul	trains	that	are	1.6	miles	long.

•	Daily	train	volumes	and	schedules	vary.
PASSENGER RAIL

•	Sound	Transit	operates	4	Sounder	trains	north	and	9	trains	south.

•	Amtrak	operates	14	trains	daily	through	Seattle.	

•	Sound	Transit	provides	Link	light	rail	service	in	the	downtown	transit	
tunnel.

OTHER RAIL

•	BNSF	operates	rail	tracks	east	of	East	Marginal	Way	South	that	serve	
its	Seattle	International	Gateway	(SIG)	intermodal	terminal.

•	A	number	of	spur	tracks	branch	off	the	BNSF	mainline	between	I-5	
and	Fourth	Avenue.

Exist ing Rai l  Operat ions



Exist ing Rai l  Operat ions

Number of Train Crossing Events

Total Gate Down Time (hours)

Average Gate Down Time (minutes)

Minimum/ Maximum Gate Down Time (minutes)

 Average Train Speed (mph)

Minimum/Maximum Train Speed (mph)

Broad Street

52

2.8

3.3

1.1 - 11.6

6.7

0.3 – 22.7

Holgate Street

107

3.6

2.0

0.3 – 8.2

7.4

0.4 – 24.6

Lander Street

87

3.7

2.5

0.5 – 8.1

8.1

0.5 – 22.9

NOTE: Train speed is calculated from 
the observed number of railroad 
cars per train, observed gate down 
time subtracting an assumed 
gate down time in advance of 
the train and following the train 
(approximately 30 seconds), and 
an assumed railcar length of 60’.



Coal Tra in Assumpt ions

30 mph

20 mph

10 mph

1.3 miles 1.6 miles
Train Length

Gate down time

Train
Speed

3.1 min 3.7 min

4.4 min

8.4 min

5.3 min

10.2 min

2015 2026•	From:	www.coaltrainfacts.org/pid

•	2015:	10	daily	1.3	mile	long	trains

•	2026:	18	daily	1.6	mile	long	trains

•	Operating	speed	based	on	existing	
track	observation	(24-hours)

OPERATING YEAR



Observed Gate Down Time

MIDNIGHT 6 AM NOON 6 PM

LANDER STREET

MIDNIGHT NOON 6 PM

BROAD STREET AM PEAK PERIOD
6:00 AM to 9:00 AM

PM PEAK PERIOD
3:30 PM to 6:30 PM

HOLGATE STREET

1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

6 AM1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

Coal Train Gate Down Time

Legend

Rai l road Track Schedule wi th Coal Tra in (AM)

•	One	day	of	observed	gate	down	times	

•	18	total	coal	train	trips	equally	distributed	(2026)

•	Coal	trains	assumed	to	be	1.6	miles	long,		
operating	at	20 mph



Observed Gate Down Time

MIDNIGHT 6 AM NOON 6 PM

LANDER STREET

MIDNIGHT NOON 6 PM

BROAD STREET AM PEAK PERIOD
6:00 AM to 9:00 AM

PM PEAK PERIOD
3:30 PM to 6:30 PM

HOLGATE STREET

1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

6 AM1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

Coal Train Gate Down Time

Legend

Rai l road Track Schedule wi th Coal Tra in (PM)

Observed Gate Down Time

MIDNIGHT 6 AM NOON 6 PM

LANDER STREET

MIDNIGHT NOON 6 PM

BROAD STREET AM PEAK PERIOD
6:00 AM to 9:00 AM

PM PEAK PERIOD
3:30 PM to 6:30 PM

HOLGATE STREET

1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

6 AM1 AM 2 AM 3 AM 4 AM 5 AM 7 AM 8 AM 9 AM 10 AM 11 AM 1 PM 2 PM 3 PM 4 PM 5 PM 7 PM 8 PM 9 PM 10 PM 11 PM MIDNIGHT

Coal Train Gate Down Time

Legend

BROAD STREET

HOLGATE STREET

LANDER STREET



Ant ic ipated Dai ly Gate Down Times

170

213 219
201

244 250

214

257 264253

297 303

0

100

200

300

400

Broad Street

G
at

e 
D

ow
n 

Ti
m

e 
(m

in
ut

es
)

Existing

30 mph

20 mph

10 mph

Holgate Street Lander Street

170

213 219
237

280 286
266

309 315

353

396 402
Existing

30 mph

20 mph

10 mph

0

100

200

300

400

Broad Street

G
at

e 
D

ow
n 

Ti
m

e 
(m

in
ut

es
)

Holgate Street Lander Street

2015 DAILY GATE 
DOWN TIME

•	10	trains

•	1.3	miles	long

•	20	mph

2026 DAILY GATE 
DOWN TIME

•	18	trains

•	1.6	miles	long

•	20	mph
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Lander Street Hour ly Queues

•	Slower	coal	train	operating	speed	will	have	a	greater	impact	on	
vehicles	queues.

•	Upward	trends	=	Crossing	gates	down	(queue	builds)

•	Downward	trends	=	Crossing	gates	up	(queue	dissipates)



Col l is ions

•	4	train/vehicle	collisions	in	the	past	10	years.

•	127	improper	crossings	within	a	24-hour	period	at	Broad	Street,	
South	Holgate	Street,	and	South	Lander	Street	crossings.

•	Saftey	concerns	increase	with	more	trains.

Observed Improper Crossings 2012

Broad Street

Lander Street 

Holgate Street

Total

Bicycle

6

0

0

6

Pedestrian

1

15

0

16

Vehicle

26

34

45

105

Total

33

49

45

127



Emergency Vehic le Access

•	Three	fire	stations	directly	impacted	by	rail	delays	in	the	SODO	and	
North	Waterfront	districts.		

•	Station	14	-	3224	4th	Avenue	South	(Under	Construction)	

•	Station	5	-	925	Alaskan	Way

•	Station	2	-	2320	4th	Avenue

•	Blockage	from	the	proposed	coal	trains	would	impact	emergency	
vehicle	trips	to/from	the	waterfront.		

•	Delays	caused	by	the	coal	train	affect	local	area	responses	and	the	
ability	to	send	emergency	resources	across	the	SODO	district.



Potent ia l  Crossing Improvements

RECOMMENDATION FROM PREVIOUS REPORTS

•	Grade	separated	overpasses	at	Broad Street	and	Lander	Street

•	Closure	of	Holgate	Street

•	Other	possible	improvements	include:

•	Streetscape,	such	as	fencing	and	plantings

•	Consolidating	crossing	gates

•	Raised	medians

•	Pedestrian	gates

•	Electronic	message	signs



Summary

•	10	total	coal	train	trips	(5	round	trips)	are	expected	each	day	or	one	
train	approximately	every	2.4	hours.		

•	In	2026,	the	number	of	daily	trains	would	increase	to	18	total	daily	
trips	(9 round	trips)	or	one	train	every	1.3 hours.

•	Assumed	coal	train	operating	speed	of	20	mph;	slower	speeds	
would	create	additional	delay.

•	In	2015,	estimated	additional	daily	gate	down	time	for	coal	trains	
could	be	31	to	83	minutes;	increase	of	15%	to	49%

•	In	2026,	the	estimated	additional	daily	gate	down	time	for	coal	
trains	could	be	approximately	67	to	183	minutes;	increase	of	31%	
to	108%



1

The Eastman Company
Real Estate Appraisers/Analysts/Consultants (206) 363-6611
925 N. 130  Street Fax (206) 363-5507th

Seattle, WA  98133 appraisers@wavalue.com

October 30, 2012

Mr. Ross Macfarlane

Senior Advisor, Business Partnerships

Climate Solutions

1402 Third Avenue, Suite 1305

Seattle, WA  98101

RE: Increased Coal Train Traffic and Real Estate Values:

A study of the potential impact of increased coal train traffic on property values

resulting from the proposed Gateway Pacific Terminal at Cherry Point, WA

Eastman Company File No. 2036.1

Dear Mr. Mcfarlane:

As requested, I have completed my Valuation Consultation assignment that addresses and

examines the impacts of increased coal train freight traffic on property values resulting from

the proposed Gateway Pacific Terminal at Cherry Point, WA, and my conclusions are

summarized in this report.  Generally, this project required the consultant to provide a

document for use in assisting the client, Climate Solutions, in evaluating the impacts of this

proposed new rail traffic on affected real estate.  The depth of discussion contained in this

report is specific to the needs of the client, and this report is for the intended use and users

specifically stated on Page Two.  The consultant is not responsible for unauthorized use of

this report.  The following summarizes my research and conclusions.

Client:  Mr. Ross Macfarlane, on behalf of Climate Solutions

Consultant:  Paul Zemtseff

Overview of Problem to be Considered:  Pacific International Terminals, a subsidiary of

SSA Marine, has proposed building a deep-water, multi-user, import and export marine

terminal at Cherry Point, west of Ferndale in Whatcom County, WA.  The proposed Gateway

Pacific Terminal would eventually handle import and export of up to 54 million dry metric

tons per year of bulk commodities – mostly exporting coal (48 million tons annually) to

destinations in Asia.  Coal mined in the Powder River Basin by Peabody Energy would be

hauled by trains along the Burlington Northern and Santa Fe Railway Company (BNSF) rail

lines.  The proposed coal train transportation corridor route extends from mines in Montana

and Wyoming through Sandpoint, Idaho to Spokane down through the Columbia River

Gorge, then up along the Puget Sound coast, passing through the Washington state cities of

Longview, Tacoma, Seattle, Edmonds, Everett, Marysville, Stanwood, Mount Vernon,

Bellingham, Ferndale and all points in-between.  It is understood that up to an additional 18

trains per day (9 loaded and 9 returning empty of 125 to 150 uncovered rail cars each) would
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 Note that empty coal trains are expected to use a different route from Everett,1

returning easterly to pass through the Cascade Tunnel (not the Stampede Pass Tunnel);

therefore the rail traffic north of Everett is greater than south of Everett.  

 Ibid.2
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be expected to transport the coal along this the main line route, and the shipping terminal at

Cherry Point would expect the addition of approximately 30 miles of coal trains daily along

the BNSF rail line that runs along the Puget Sound coast.  It is understood that nothing in the

proposed project materials specifies a maximum; therefore, the 18 trains per day round trip

could be increased if export capacity of the proposed port were expanded in the future.  

A wide variety of physical, environmental and other potential impacts have been anticipated

from resultant unprecedented levels of regional rail usage.  As segments of the Washington

state rail system are already nearing or at practical capacity, the dramatic increase in rail

traffic would likely constrain passenger rail and adversely affect the transport of freight other

than coal.  Negative impacts also associated with coal trains include concerns due to train

length, weight, content, and polluting capacity.  

This valuation consultation assignment was specifically undertaken primarily as an attempt

to provide an opinion of the impact on property values and/or real estate tax revenues (if any)

resulting from the influence of an additional 18 trains per day (9 loaded and 9 returning

empty of 125 to 150 uncovered rail cars each) using the main line route expected to transport

the coal to the terminal at Cherry Point .  This study and analysis is specifically intended to1

address BNSF’s main rail line areas running through Whatcom, Skagit, Snohomish, King and

Pierce Counties, which comprise the areas expected to be most adversely impacted as they

are the most densely populated, intensely improved, and therefore, potentially the most

affected metropolitan and urban areas along this route.  

Purpose, Intended Use / User of the Consultation and Restrictions On Use:  The purpose

of this consultation is to provide my opinion of the range of diminution in property values

for various affected property types resulting from the influence of an assumed additional 18

trains per day (9 loaded and 9 returning empty of 125 to 150 uncovered rail cars each) using

BNSF’s main line (running through Whatcom, Skagit, Snohomish, King and Pierce Counties

in Washington state) to transport coal to the proposed Gateway Pacific Terminal at Cherry

Point .  The intended use of this consultation to assist the client and other intended users in2

understanding and evaluating the impacts of this new rail traffic.  The “broad brush”

conclusions rendered within this report are intended to provide the user a framework to

consider and address anticipated potential effects on property value resulting from a number

of widely recognized value influencing factors that vary in impact due to their varying

degrees of intensity and the unique attributes of different affected properties amongst a range
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of differing property types.  This consultation is intended for use by the Client (Climate

Solutions), or persons specifically authorized by the Client for the indicated purpose and

intended use.  All others reading or relying on this report are unintended users.  

Effective Date of Consulting Service:  October 30, 2012

Scope of Work and Data Collection Process:  The scope of this assignment was iterative

with initial and possible future phases based upon what was found during the investigation

and research process.  The first phase was to determine if any loss in real estate value and/or

real estate tax revenues would occur as a consequence of the new coal freight train traffic,

assuming the levels of increased service previously described.  The next phase was to

determine if it was feasible to create a reliable model that could be used to quantify the dollar

loss in value to various affected types of real estate, either on an individual property or some

form of aggregate basis.  

In preparing this report, I initially familiarized myself with the nature and extent of the

proposed new coal train traffic and the rail corridors proposed for use in transporting coal to

the Gateway Pacific Terminal (GPT) at Cherry Point.  Numerous sources of public

information were used to investigate and fully understand the background, scope, history and

status of the project relative to the permitting process, the environmental impact statement

(EIS), anticipated levels of use, and a variety of other meaningful parameters associated with

the GPT project as proposed.  I researched, assessed and reviewed fairly recent historical to

the most current available data describing the status of the levels of service, capacities,

anticipated increases and future projections for increased freight rail traffic along the

previously defined subject areas of interest along BNSF’s main line rail corridor and for

Washington State as a whole.  These documents included detailed analyses and

recommendations along with detailed data regarding rail choke points, rail system needs, rail

impacts and proposed mitigation measures and recent, anticipated and recommended rail

corridor improvement projects.  Studies and EIS’s from other (non Washington State) rail

corridor improvement projects were also reviewed and considered, as they address many of

the same issues, elements and influences.  I examined and reviewed various maps, online

aerial mapping and other resources and exhibits to understand the rail route and property

types within the areas of interest.

Access to a proprietary GIS based database identifying all tax parcels and various other

information for properties located within 600 lineal feet of either side of BNSF main line

route within the areas of interest was made available to me for possible use in this

assignment.  I familiarized myself with this tool, as well as with the transportation route

corridor and the nature and type of surrounding properties.  I visited many areas along the

corridor to assess the nearby real estate as well as the nature and quality of crossings to

obtain firsthand knowledge of existing conditions.  I visited a representative sampling of the
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various property types considered and addressed in this report (single family residential,

multi-family, commercial and industrial properties) in all of the counties that abut the main

rail line within the subject area of interest and/or that might be impacted by various adverse

elements associated with the increased coal freight train traffic.  (Note that while agricultural

properties abut the area of interest, they were not specifically addressed or evaluated in this

study).  During this process, I was able to observe and experience coal trains traveling along

this route.  I reviewed recently conducted studies performed by Gibson Traffic Consultants,

Inc. (GTC) that identify some of the possible rail impacts associated with transport of

commodities to the proposed Cherry Point facility that affect the cities of Bellingham,

Burlington, Mount Vernon, Stanwood, Marysville, Edmonds and Seattle and their access

roads.  

I was assisted by staff from the Appraisal Institute’s Y.T. and Louise Lee Lum Library

(which provides reference services in the subject area of real estate appraisal) and performed

my own research, exploring numerous areas of interest associated with diminution in value

issues involving rail and many other adverse influences.  I found, read and/or reviewed

numerous empirical research studies, statistical analyses utilizing hedonic models and

regression analyses, professional research abstracts, and other publications that might provide

support for my rail impact study and valuation analyses and conclusions.  Although many of

the studies reviewed did not specifically deal with rail impacts, they did function as proxy

studies, demonstrating anecdotal evidence supporting the relative range of diminution in

property values experienced in response to a variety of types of adverse influences.  I

surveyed a sample of a range of active, knowledgeable, real estate market participants and

other experts for input as to their opinion of the extent of the influence of the proposed new

coal train freight traffic on property values for the various property types.  I performed

extensive internet research on all of the above-referenced topics in order to maximize my

understanding of the nature and extent of effects on real estate values due to a wide variety

of adverse influence generating externalities including freight rail traffic.  

All of the foregoing information gathered from these resources was considered from my

personal experience perspective as a real estate appraiser/consultant, having been involved

with numerous assignments and situations requiring the analysis of simple to complex real

estate valuation problems for the purpose of rendering my opinion of diminution in value.

Based upon the information and resources available to me for this assignment and my

understanding of the wide variety of, and vastly differing types of, adverse influences

associated with the increased coal train rail traffic, I concluded that the information and tools

available would be insufficient to allow me to provide a reliable model that could be used to

quantify the dollar loss in value to various affected types of real estate and/or real estate tax

revenues, either on an individual property or some form of aggregate basis. 

The as-described body of knowledge gathered, however, was deemed sufficient in its

theoretical and functional application as background information to support and form the
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basis for me to provide my opinion of a range of diminution in property value for the various

property types considered, resulting from the range of adverse impacts associated with the

increase in coal train freight rail traffic, as assumed.  The final process required taking the

perspective of an unbiased consultant and synthesizing this data in order to develop my

conclusions.  The nature of such real estate problems is often unique and involves a

considerable degree of complexity; therefore, this consultation is seen as a means of bringing

professional objectivity to, and market based support for, a framework that can generally be

utilized to consider and address anticipated potential effects on property value resulting from

the proposed additional coal freight train traffic assumed.  

Subject Property:  The subject property addressed in this study generally includes all

properties with the potential to be adversely impacted by the proposed increase in coal train

freight rail traffic along BNSF’s main rail line areas running through Whatcom, Skagit,

Snohomish, King and Pierce Counties.  Although the nature of this assignment and scope of

investigation required the consultant to visit a representative sampling of the different

property types considered in these counties in order to acquire a good understanding (and a

real sampling) of the range of potential situations to be considered, this assignment is not

intended to address any specific subject properties or situations.  

Elements of Adverse Influence Associated With Increased Coal Train Traffic:  The

literature reviewed generally identifies a number of categories of adverse influences

associated with increased coal train freight rail traffic that have the potential to adversely

influence real estate values.  These elements and a summary of the perceived and potential

impacts are briefly summarized as follows:  

Access and Vehicular Traffic:  The GTC traffic studies focus on six cities with a significant

number of non-grade-separated (typically at grade/gate controlled) main line rail crossings,

mostly in or near their central business districts in areas that experience substantial traffic,

particularly during traditional “traffic times.”  The studies state language similar to the

following (excerpted from their 6/21/12 Bellingham report) for each of the cities, but in some

cases, the reports address somewhat different crossing conditions:  “Each coal train will be

up to 1.6 miles long, which at 50 mph would mean approximately 3-4 minutes between train

approach warning/gate closure and ultimate gate opening.  At 35 miles per hour, it could take

approximately 6-7 minutes to clear a crossing as the siding near this area is rated for 35 mph.

The 18 trains per day would equate to approximately one additional coal train every 1.3

hours, all day long, in addition to existing train traffic.  Thus, train crossing delays in

Bellingham can be estimated to increase with an additional train every 1.3 hours, if train trips

were evenly spaced throughout the day and night, at between 3-4 minutes and 6-7 minutes

depending on if they are having to use sidings or speed restricted crossing.  Assuming just

a 5-minute average (consistent with the existing smaller coal trains traveling through

Bellingham) would lead to every crossing on the track in Bellingham being closed for an
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additional 90 minutes a day not including the additional clearance time for back ups to clear

after a crossing arm lifts.  Based on current data, the existing numbers of trains in the

Bellingham area is averaging 15 trains a day. . . . The Washington State 2010-2030 Freight

Rail Plan published by WSDOT in December 2009 identified that the rail line North from

Everett in 2008 was already at its capacity of 18 trains per day.  The State plan shows that

it hopes to increase that capacity to 30 trains per day; however, the design and cost of the

specific improvements needed to do that have not yet been identified.  Additional study and

inquiry should be conducted to determine whether federal or state funding is committed to

expand the capacity of the BNSF freight system, sufficient to allow the projected additional

16-18 trains per day and still leave adequate capacity for local freight and future commuter

services.”

The increased traffic and reduced quality of access not only have the potential to cause

isolation and business interruption effects for properties in the immediate corridor area (say,

within 800 feet of the track), but depending upon whether or not, and to what extent,

alternative access potential exists, the area of adverse effect could, and in many cases does,

cover a substantially larger area.  

Life Safety Issues:  Although infrequent, a potential problem associated with freight train

traffic is that accidents occur at crossings and along the tracks, and fear of accidents is a

perception that has the potential to affect nearby real estate values.  Another duly noted life-

safety consequence of the increased traffic identified for all of the GTC study areas is the

potential for a first responder, such as an ambulance, police car, fire truck, aid car or utility

provider, to suffer increased response times in reaching their destination at a critical time

when emergency responses are needed. 

Vibration:  “Local and long-distance freight trains are similar in that they both are diesel-

powered and have the same types of cars.  They differ in their overall length, number and

size of locomotives, and number of heavily loaded cars.  Locomotives and rail cars with

wheel flats are the sources of the highest vibration levels.  Because locomotive suspensions

are similar, the maximum vibration levels of local and long-distance freights are similar.  It

is not uncommon for freight trains to be the source of intrusive ground-borne vibration.  Most

railroad tracks used for freight lines were in existence for many years before the affected

residential areas were developed. . . . .  Vibration mitigation is very difficult to implement

on tracks where trains with heavy axle loads will be operating. . . . 

Although the perceptibility threshold is about 65 VdB, human response to vibration is not

usually significant unless the vibration exceeds 70 VdB.  Rapid transit or light rail systems

typically generate vibration levels of 70 VdB or more near their tracks.  On the other hand,

buses and trucks rarely create vibration that exceeds 70 VdB unless there are bumps in the

road.  Because of the heavy locomotives on diesel commuter rail systems, the vibration levels
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average about 5 to 10 decibels higher than rail transit vehicles.  If there is unusually rough

road or track, wheel flats, geologic conditions that promote efficient propagation of vibration,

or vehicles with very stiff suspension systems, the vibration levels from any source can be

10 decibels higher than typical.  Hence, at 50 feet, the upper range for rapid transit vibration

is around 80 VdB and the high range for commuter rail vibration is 85 VdB.  If the vibration

level in a residence reaches 85 VdB, most people will be strongly annoyed by the vibration.”3

Horn Noise:  “In a large number of community attitudinal surveys, transportation noise has

been ranked among the most significant causes of community dissatisfaction. . . . .  The

percentage of high annoyance is approximately 0 percent at 45 decibels, 10 percent around

60 decibels and increases quite rapidly to approximately 70 percent around 85 decibels.” 4
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The noise from a train is produced by a variety of sources and determined by numerous

variables including the diesel locomotive noise, wheel noise (squeal, rolling noise), braking,

signal horns and crossing gate bells, the type, quality and condition of the train, and the

quality, condition and composition of the track and track bed.  

Pollution:  Sources of air and ground pollution include the exhaust from diesel locomotive

engines, coal dust from open coal cars and other petrochemicals that typically fall from the

train on to the tracks (such as lubricants).  Concerns exist that adverse influences from coal

dust due to open car transportation practices and from diesel exhaust that are expected to

result from the increased coal train traffic may be sufficient to potentially cause negative

human health effects.  Even if studies are conducted that do not support these concerns, the

public perception about them is sufficient to have an adverse effect on property values.  

Stigma and Perception:  Effects on real estate values are colored by the perception of the

market participants (typically the buyer or seller) and not based on objective factors or

parameters that can easily be measured or quantified.  For example, fear of accidents is a

subjective factor that can be quite variable in perception by different individuals.  Some

segments of the market are more sensitive to the preceding element items, and at the extreme,

would not consider the possibility of owning property located nearby to, or significantly

affected by, such freight rail influences, while others are less sensitive to these influences.

Studies reviewed conclude that real estate values are increasingly adversely impacted as the

level of dissemination of information to the public that concerns exist increases.  Considering

that the potential adverse effects of the additional coal train traffic have been very widely

publicized, it is expected that the adverse effect on the market already exists to some extent.

Anecdotally, more than one Realtor interviewed cited an example of property value or

marketability being directly affected by the proposed increases in coal train traffic.  

Property Types, Variables and Comments:  The coal trains typically have two locomotive

diesel engines at the front and two at the rear of the train.  The distance of the real estate from

the rail line traffic and/or crossing is a most significant variable in determining the extent of

most of the aforementioned value-influencing elements.  Other factors influencing the extent

of adverse effect include the time of day (or night) that trains travel, and for noise and

vibration effects, the duration, frequency of occurrence, noise frequency (i.e. hertz range),

existing non-rail noise conditions, type of crossing (trestle, at grade or grade-separated),

nature of the surrounding topography (relative elevation of tracks versus the real estate) and

acoustical conditions, intervening property improvements, vegetation or other features that

may exist between the rail line and the property to dampen or amplify the noise.  Note that

it is generally accepted that night noise is far more disturbing than daytime noise, and is

therefore more heavily weighted as an adverse influence.  
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Differing property types are typically influenced to differing degrees by the aforementioned

elements of adverse influence.  Single family residences are generally acknowledged as the

most sensitive property type to all of these elements, as the consequential impacts can be

perceived as having the capacity to directly influence the quality of life of the occupant(s).

In my opinion, all of the aforementioned elements have the potential to significantly impact

the value of affected single family residential property.  The train’s signal horn, which is

typically repeatedly blown prior to at grade crossings, is generally acknowledged as one of

the loudest noises produced by freight trains, and is the primary negative externality

generated by train traffic.  The duration of the horn blast and time of day is a significant

factor determining its grade on the nuisance scale.  It has been found that residents living

within 1,000 feet of the rail line were severely annoyed by train horns.  During my survey,

one Realtor who lives near the rail line noted that a “whistle happy” conductor blew the horn

for 15 seconds at 4:30 to 5 AM the other morning.  Hedonic price models and studies have

shown that the loss in value for residences is amplified with each additional freight train trip.

Multi-family properties similarly have the potential to be strongly influenced by these

elements.  Multi-family properties observed near the rail line included a mixture of sizes,

with many being larger mid-rise buildings containing many units, a number of which front

Puget Sound.  In many of these properties, due to the size of the buildings, some units face

the rail line, while others face upland or toward the sound.  In these cases, the units facing

the tracks are more influenced by the noise, vibration and pollution factors, while those

further away can be perceived as experiencing little or no adverse effects in this regard.

Particularly in the case of multi-family properties located seaward of the tracks, with limited

or no alternative access, the access and vehicular traffic elements tend to carry significant

weight.  Also of consideration for multi-family properties is the occupancy status - whereas

apartment dwellers have the ability to be more transient and relocate if ambient conditions

do not meet their preferences, condominium owners are more like single family residential

owners to the extent that relocating represents a substantial barrier to changing their situation.

Commercial properties include restaurants, retail stores, offices and other similar uses.  A

number of the potentially most affected properties observed are located seaward of the tracks.

Although noise and vibration are seen as influencing factors relative to the adverse influences

of the increased coal freight train rail traffic, in my opinion, the access and vehicular traffic

elements are considered to have the greatest potential to adversely influence property value

for commercial properties.  Also, depending upon proximity, the pollution factors also have

potential to represent a substantial negative influence.  

Industrial properties are the category of real estate considered to be least influenced by the

increased rail traffic.  By nature, these properties are typically in locations zoned to allow for

a variety of vibration, noise and pollution influences.  They are often sited near, and many

specific properties benefit from or require, rail access or service.  The access and vehicular
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traffic elements are considered to have the greatest potential to adversely influence the value

of industrial properties, particularly if they are located in areas where the presence of a train

precludes vehicular and employee ingress and egress, as is typical for numerous facilities

observed.  Freight trains, unlike commuter trains, are often not on a specific or predictable

schedule.  This can create a substantial nuisance for companies with large workforces if

access is blocked near the time employees need to arrive at or leave work.  Often the

industrial properties that are exposed to being landlocked by trains are marine dependent

facilities that have no option to relocate to the other side of the tracks as they need to retain

their waterfront location or proximity.  

Conclusions:  This assignment required the consultant to provide an opinion of a range of

diminution in property value for the various property types considered resulting from the

range of adverse impacts associated with the increase in coal train freight rail traffic, as

described in this report.  As discussed, the wide variety of elements of influence and their

variations in intensity of impact which are dependent upon numerous variable factors and a

wide variety of physical conditions and influences impacting a single property within a given

property type result in an almost unlimited number of diminution in value situations.  Based

upon all of the research and study undertaken in performing this assignment, and because of

this extreme variability, the concluded diminution in value has been expressed in a

percentage range intended to capture the most probable effects on a given property type.

Although the range is intended to reflect the “less” to the “most” affected diminution in value

situations, it should be understood that in some specific instances, a specific property may

be more affected than indicated by the range concluded; however, in my opinion, such cases

are rare.  At the low end are properties that suffer no adverse impact, which typically would

be properties lying outside of the area of rail influence.  

Most of the literature relied upon addressed studies of residential real estate, and they tend

to specify the outer limit of rail traffic influence at a distance in the approximate 750 to 1,000

foot range from the tracks.  Unfortunately, due to the unique nature of real estate and the

variety of influencing factors determining the net intensity of adverse influence, there is no

set distance that is certain to suffer influence.  It is clear, however, that the closer the distance

of the property to the rail line or crossing, the greater the influence.  Because of this, in

general, the upper end of the range of diminution in value concluded would be expected to

strongly correlate with properties located closest to the rail line or crossing.  At the opposite

end of the spectrum, although property with the least net total intensity of adverse influence

might be expected to experience a diminution in value of less than five percent, such minimal

impacts are generally considered so slight as to be effectively immeasurable; therefore, five

percent has been used at the lower end of the range.  

As noted, empty coal trains are expected to use a different route from Everett, returning

easterly to pass through the Cascade Tunnel (not the Stampede Pass Tunnel). 
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Property located north of Everett with 18 new train trips daily:  Based upon all of the

information and data gathered, in my opinion, the applicable range of diminition in value for

single family residences, the property type expected to suffer the most severe impacts, has

been concluded to range from five to twenty percent of market value.  Multi-family

properties as a whole, are considered to be less intensely impacted for reasons discussed in

this report and would be expected to suffer a loss in market value ranging from five to fifteen

percent of market value.  It is anticipated that impacted commercial properties would

experience loss in market value in the approximate five to ten percent range.  Industrial

properties, considered the least impacted of the property types overall, would be expected to

suffer a five to eight percent range of loss in market value.  

Property located south of Everett with 9 new train trips daily:  Because the property south

of Everett would experience half of the anticipated new rail traffic compared to property

north of Everett, and because the nine trains south of Everett would all be fully loaded coal

trains with no returning empty rail cars, the effects of pollution, coal dust and traffic would

result in a decreased range of net overall impacts.  In my opinion, the impacts for all

property types considered would be approximately three to five percent less than the

diminutions in value concluded for property located north of Everett, with a five percent

threshold setting the lower end of the limit of measurable diminution in value for affected

properties.  

The suggested conclusions may not provide a reliable range of diminution in value for each

and every property of a given property type in all possible situations that may be found, due

to the fact that real estate is unique, and the variety of conditions that may be encountered

are unlimited as they are “situation dependent.”  Therefore, the methodology and conclusions

rendered in this report are intended to be viewed and used as general guidelines.  Specific

appraisals are suggested as the most effective means of providing defensible solutions to

complex real estate problems.  Solutions to complex valuation problems often rely upon

subjective judgements based upon expertise that is primarily gained through familiarity and

experience. 

Although this report is not intended to be used to provide an aggregate loss in value for

property that would be affected by the proposed increase in coal train freight rail traffic, it

is felt that the total loss in value due to such influence would be substantial in terms of

property market value and real estate tax revenues to taxing districts.  The proprietary

database provided and used in this assignment indicates a total of 21,548 tax parcels for

properties identified as located within 600 feet of the BNSF main line railroad tracks in the

subject area of interest, with a total aggregated assessed value of $26,556,663,168.  If one

were to assume these properties would suffer a loss in assessed value of one percent, the loss

would be equal to approximately $265 million, which applied at a one percent millage rate

is equivalent to an approximate $2,655,000 in annual tax revenue loss.  In my opinion, the
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effects and impacts of the additional freight rail traffic not only affect the properties within

600 feet of the main line, but also potentially affect property beyond this identified zone.  At

the very least, this information indicates that the aggregate losses to market value and tax

revenues could be quite substantial. 

This report is subject to the enclosed limiting conditions and has been prepared in conformity

with, and subject to, the requirements of the Uniform Standards of Professional Appraisal

Practice promulgated by the Appraisal Standards Board of the Appraisal Foundation.  I hope

this report addresses your needs and concerns.  If you are in need of further assistance, please

do not hesitate to contact me.  

Respectfully Submitted,

Paul Zemtseff

Washington State Certified General

Real Estate Appraiser (1100208)
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CONSULTATION CERTIFICATION

I, Paul Zemtseff, certify that, to the best of my knowledge and belief:

The statements of fact contained in this report are true and correct.

The reported analyses, opinions, and conclusions are limited only by the reported assumptions and limiting
conditions, and are my personal, impartial, and unbiased, professional analyses, opinions, conclusions and
recommendations.

I have no present or prospective interest in the property that is the subject of this report, and I have no
personal interest with respect to the parties involved. 

I have performed prior appraisal services with regard to the property that is the subject of this report within
the three year period immediately preceding acceptance of this assignment. 

I have no bias with respect to any property that is the subject of this report or to the parties involved with this
assignment. 

My engagement in this assignment was not contingent upon developing or reporting predetermined results.

My compensation for completing this assignment is not contingent upon the development or reporting of a
predetermined value or direction in value that favors the cause of the client, the amount of the value opinion,
the attainment of a stipulated result, or the occurrence of a subsequent event directly related to the intended
use of this appraisal consulting assignment.  

My analyses, opinions and conclusions were developed, and this report has been prepared, in conformity with
the Uniform Standards of Professional Appraisal Practice.

I have made personal inspection of portions of the property that is the subject of this report.  

No one provided significant real property appraisal or appraisal consulting assistance to the person signing
this certification.  

The reported analyses, opinions, and conclusions were developed, and this report has been prepared, in
conformity with the Code of Professional Ethics and Standards of Professional Appraisal Practice of the
Appraisal Institute

The use of this report is subject to the requirements of the Appraisal Institute relating to review by its duly
authorized representatives.

As of the date of this report I have completed the Standards and Ethics Education Requirement of the
Appraisal Institute for Associate Members.  

I do not authorize the out-of-context quoting from, or partial or full reprinting of this consultation report.

Paul Zemtseff
Washington State Certified General
Real Estate Appraiser (1100208)
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LIMITING CONDITIONS AND ASSUMPTIONS

APPRAISAL CONSULTING REPORT

1. This is an appraisal consulting report that is intended to comply with the reporting requirements set
forth under Standard Rule 5 of the Uniform Standards of Professional Appraisal Practice.  Report.
The information contained in this report is specific to the needs of the client and for the intended use
stated in this report.  As such, it includes a summarized discussion of the data, reasoning, and
analyses that were used in the appraisal process to develop the appraiser’s opinion of value.  The
appraiser is not responsible for unauthorized use of this report.

2. LIMIT OF LIABILITY:
The liability of The Eastman Company and employees is limited to the client only and to the fee
actually received by the appraiser.  Further, there is no accountability, obligation or liability to any
third party.  If this report is placed in the hands of anyone other than the client, the client shall make
such party aware of all limiting conditions and assumptions of the assignment and related
discussions.  The client agrees that in case of a lawsuit, any and all awards, settlements of any type
in such suit, regardless of outcome, the client will hold appraiser completely harmless in any such
action.

3. COPIES, PUBLICATION, DISTRIBUTION, USE OF REPORT:
Possession of this report or any copy thereof does not carry with it the right of publication, nor may
it be used for other than its intended use.  

The Bylaws and Regulations of the Appraisal Institute require each member and candidate to control
the use and distribution of each appraisal report signed by such member or candidate; except as
hereinafter provided, the client may distribute copies of this appraisal report in its entirety to such
third parties as he may select; however, selected portions of this appraisal report shall not be given
to third parties without the prior written consent of the signatories of this appraisal report.  Neither
all nor any part of this appraisal report shall be disseminated to the general public by the use of
advertising media, public relations, news, sales or other media for public communication without
the prior written consent of the appraiser.  

Use of this appraisal by any party other than the party(ies) identified within this report, and for any
other use or purpose(s) than the stated intended use, is expressly prohibited.  The appraiser assumes
no responsibility or liability for the use of this report, or any information contained herein, including
the valuation conclusion, by any party not named as a user of this report.

4. CONFIDENTIALITY:
This appraisal is to be used only in its entirety, and no part is to be used without the whole report.
All conclusions and opinions concerning the analysis as set forth in the report were prepared by the
appraiser(s) whose signature appears on the appraisal report.  No change of any item in the report
shall be made by anyone other than the appraiser and/or officer of the firm.  The appraiser and firm
shall have no responsibility if any such unauthorized change is made.

The appraiser may not divulge the material (evaluation) contents of the report, analytical findings
or conclusions, or give a copy of the report to anyone other than the client or his designee as
specified in writing except as may be required by the Appraisal Institute as they may request in
confidence for ethics enforcement, or by a court of law or body with the power of subpoena.
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5. TRADE SECRETS:
This appraisal was obtained from The Eastman Company or related companies and/or its individuals
or related independent contractors and consists of “trade secrets and commercial or financial
information” which is privileged and confidential and exempted from disclosure under 5 U.S.C. 552
(b) (4).  Notify the appraiser(s) signing the report of any request to reproduce this appraisal in whole
or in part.

6. INFORMATION USED:
No responsibility is assumed for accuracy of information furnished by work of others, the client, his
designee or public records.  The data relied upon in this report has been thought reasonable; all are
considered appropriate for inclusion to the best of our factual judgment and knowledge.  An
impractical and uneconomic expenditure of time would be required in attempting to furnish
unimpeachable verification in all instances, particularly as to engineering and market-related
information. 

7. TESTIMONY, CONSULTATION, COMPLETION OF CONTRACT FOR APPRAISAL
SERVICES:
The contract for appraisal, consultation or analytical service are fulfilled and the total fee payable
upon completion of the report.  The appraiser(s) or those assisting in the preparation of the report
will not be asked or required to give testimony in court or hearing because of having made the
appraisal, in full or in part, nor engage in post appraisal consultation with the client or third parties
except under separate and special arrangement and at an additional fee.  If testimony or deposition
is required because of any subpoena, the client shall be responsible for any additional time, fees and
charges regardless of issuing party.

8. CHANGES, MODIFICATIONS:
The appraisers and/or officers of The Eastman Company, reserve the right to alter statements,
analysis, conclusion or any value estimate in the appraisal if there becomes known to us facts
pertinent to the appraisal process which were unknown to us when the report was finished.

9. ACCEPTANCE OF, AND/OR USE OF, THIS APPRAISAL REPORT BY CLIENT OR ANY
THIRD PARTY CONSTITUTES ACCEPTANCE OF THE ABOVE CONDITIONS.
APPRAISER LIABILITY EXTENDS ONLY TO STATED CLIENT, NOT SUBSEQUENT
PARTIES OR USERS, and it is limited to the amount of fee received by appraiser.
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QUALIFICATIONS OF APPRAISER                                                                  P AUL ZEMTSEFF

EDUCATION
Bachelors of Science Degree in Finance/Real Estate from the College of Commerce and Business

Administration, University of Illinois at Urbana, Champaign, 1979.
Masters in Business Administration from DePaul University, Chicago, 1984.

Appraisal Institute (Including former American Institute of Real Estate Appraisers and Society of Real

Estate Appraisers Courses):
    101 – An Introduction To Appraising Real Property
    1BA & B – Capitalization Theory and Techniques, Parts A & B
    2-1 – Case Studies In Real Estate Valuation
    VII – Industrial Valuation
    SPP A & B – Standards of Professional Practice, Parts A & B
    540 – Report Writing and Valuation Analysis

University of Illinois:
    Real Estate Principles
    Real Estate Finance
    Valuation Theory and Methods
    Urban and Regional Economics

Numerous additional ongoing, continuing-education courses – often related to various specialty aspects of

right-of-way and partial interest appraisal.

EMPLOYMENT HISTORY
Appraiser and consultant with the Eastman Company from 1991 through the present (currently principal).
Self-employed real estate appraiser and consultant during 1986 through 1991 working for various clients

– firms and individuals. 
Staff appraiser for Real Estate Analysis Corporation, Chicago, from 1979 through 1986.  

APPRAISAL EXPERIENCE 
Property types appraised include commercial, industrial, vacant, special purpose, and multi-family and

single family residential for assessment, mortgage, estate, purchase and condemnation (right-of-way and

easement) purposes.  Appraisal assignments have included apartments/duplex complexes (4-350 units),

office and medical office buildings, shopping centers, grocery and retail stores, department stores,

restaurants, hotels/motels, automobile dealerships, nursing homes, subdivisions, mobile home parks, service

stations, bowling centers, manufacturing plants and factories, truck terminals and warehouses.  

Approximately 20 years of right-of-way and acquisition appraisal experience (partial takes of all types),

as well as in reviewing appraisals (both Eastman Company and outside appraisals).  Specialty appraisal

expertise in valuing acreage and properties with environmentally critical features and hazards, generally

affected by environmentally critical area zoning ordinances.  These difficult-to-develop properties have

often consisted of steeply sloping sites, many of which have been improved with a wide variety of

residential and/or commercial improvements.  

COURT EXPERIENCE
Qualified as an expert witness and have testified in the Superior Court of the State of Washington.

CERTIFICATIONS 
Washington State Certified General Real Estate Appraiser, License Number 1100208

PROFESSIONAL AFFILIATIONS
Associate Member of the Appraisal Institute 
Listed as a Washington State Department of Transportation approved appraiser and reviewer
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The effect of freight railroad tracks and train activity on residential 
property values. 
By Robert A. Simons & Abdellaziz El Jaouhari |  Summer, 2004 

Appraisal Journal

abstract  

This study evaluates the impact of freight railroad tracks on housing markets. A hedonic price model is used to estimate 
reduction in the sale price of residential properties near freight railroad tracks in Cuyahoga County, Ohio for 1996 and 1999. 
The findings indicate an average loss in value between $3,800 and $5,800 (5%-7%) for houses under 1,250 square feet located 
within 750 feet from a railroad track. Larger houses showed mixed results. After substantial publicity about a freight train 
company merger, freight trip counts showed a negative and statistically significant impact on the sale price of smaller houses,
and some larger houses, for each additional daily freight train trip.  

**********  

The benefits of transportation in linking markets and generating positive externalities are well established in economic theory.
Access to transportation links, such as highway interchanges, airport hubs, train stations, and boat landings, is a positive factor. 
However, being too close to transportation uses that are far away from access links can have a negative effect on property 
values due to the nuisance and potential problems of accidents. This is particularly true for railroads that crisscross the country 
carrying freight and have very few access points. For freight railroads, the access points are not directly used by residential
property owners. In addition, there is train noise and whistle blowing as the trains pass by, the fear of accidents exists, and
potential for other related nuisances. The main questions addressed by the research here are how much markets discount 
houses near railroad tracks and whether the discount decreases with distance from the track and less freight trip volume.  

Variables Related to Railroad Freight Lines  

Periodically, train companies merge and consolidate track activity; sometimes this can lead to changes in trip volumes on 
specific segments. Because proximity to train tracks is considered a nuisance, nearby property values can be affected. The 
effect could be related solely to proximity or to the volume of activity (e.g., freight train cars passing by the property). Effects 
may also be more pronounced on properties adjacent to where the freight lines cross streets. Also, if trip counts change due to
rerouting, would there be any differential effect on property values? This study finds that rail traffic, as opposed to simply 
proximity to tracks, makes a difference in the sale price of residential properties. Further, publicity is found to increase public
awareness of this issue.  

In the Cleveland, Ohio area in the mid- to late-1990s, CSX Corporation (CSX) and Norfolk Southern Corporation (Norfolk 
Southern) decided to reorganize and acquire another railroad, Consolidated Rail Corporation (Conrail). An environmental 
impact statement (EIS) was done to determine track reconfiguration. Freight trip counts on various segments were scheduled to
change. Beginning in 1997, there was a lot of publicity regarding the reconfiguration, and the railroad lines negotiated with 
various cities about the impacts of the train reconfiguration on property values. Cities received millions of dollars, but none of 
the money went toward property damage awards. By 1999, the EIS process had been completed and changes to track volumes 
had been implemented.  
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This study examines the "before" and "after" of the reconfiguration in freight railroads in Cuyahoga Count, Ohio, and comments 
on the inclusion of property damage awards in a process of this type. The study focuses on the effect of freight-carrying railroad 
tracks on single-family housing in Cuyahoga County, Ohio, which includes a total of 15 rail segments with over 50 miles of 
track. After a review of the extant literature, this article discusses the study area, data collection, and variables. Size-stratified 
hedonic regression models of the county residential real estate market are developed, and the proximity to railroad tracks is 
tested in various forms. The results are presented, as well as conclusions and implications for appraisers.  

Overview and Literature Review  

This study was inspired, in part, by a project done in a graduate urban planning class on the factors affecting the desirability of 
an urban neighborhood. A questionnaire was administered in person to 105 prospective homebuyers of inner-city homes on the
near-west side of Cleveland, Ohio, during the summer of 2000. The questions mainly related to neighborhood characteristics 
that could have a positive or a negative effect on housing values. Residents were asked to weigh their willingness to live close
to various urban factors (e.g., an auto junkyard, interstate, railroad tracks, city park) on a seven-point scale, where -3 was 
strongly negative and +3 was very desirable. The results of the questionnaire are shown in Table 1.  

The least desirable site characteristics were junkyard (-2.81), leaking underground storage tank (LUST) (-2.71), and factory (-
2.60). Living next to a train track had the next most negative score of -2.07, closely followed by proximity to a highway and main
street (both about -1.9). Scores ranged up to +2.2 for lake views. (1)  

Effects of Other Linear Urban Uses on Residential Property  

Roads are a linear land use similar in some ways to railroad tracks. Hughes and Sirmans found a significant 1% negative 
change in residential property values for each 1,000 annual average daily traffic (AADT) in city areas, and a 0.5% change per 
1,000 AADT in suburban areas in Baton Rouge, Louisiana. (2) A related study by the same authors showed an 11% decrease 
in value for houses on high traffic streets, compared with low traffic streets. (3) However, this study did not explicitly control for 
street design. This same research also showed an average reduction of 0.8% in property values per 1,000 AADT. (4) For a 
typical collector street with 5,000 to 10,000 more trip counts per day than a purely residential street, this would equate to a 5%-
10% reduction in property values, holding all else constant.  

Another linear and visible type of land use that is somewhat similar to railroad tracks is high-voltage overhead electrical 
transmission lines (HVOTL). Studies by Colwell, and Kinnard and Dickey showed a significant reduction of 5%-8% in residential 
property values within a few hundred feet of the transmission lines. (5) Another use similar to trains in its linearity is pipelines. In 
a study of the effect of a pipeline rupture on non-contaminated residential property on the pipeline easement in Fairfax County,
Virginia, Simons estimated that single-family housing experienced a loss in value of 4%-5% after the rupture. (6)  

Rail Impact Studies  

Noise, especially from train horns, is the primary negative externality generated by train traffic. A study by Rapoza, Rickley, and 
Raslear (7) found that residents living within 1,000 feet of a railroad track were severely annoyed by train horns. Consistent with
this unsurprising finding, many communities have enacted regulations to ban the use of train horns especially during nighttime 
hours to reduce the interference of train noise with the comfort of local residents. However, numerous studies funded by the 
Federal Railroad Administration (FRA) have proven that banning train horns increases fatalities and that the bans are costly to
both residents and railroad companies. (8)  

The FRA's numerous studies on the impact of noise on communities have also evaluated the effectiveness of warning systems,
specifically the wayside train horn at crossing sections. A study conducted by the U.S. Department of Transportation and the 
FRA indicated that the use of railroad horns in addition to wayside horns could reduce accidents by 69%. The same study 
surveyed actions taken by residents to reduce the interference of noise with their daily activities. While most residents, as 
reported by the study, would stop talking or close windows, 14% considered moving. (9)  

Most studies measure the frequency and level of noise to assess their impact on residents or property values. Few studies 
have examined the effect of proximity to a railroad track in terms of distance. Clark used distance from a railroad track to 
measure loss in property values for the mostly rural districts of Middletown and Niles in Ohio. (10) The findings indicate property 
values decreased by 2.1% in Middletown and 2.8% in Niles for every additional rail line within a buffer of 1/4 mile. The loss is
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even higher for properties located near a crossing section where the use of train horns is more frequent. Another study in Oslo,
Norway, looked at the relationship between tracks and residential sale price, based on pure proximity. Residential sale price 
decreased by up to 7%-10% within 100 meters (about 330 feet) of a railroad track. (11) These results were derived from both 
hedonic modeling and a type of contingent valuation analysis done by real estate salespeople.  

To summarize, the benefits of railroad transportation in connecting markets are well established in economic theory but there is
still a tension between the need for safety and the need to reduce the level of annoyance generated by railroad activities. 
Based on previous train studies and the negative effect on property values from other similar urban land uses, property value 
decreases in the single digits are expected from trains and train traffic.  

Railroad Merger in Cleveland  

Railroads sometimes merge and consolidate. As previously noted, in Cleveland this began in 1997 as CSX and Norfolk 
Southern sought to combine operations, acquire Conrail, and streamline and consolidate track utilization in Cuyahoga County. 
The negotiations were accompanied by an environmental impact statement that examined reconfiguring lines and train 
volumes. Trip counts on various segments ranged from 0-75 trips per day before the merge, with 15-30 trains per day being 
typical. The reconfiguration was finalized and operational by 1998. As a result, some lines experienced substantial reductions in
traffic (e.g., from 50 per day down to 5 per day), some increased (10 to 45 per day), while other segments remained the same. 
(12)  
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Examining the Spatial Distribution of Externalities: Freight Rail

Traffic and Home Values in Los Angeles
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Abstract

This paper measures the impact of infrastructure expansion on local home values and examines
the persistence of that impact over distance. Specifically, I exploit a natural experiment in which
rail traffic from the Los Angeles seaport, one of the busiest in the country, was permanently
redirected from several tracks to a central line, termed the Alameda Corridor. I link a rich,
repeat-sale housing dataset to plausibly exogenous changes in local rail traffic to estimate these
effects, controlling for local price trends using a Case-Shiller style housing index. Using the
actual traffic changes the result is an estimated $3500 decrease in average home value where
traffic increased and a $1300 increase in average home value where rail traffic was reduced. The
welfare impact of concentrating a negative externality on a smaller population should depend
on the convexity of the cost function, but I find evidence that suggests the marginal cost is
symmetric for winners and losers. Instead, the total welfare impact hinges on the efficiency gains
achieved by relocating the traffic from circuitous routes to the more direct Alameda Corridor,
thereby affecting fewer homeowners. While the net gains are minimal, the re-routing of traffic
resulted in a transfer of housing wealth of approximately $200 million.

∗Email: mfutch@ucsd.edu. I would like to thank Craig McIntosh, Gordon Dahl, Paul Niehaus, Mark Jacobsen,
Josh Graff Zivin and UCSD seminar participants for their helpful comments.
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1 Introduction

Economic reforms often do not benefit everyone involved; instead, there are typically winners

and losers. Identifying who wins and who loses and by how much is important when evaluating

policy options especially because many of the groups affected often do not have representation at

the negotiating table. This process is further complicated when policy actions impact groups or

individuals external to the original intent of the policy.

This is particularly true of public infrastructure projects. Causal identification of public in-

frastructure impact is often challenging as the location is rarely random and may correlated with

wealth and political clout. Using year to year changes in the intensity of an externality is also

problematic as these changes are also likely to be correlated with local growth patterns. When con-

centrating a negative externality on a segment of the population it is important not just to measure

the marginal effect at a point, but to understand the convexity of the cost imposed on individuals.

If the marginal cost of the externality were increasing, this would suggest distributing the exposure

to the externality among as many people as possible. If the marginal cost were decreasing, a case

could be made for concentrating greater amounts of a negative externality on a smaller population.

This paper examines these issues in the context of urban rail in Los Angeles. This setting

offers an attractive natural experiment, solving some of the identification issues discussed above

by exploiting a shift in the way rail traffic travels through the city. The Alameda Corridor, an

urban infrastructure project in Los Angeles, allowed for consolidation of most freight rail traffic

into and out of the San Pedro port facilities from three geographically distinct tracks into one

higher capacity line. Figure 1 depicts the level of rail traffic in the region before and after the

opening of the Alameda Corridor. Rail traffic involves negative environmental spillovers onto local

communities in the form of air and noise pollution, along with congestion effects caused by long

waits at rail crossings. Because the rail traffic involved is freight and not transportation, there are

fewer demand-side effects that could cause upward or downward pressure on housing values apart
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Figure 1: Rail Traffic Density - Before and After

from the pollution and congestion caused by rail traffic alone. Most interestingly, the change in the

flow of rail traffic was approximately zero-sum overall, providing a very straightforward window on

the extent to which a redistribution generated net social gains or harm.

This setting allows me to directly measure the distribution of an externality using the cost

inflicted on homeowners, exploiting substantial variation (both upwards and downwards) in the

intensity of the externality. Many papers relate the existence of an externality to house prices,

but most lack the data to clearly identify the costs actually induced by the environmental harm.

I find that an increase in rail traffic by 10 million gross ton miles per mile (MGTM/mi) causes

a 0.7 percentage point lower growth in home values within a 1/3 mile band around the tracks.

Furthermore, under a stronger set of assumptions our results suggest that the response of property

values is linear in the degree of damage in both positive and negative directions for an identical size

change, indicating that a zero-sum redistribution of environmental damage has no overall effect on

total welfare. Using the actual traffic changes this results in an estimated $3500 decrease in average

home value where traffic increased and a $1300 increase in average home value where rail traffic

was reduced. Aggregating our estimates over the number of homes affected yields a net home value

increase of $23 million - a negligible sum considering the total housing value for homes inside the

one-mile zone was roughly $36 billion in 1997.
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The rest of the paper is organized as follows: Section 2 discusses identification strategies and

the data available, Section 3 outlines the estimation strategy and counterfactual selection, Section

4 presents the estimating equations, Section 5 discusses the results, and Section 6 concludes.

2 Identification Strategy and Data

2.1 Causal Identification Issues

While understanding the impacts of public infrastructure on local communities is of much interest,

clean causal identification is typically difficult or impossible in many circumstances. The first

hurdle to causal identification is due to the non-random nature in which locations are chosen

for infrastructure. If the location for a project, say a new railroad track, is chosen based on

unobservable factors that are related to the outcome of interest, OLS estimates of the treatment

effect will be biased. There have been many papers that have taken this approach using cross-

sectional data: Espey and Lopez (2000) and Cohen and Coughlin (2006) both look at the impact

of airport proximity on housing values. Kim, Phipps, and Anselin (2001) use a cross section of

home values and to measure the impact of air pollution on housing prices in South Korea. Chay

and Greenstone (2005) look at air pollution and housing values, but circumvent this identification

hurdle by instrumenting for air pollution using regulation changes triggered by county pollution

levels.

If the housing data available spans several time periods, it could be tempting to use changes

in pollution or changes in the external costs of public infrastructure (greater freeway or airport

traffic) to identify the causal impact on house price changes. However, changes in infrastructure

intensity or air pollution are likely to be correlated with other important variables that may drive

the outcome measure. Greater freeway traffic may negatively impact nearby home values, but that

increased traffic may be a result of higher employment in the city center which could drive up

home prices. If causal effects are to be identified using changes in the externality, an argument
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must be made for the exogeneity of the changes. If the changes are not exogenous, an instrumental

variables or a natural experiment approach could be used if possible. Currie and Walker (2010) use

a repeated cross section data set to exploit the creation of EZ-Pass toll lanes to find the impact of

automobile congestion and poor birth outcomes. The main results of their paper are focused on

health outcomes, but they do look for house price impacts and find none.

A housing data set that includes repeated sales of the same property is especially attractive

once the exogeniety issues have been ironed out. Repeat sale data are useful because they allow

better control of individual house idiosyncrasies. There have been several recent papers that utilize

repeat sale data to estimate the impact of some spatially sourced event. Case et al. (2006) looks

at the effect of water contamination on home prices. Cutter et al. (2009) follow a similar approach

but look at the positive impact of open space preserves on home prices and raise the issue of finding

the appropriate counterfactual. They craft an appropriate counterfactual using matching methods

of Ho, Imai, King, and Stewart (2007). The data Case et al. use has a narrow time window before

the sudden water contamination, so there is little opportunity to gauge the appropriateness of the

counterfactual house trends.

2.2 Natural Experiment

This paper exploits a natural experiment to avoid the common identification pitfalls highlighted

in the previous section. The setting for the natural experiment is freight rail traffic between the

Los Angeles/Long Beach port complex and transfer facilities near downtown Los Angeles about 20

miles away. The Los Angeles and Long Beach seaports rank first and second in terms of container

traffic into and out of the United States and combined comprise the fifth busiest port in the world.

Until recently, much of that traffic passed through the city of Los Angeles on a collection of low

speed rails to reach Union Pacific and BNSF transfer facilities. From there containers continue

on to destinations throughout the United States. In April 2002, the Alameda Corridor opened,
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Figure 2: Bounds on Rail Noise Decay

connecting the port facilities to the rail yards by a more direct and higher capacity track. Also

installed were a series of bridges, trenches, and underpasses at intersections with the purpose of

eliminating more than 200 street level crossings. The goal of the $2.2 billion Alameda Corridor

project was to increase the speed at which cargo travels through the port and to reduce the noise

and traffic congestion caused by slow freight trains at street level. The opening of the Alameda

Corridor should have reduced air and noise pollution in neighborhoods near the tracks through

reduced rail traffic and fewer idling automobiles at railroad crossings. Upper and lower bounds on

the noise decay from train signals are plotted in Figure 2, illustrating the potential noise impact

fading to conversation level after approximately one mile.

The shift in rail traffic induced by the Alameda Corridor was a structural redistribution that

decreased traffic along two of the three main routes between the port and the transfer facilities

increased traffic on the third line. This exogenous redistribution is used to identify the causal

impact of pollution and congestion from freight traffic on local home prices. The spatial shift

can be seen clearly in Figure 1 while the annual changes are plotted in Figure 4. The y-axis in
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Figure 4 is the rail density code indicating the level of rail traffic as reported by the Federal Rail

Administration and the year is on the x-axis. The west and east rails are the non-corridor rails

where traffic decreased, while the center graph shows the sharp spike in traffic on the Alameda

Corridor after the completion of the project.

2.3 Timing of Experiment and Perfect Foresight

Consolidation of the three rails into one higher speed track had been a topic of discussion in Los

Angeles since the early 1980s, but did not become a reality until the late 1990s. Because the

Alameda Corridor required nearly five years of construction before it opened in 2002 it is unlikely

that homeowners near the corridor were taken by surprise when rail traffic skyrocketed after the

opening. Due to the premeditated nature of this intervention, I am likely to see the impact begin

to be capitalized into house prices before the actual opening of the corridor. The housing data

available begin in 1995, before funding was secured or construction commenced, allowing capture

of the full treatment period.

2.4 Housing Data

The housing data from DataQuick include all home sales in ZIP codes within 25 miles of the rails.

The data set includes parcel number, address, sale price, sale date, lot size, bathrooms, bedrooms,

and square feet. The data span the years 1995 to early 2009 and contain nearly 400,000 households

that appear more than once - allowing for creation of a rich panel data set. The data is geolocated

using the address and a streetline GIS file. After geocoding the housing data, a number of additional

variables can be linked to each house including distance from rail lines, proximity to rail crossings,

and Census block/tract.

Table 1 displays summary statistics for housing sales in the different rail zones. A house is

considered to be in a rail zone if it is within one mile of the affected rail. This distance will be

broken out into smaller increments in later analysis. Homes in the rail zones are on average smaller
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Table 1: Home Sale Summary Statistics: 1995-2009

Sales Price Sq. Feet Beds Baths

Corridor Zone 10,991 171,705 1,165 2.67 1.46
West Rail Zone 33,222 276,197 1,392 2.80 1.89
East Rail Zone 19,634 208,478 1,246 2.64 1.63
Greater LA 519,258 356,324 1,582 2.84 2.05

Table 2: Difference-in-Difference Estimates

One Mile Bands Incremental Bands DID
Log Price in Corridor Before 11.68 Corridor 0 - 1/3 mile -0.033
Log Price in Corridor After 12.29 (0.015)**
Difference 0.61 Corridor 1/3 - 2/3 mile -0.025
Difference-in-Difference w/ LA -0.018 (0.013)**
Standard Error on DID (0.008)** Corridor 2/3 - 1 mile -0.002

(0.013)
Log Price in Non-Corridor Before 12.03 Non-Corridor 0 - 1/3 mile 0.034
Log Price in Non-Corridor After 12.67 (0.010)***
Difference 0.64 Non-Corridor 1/3 - 2/3 mile 0.002
Difference-in-Difference w/ LA 0.013 (0.009)
Standard Error on DID (0.006)** Non-Corridor 2/3 - 1 mile 0.012

(0.009)
Log Price in LA Before 12.32
Log Price in LA After 12.95
Difference 0.627
Standard Error on Difference (0.002)***

and less expensive compared to homes in the rest of the city. Among the rail zones, the homes

around the Alameda Corridor tend to be the smallest and least expensive. The differences in value

and size of the homes in different zones highlight the need for care in controlling for localized price

trends. As motivation for further study of home price trends in the rail zones we provide a simple

difference-in-difference in Table 2. This table shows that the prices for homes within a mile of the

Alameda Corridor, where rail traffic increased considerably, grew about 1.8 percent slower than

homes in the rest of Los Angeles. The negative effect was also stronger for homes closest to the

rail as can be seen when the one mile zone is broken into increments. For homes nearest to the

non-corridor rails, where traffic was decreased, home prices outpaced the rest of Los Angeles by 1.3

percent. Again, the effect is strongest for homes nearest to the rail. Using the rest of Los Angeles

as the counterfactual may not be correct and this will be explored later, but the simple difference

in difference result motivates further inquiry.
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Figure 3: Los Angeles HPI (1995=100)

2.5 Housing Boom and Bust

The period under examination here contains the growth and subsequent popping of the house price

bubble in the United States. Home prices in Los Angeles were not exempted from this phenomenon

in the slightest. Figure 3 shows the rapid price growth witnessed in Los Angeles during the late

1990s and early 2000s and an equally rapid decline in prices when the bubble burst in 2006. The

volatile nature of home prices during this period is even more reason to be careful when choosing

a counterfactual set. Additionally, we want to be sure that our estimates are not being driven by

the unusual events of the time period. We will report estimates that include the entire time period,

boom and bust, and as a robustness check we restrict the sample to the period directly after the

opening of the Alameda Corridor and drop transactions that occurred during the crash.

2.6 Rail Traffic Data

Rail traffic data are provided by the National Transportation Atlas published by the Bureau of

Transportation Statistics. The data include a GIS map of the rail network along with a categorical

measure of rail traffic density for each rail segment from 1995 to 2006. Rail density is a measure of

the gross ton-miles of cargo traveled over a section of rail, divided by the length of the rail segment.
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Figure 4: Annual Rail Traffic Density

For example, if a 100 mile track had only one gross ton of cargo traveling its length it would have

a density of one gross ton mile per mile. A shorter track with the same number of gross ton miles

would clearly have a much higher density. While not a perfect measure of the number of trains

traveled, we believe it is an excellent proxy.

3 Estimation Strategy

3.1 Repeat Sale Framework

To estimate the causal impact of an increase in rail traffic on local home values we begin with the

assumption that home prices follow a hedonic price function:

pi,t = αi + τt + βDENi,t ∗ Proximityi + η′xi + ui,t (1)

where pi,t is the log price of home i at time t, τt is the local home price index at time t, DENi,t is

the rail density of the nearest rail interacted with some indicator for proximity to the rail, and xi is

a vector of home characteristics. Because our data contain repeated observations we can difference

this equation with its previous sale, eliminating individual home idiosyncrasies and giving us the
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following equation:

∆pi,t = ∆τt + β∆DENi,t ∗ Proximityi + vi,t (2)

The term ∆τ represents the change in the local house price index between time t and the

period in which the home was last sold. In order to estimate β we will need to first identify the

appropriate counterfactual group, then use the methods pioneered by Case and Shiller (1987) to

estimate local house price trends and find fitted values ∆̂τt for each home sale. If a home was sold

in 1995Q2 and again in 1999Q4, the fitted value for ∆τ for that home will yield the expected price

change for a home that sold in those time periods if the rail traffic pattern had not changed. The

xi could contain time-varying characteristics capturing home remodels or additions, though our

housing characteristic data are limited in this respect and do not vary over time.

3.2 House Price Index Calculation

To control for counterfactual price changes and to evaluate whether a set is an appropriate counter-

factual we estimate Case-Shiller style house price indices. Standard repeat sale estimation begins

with log home price as the dependent variable and an indicator for time period sold on the right

hand side of the equation.

Pi = γ + τ1Ti,1 + ...+ τnTi,n + ui (3)

We arrive at the estimating equation by taking a first difference:

∆Pi = τ1∆Ti,1 + ...+ τn∆Ti,n + vi (4)

so that a home sold first in period s and subsequently in period t would have a value of 1 for

∆Ti,t and a value of -1 for ∆Ti,s. The predicted log price change would then be given by τ̂t − τ̂s
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or, fitting with earlier notation, ∆τt. The τ coefficients are estimated using GLS, applying the

standard heteroskedasticity correction for differing lengths of time between sales.

3.3 Selection of Counterfactual Set

Measuring the impact of rail traffic on housing prices requires an appropriate counterfactual to

control for local price trends. House price trends are location specific, so the overall trend in a city

or region may not be a good predictor of changes in a neighborhood. Other approaches have used

matching methods to create a counterfactual group that resembled the affected homes in physical

attributes. The approach taken here is to create a house price index (HPI) using homes that closely

follow the pre-treatment trend in the rail zones, but are outside the one mile radius that we use to

define the rail zone. The house price index can then be used to generate predicted values for the

expected price change.

To find an appropriate counterfactual for homes in the affected rail zones we first compare the

house price index for Los Angeles in general with the indices generated by homes in each zone.

This is accomplished by running the standard repeat sale estimation equation and also interacting

the housing index regressors with indicators for the relevant zone. If homes in each zone follow the

same house price trend as the rest of the city, the difference in coefficients for each time period

before the treatment should be insignificant. These differences are plotted for each zone in Figure

5. Panel (a) shows the difference between HPI coefficients for the west zone versus those for the

rest of Los Angeles, panel (c) shows the same difference but for homes in the east zone, and finally

panel (e) shows the differences for the corridor zone versus the rest of Los Angeles. Each of the

three zones show statistically different house price index coefficients from Los Angeles as a whole.

This is especially true for the east and corridor zones in panels (c) and (e). This indicates that

using home prices for the rest of Los Angeles is not going to provide the correct counterfactual

changes.
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As an alternative to using city-wide trends as the counterfactual, we propose using homes in

the ”marginal” rail zone, homes one to two miles from each affected rail. To test the validity of

this counterfactual group we follow the same method as before. The difference in coefficients for

each zone and its marginal zone are plotted in panels (b), (d), and (f) of Figure 5. In each case

the HPI coefficients are statistically indistinguishable from those for the accompanying marginal

zone - confirming that the marginal zones are indeed providing the correct counterfactual changes.

For the remainder of the paper, the marginal zones around each rail will be used to produce fitted

values to control for counterfactual changes in the absence of the rail shift, though using the city

of Los Angeles as the counterfactual instead does not fundamentally alter the results.

4 Estimation

This section presents the basic estimation equations for measuring the impact of rail traffic density.

While the rail traffic density decreased in the east and west zones and increased in the corridor zone,

the coefficients on each density change regressor below are all expected to be negative reflecting

the disamenity value of rail traffic in a neighborhood. The magnitude of the coefficients should be

decreasing in absolute value as the distance from the rail increases, as homes further from the track

are likely to experience lower noise, pollution, and congestion. In each specification below, the log

price change for a home is regressed on the change in rail density, the predicted house price based

on the relevant WRS index, and a vector of seasonal and neighborhood dummies. The method for

choosing a predicted house price will be addressed in the following section.

4.1 Model 1 - Baseline

The first model examines the impact of the rail traffic changes in 1/3 mile-incremental bands around

each affected rail without distinguishing between the Alameda Corridor and the other two rails.

The assumption that all rail traffic affects home prices in the same way will be relaxed in later
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Figure 5: HPI Coefficient Differences and 95% Confidence Bands on Point Estimates

(a) West vs. LA (b) West vs. Marginal West

(c) East vs. LA (d) East vs. Marginal East

(e) Corridor vs. LA (f) Corridor vs. Marginal Corridor
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analysis.

∆Pi = γ∆̂Pi +

3∑
j=1

ψj∆DENi ∗AnyRailj,i + β′xi + ui

The format for regressors indicating the zone in which the house is located is as follows:

AnyRail1,i =


1 if Distance (mi) to Rail ∈ (0, .33)

0 otherwise

AnyRail2,i =


1 if Distance (mi) to Rail ∈ (.33, .67)

0 otherwise

AnyRail3,i =


1 if Distance (mi) to Rail ∈ (.67,1)

0 otherwise

4.2 Model 2 - Railroad Crossing Increments

The second specification includes an indicator for proximity to railroad crossings. Federal law

requires trains to sound their horn when approaching street crossings, which is likely to augment

the already negative impact of train traffic through a neighborhood. Train signals are required to be

heard between 96 and 110 dB from a distance of 100 feet. Figure 2 displays lower and upper bounds

on the sound decay of a train signal as you move further away from the track. Because the Alameda

Corridor was constructed using a series of trenches and bridges, railroad crossings only exist on

the east and west rail lines. This model divides the intersection zone into 500 foot increments to

explore how the impact of rail density evolves with distance around these intersections. Each home

in the intersection crossing zone will also be located in the zone closest to the rail, so the full effect

of a density change for these houses will be the sum of ψ1 and λ. As with the incremental zone

variables, the impact of the traffic change at an intersection is expected to fade with increased

distance.
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∆Pi = γ∆̂Pi +

3∑
j=1

ψj∆DENi ∗AnyRailj,i +

3∑
j=1

λj∆DENi ∗ (Crossingj,i ∗AnyRail1,i)+

β′X̄i + ui

4.3 Model 3 - Heterogeneous Rail Traffic Impacts

Part of the intent for the Alameda Corridor was to move containers through the city without the

need for rail crossings. This was accomplished through a series of bridges, trenches and underpasses.

To allow for heterogeneous impacts from rail traffic density, the previous two models are expanded

to distinguish between corridor and non-corridor rail traffic. The non-corridor traffic will be further

disaggregated by geography.

∆Pi = γ∆̂Pi +

3∑
j=1

ψj∆DENi ∗NonCorrj,i +

3∑
j=1

φj∆DENi ∗ Corridorj,i+

3∑
j=1

λj∆DENi ∗ Crossingj,i + β′X̄i + ui

5 Results

5.1 Locally Weighted Regressions

Before presenting the full regression results, inspection of Figure 6 helps to motivate the more

detailed study. In each figure, the unexplained price change is non-parametrically regressed on

the distance from the rail for home sale pairs both before and after the opening of the Alameda

Corridor. The unexplained price change is found by taking the actual log price change less the

predicted price change using the appropriate ”marginal” rail zone discussed above. Panels (a)

and (c) include homes within one mile of the rails where traffic was drastically reduced. Homes

closest to the rail that were sold before the change in rail traffic grew in price about 10 percent

less than expected, an effect that gradually fades toward zero as the distance increases, at least

for the westernmost rail. The price-distance pattern is clearly different for the homes sold after

the rail change. Homes close to the rail sold for more than expected and as the distance from the
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Figure 6: Locally Weighted Distance Regressions

rail increases the difference between the actual and expected price change falls toward zero. These

patterns give evidence that the rail change was not anticipated by home buyers in the rail zone

and that the redirection of traffic has given a noticeable boost to home prices close to the rail,

eventually fading as you get further from the line.

The plot in panel (b) shows the same non-parametric regression but for the homes around the

Alameda Corridor itself where rail traffic was significantly increased. Regardless of whether it was

sold before or after the opening of the corridor, homes closer to the corridor sold for less than

expected. The gap between sale price and expected sale price narrows for homes located further

from the corridor both before and after the opening, which fits with the idea that the impact of the

rail traffic should die off with distance. The similar price-distance pattern for homes sold before and

after indicates that prices in the corridor area were negatively impacted before the corridor opened.

With an infrastructure project of this scale, it is not surprising at all that prospective home buyers

and sellers in the area were aware of the potential impact. The fact that the pattern persisted even

after the opening suggests that the negative impact of the rail traffic was not completely capitalized

into home prices beforehand.
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5.2 Basic Model Results

The regression results for the first two models described earlier are summarized in Table 3. The

units of the rail density measure in these regressions are hundred millions of gross ton miles per

mile. In Panel A, the first column does not include zone or seasonal dummy variables or any

housing characteristics, only the density change of the nearest rail interacted with the indicator for

which zone in which the home is located. Column I shows a strong negative effect of an increase

in the rail density for the homes within 1/3 of a mile of a rail. This indicates that for these homes,

an increase in rail density of 100 million gross ton miles per mile will cause home prices in the area

to fall by -0.6 percent. While this may seem small, the re-routing of traffic due to the Alameda

Corridor increased traffic in the corridor zone by 50 to 90 million gross ton miles per mile. The

negative effect of a density increase is lessened, but still statistically different from zero, for the

next set of homes 1/3 to 2/3 of a mile from the rail. A one unit increase in rail density causes a

-0.3 percent fall in the home price in this zone. Finally, for homes between 2/3 of a mile and one

mile from the track the negative effect disappears. The coefficient for this last group is small and

positive, but not significant. Column II includes zone indicators for all homes, seasonal dummies,

and housing characteristics. All coefficients move towards zero and the standard errors are larger,

but the overall pattern where the impact diminishes with distance remains.

Column III introduces indicators for proximity to a rail crossing interacted with the rail density

change. The coefficient on density change for homes nearest an intersection (within 500 ft) is

considerably more negative than for the rest of the zone but is not statistically significant. The

period under study can be considered to be anomalous as the growth and subsequent popping of

the real estate bubble characterizes the second half of the housing data. As a robustness check,

Column IV restricts the data set to homes sold before the crash in housing prices. Truncation of the

data pushes the coefficient on density change for homes nearest a crossing further negative. Since

traffic was falling at these intersections we can interpret this result to mean the housing bubble

18



likely sapped some of the price boost felt by homes in this area.

Thus far it has been implicitly assumed that homebuyers and sellers are myopic about the

impact of the Alameda Corridor on home values. This assumption is especially strong for homes

near the corridor itself, as construction spanned several years and was by no means a minor project.

Ideally it would be possible to use a timeline of the corridor’s construction or news stories about

the planning of the corridor as the points in time when agents became aware of the potential

home price impacts. Unfortunately, the housing data available for this paper begin in 1995 and

planning for the corridor began in the early 1980s. Instead I exclude homes that were sold during

the construction period of the corridor and report the results in Panel B of Table 3. Despite the

reduction in observations, the coefficients do not change much and are more precisely estimated.

5.3 Heterogeneous Effects

The regressions above were re-run to allow the coefficients on rail density to differ for corridor and

non-corridor traffic. We see in Table 4 the pattern of negative impacts dissipating with distance

persists, but the coefficients for corridor traffic are larger and more precisely estimated. For homes

in the zone closest to the non-corridor rails, a 10 MGTM/mi increase in density causes a -0.5

percent decline in home prices. However, rail traffic in these areas fell so homes were appreciating

at a faster pace than expected. The impact of a density change in the next zone around non-corridor

rails is negative, but only statistically different from zero if the housing crash is excluded. In the

corridor zone a 10 MGTM/mi increase in density causes a -0.8 percentage point lower growth than

expected. This translates to a 4 percent lower home price growth when rail traffic increased by 50

MGTM/mi.

It should be noted that, while they are not statistically different, it is somewhat unexpected that

the coefficient on corridor traffic is larger in absolute value. My expectation was that the coefficient

would be smaller, capturing the concavity created by diminishing effect of greater amounts of traffic
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- a hypothesis that will be tested later. One possible explanation is that homeowners and sellers

surrounding the non-corridor rail were better informed as to the impact of the rails, they could

have acted on this information prior to the redirection of traffic, dampening the total effect. Under

this circumstance, excluding the construction period should bring the estimates for each zone closer

together, which we can see in Panel B is the case.

Once construction period homes are excluded, we find that rail density changes have similar

impacts for homes in the first two zones around corridor and non-corridor rails. While the impact

of density changes for the first two zones are similar, the effect dies out faster for non-corridor

homes. Homes located between 2/3 of a mile and one mile from the Alameda Corridor still felt

a negative impact, falling -0.2 percent for each additional 10 MGTM/mi. However, homes that

are the same distance from non-corridor rails do not experience a measurable impact from a rail

change. Whether using Panel A or B, the strength of the density effect is greatly magnified for

homes in the immediate vicinity of rail road crossings. Rail density in this area fell from about 30

MGTM/mi to 2.5 MGTM/mi meaning homes nearest the rail grew about 8.3 percent above the

expected price.

When the non-corridor traffic is disaggregated even further (Table 5), separating the rail west of

the corridor from the rail to the east, we find that the effect of the rail density change is concentrated

around the railroad crossings and is stronger in the west. In fact, there is no effect for homes around

the east railroad unless located near an intersection. The coefficient on density change for homes

nearest to an east intersection should be disregarded as very few homes are located in this zone and

even fewer (16) have sale pairs spanning a density change. These coefficients for rail crossing homes

are negative, but only significant if we consider home sales before the housing bust, suggesting that

any stronger growth felt in the area was given back when housing prices began falling. There are

two possible explanations for the weaker results along the east rail. First, if container traffic from

the port does not leave on rail, it leaves on trucks. Interstate 710 is the major truck route leaving
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the port and cuts directly through the east rail, so it is possible that rail traffic has been substituted

for truck traffic in this area; something that could be explored further. Additionally, the homes in

the most densely populated area of the east rail zone are also located adjacent to the rail yards

where idling train have created a health risk for neighboring communities (ARB 2007). For the

west rail, the coefficients are comparable to the earlier estimates, but the precision is reduced. If

the construction period is excluded, we get the familiar pattern of a strong negative effect of rail

density that diminishes as you move further from the rail.

5.4 Convexity of Costs

The nature of traffic shift that occurred due to the Alameda Corridor offers an opportunity to

explore how homeowners react to differing levels of an externality. Homeowners along the corri-

dor were faced with sharp increases in rail traffic near their homes, while homes in other areas

experienced a sharp decline in traffic. This tandem upward and downward shift allows us to gain

some insight into the marginal cost structure associated with the intensity of this externality. If

the marginal cost of an increase in traffic is different in absolute value than the marginal cost of

a decline in traffic the welfare implications of rail traffic will hinge on where these burdens are

borne. Consider a situation where two equally populated neighborhoods each had a track running

through. If the marginal cost of traffic were increasing total welfare would be largest with an equal

distribution of traffic. However, if the marginal cost were diminishing an argument could be made

that one of the neighborhoods should carry the traffic and could be compensated in some way by

the other. If the marginal cost were constant, distribution of the traffic would be less important as

it does not impact the magnitude of the welfare impact.

The test we perform to determine whether marginal costs are increasing or decreasing is to

use a approximation to the marginal cost and compare the regression coefficients for a change in

density in the corridor zone versus the non-corridor zone. Because the the areas have different
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home values we will need to incorporate this difference into the test in order to find the marginal

dollar cost. Additionally, to test convexity of the cost structure some stronger assumptions have

to be made. I am forced to assume that an increase in rail traffic in each area causes the same

level of negative impact and that the difference in how it is capitalized into home prices is due to

individuals preferences over these impacts. This may be a difficult assumption to accept as the

Alameda Corridor was constructed such that trains would no longer cross streets at surface level.

Removing traffic from surface level interactions is likely to reduce the impact that homeowners

perceive, so our test is possibly biased towards accepting the hypothesis that marginal costs are

diminishing. The hypothesis test is as follows:

H0 : ψ1AvgPriceNonCorridor1 = θ1AvgPriceCorridor

H1 : ψ1AvgPriceNonCorridor1 > θ1AvgPriceCorridor

(5)

Using estimates from Table 4 we fail to reject the null hypothesis that marginal costs are

constant. The coefficients on density change are similar or higher in the corridor zone, but the

average home value is higher in the non-corridor zone. A change of 10 MGTM/mi in rail density

causes a change in home value of $1,180 in the western non-corridor zone, $863 in east rail zone,

and a $832 change in home value in the corridor zone. The difference between these estimates is

not statistically significant at any conventional level. While this test is imperfect due to the strong,

and possibly invalid, assumptions required, it does still provide some evidence against diminishing

marginal cost of the externality as the test is biased in the direction of finding diminishing marginal

costs, but finds no evidence of this. Performing a joint test of the hypothesis that the marginal

effects for each distance band are the same between corridor and non-corridor rails brings us to the

same conclusion.

25



Figure 7: Household Density
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5.5 Aggregating Impact

If the population density and distance of each affected line were identical we would only need

the marginal effect and density change to determine whether the net effect capitalized into home

prices was positive or negative. As can be seen in Figure 7, the population density is not constant

along each line and, in fact, there are very few homes near the lower section of the central Alameda

Corridor. In addition to changing population densities, the length of each line differs. To understand

how this affects the overall impact of the rail shift, we must tabulate the number of homes and

the average price in each zone. Using Census 2000 data we find the number of housing units in

each Census block and using our housing data we find the average pre-treatment price. Using this

information and the marginal effects calculated in the earlier regressions we can add up the total

impact capitalized into home prices. Figure 8 displays number of housing units affected on the

x-axis, sorted by distance to a rail, and the cumulative impact on the y-axis with the negative

and positive impacts plotted separately. In panel (a) we use the regression coefficients from Panel

B Column II of Table 5 to estimate the total effect on housing, finding the positive impact to be
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Figure 8: Cumulative Impact of Rail Shift
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roughly $23 million greater than the negative impact. It should be noted that line for the negative

impact is more steeply sloped, not because of a difference in the marginal effect, but because the

change in rail traffic was greater on the Alameda Corridor than on the individual non-corridor

rails. Finally, when we use the most detailed specification including the effect on homes around

the railroad crossings we see in panel (b) that the positive impact is now steeper initially due to

the magnified effect around the rail crossings and that the gap between the positive impact and

negative impact is wider. Considering the magnitude of the housing value in the one-mile zone

around the rails totaled $36 billion in 1997, the small total positive impact is negligible. While

the net impact may be negligible, there has been a significant transfer of housing value from the

communities surrounding the Alameda Corridor, which tend to be predominantly minority and

lower income, to higher income neighborhoods surrounding the non-corridor rails.

6 Conclusion

This paper exploited a natural experiment to measure the positive and negative impacts of rail

traffic on neighboring homes. I find strong evidence negative spillovers from local rail traffic nega-
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tively impact home values. Additionally, the case for concentration of a negative externality is not

supported as I did not find evidence of concavity or convexity of the cost of rail traffic on homes.

Therefore a zero-sum redistribution of traffic would be expected to have no impact. In this case,

there was a small positive impact on housing values as a result of the more direct routing of traffic.

Because the Alameda Corridor saw a larger increase in absolute value than the decrease on the

other lines, the negative impact felt by a home along the Alameda Corridor was greater in absolute

value than the positive impact received by a home along a rail where traffic was reduced. However,

there were many more homes along the non-corridor rails leading to the small net positive effect.

The positive gain was muted by the narrowly focused impact felt around the eastern non-corridor

rail. Because of the confounding effect of the 710 interstate and nearby inter-modal railyards, the

positive benefit was confined to the homes near rail crossings.

The rail traffic setting explored here is ideal for investigating the negative externality effects

of infrastructure expansions with little interference from demand side effects. If the re-routing

experiment had been for highway or airport traffic the negative impacts would have been more

difficult to measure as the positive effects of proximity to airports or reduced commute times would

have likely influenced home values. The use of freight rail traffic allowed for cleaner estimation of

this impact. The most likely source of this type of demand side impact from freight rail would

be from greater employment opportunities during construction, though the longer window of data

available allows this issue to be circumvented.

Infrastructure expansions are often touted as local job creators, but there are also costs borne by

the localities. Understanding the spatial dispersion of the costs and whether there are convexities

is necessary when evaluating these projects. From this paper, the lack of evidence of diminishing

marginal cost suggests that concentrating the negative impacts of an infrastructure project yield no

reduction in the welfare costs. The fact that we uncover a relatively linear marginal damage curve

for winners and losers from this infrastructural redistribution indicates that there are no complex
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welfare dynamics at work, at least as revealed by home prices. This would indicate that planners

considering future projects will maximize welfare simply by making transportation infrastructure

as direct and efficient as possible when local impacts are unavoidable.
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-------------------------------------------------------------------------
THE FIRE BELOW:  SPONTANEOUS COMBUSTION IN COAL
-------------------------------------------------------------------------
How Coal Self-Ignites

The coal's temperature begins to climb above ambient.  At about 150-300
degrees F, it begins to give off minute, but measurable, quantities of
gas--aerosols, hydrogen, and CO(2)--precursors of combustion.  As the
temperature increases further--at about 600-700 degrees F--relatively,
large, visible particulates are emitted.  Soon, as the heating rate
increases in intensity to about 750-800 degrees F, incipient combustion,
and ultimately self-ignition and flame, will occur.
-------------------------------------------------------------------------
At least a dozen coal fires occurred within the Department of Energy (DOE)
over the last decade.  Seven sites were involved, with two of the seven
experiencing multiple incidents.  Fortunately, none of the fires resulted
in fatalities.  However, damages from all but one ran into the thousands
of dollars, and the most severe incident caused a minimum os $800,000
damage.

The risk from fire exists anywhere significant amounts of coal are in use
or storage.  Coal is a combustible material, making it susceptible to a
variety of ignition scenarios.  One of the most frequent and serious
causes of coal fires in spontaneous combustion, which has been responsible
for a number of incidents within the Department in recent years.
Preventing spontaneous combustion coal fires involves attention to many
different factors.  Among the most critical are the type, age, and
composition of coal, how it is stored, and how it is used.  Given the
right kind of coal, oxygen, and a certain temperature and moisture
content, coal will burn by itself.

Spontaneous combustion has long been recognized as a fire hazard in stored
coal.  Spontaneous combustion fires usually begin as "hot spots" deep
within the reserve of coal.  The hot spots appear when coal absorbs oxygen
from the air.  Heat generated by the oxidation then initiated the fire.

Such fires can be very stubborn to extinguish because of the amount of
coal involved (often hundreds of tons) and the difficulty of getting to
the seat of the problem.  Moreover, coal in either the smoldering of
flaming stage may produce copious amounts of methane and carbon monoxide
gases.  In addition to their toxicity, these gases are highly explosive in
certain concentrations, and can further complicate efforts to fight this
type of coal fire.

Even the most universal firefighting substance, water, cannot be used
indiscriminately.  Because of the remote possibility of a steam explosion,



it is advisable that water be applied carefully and from a safe distance.
Certain chemicals such as carbon dioxide or nitrogen may mitigate fire
effects, but their use has had mixed success from a DOE perspective.  The
above information suggests that coal fires require awareness and prior
planning to extinguish efficiently, completely, and safely.

Recent Coal Fire at DOE Site

In 1992, a DOE site experienced its most recent coal fire initiated by
spontaneous combustion.  Due to the nature of the fire and initial
ineffectiveness of the means utilized to fight it, the fire required more
than 28 hours to completely extinguish from the time a hot spot was first
detected in the coal bunker.  The initial strategy involved trying to
remove coal from the bunker by feeding it more rapidly to the boiler and
by using a drag chain to move more of it to the field.  The drag chain
failed in 30 minutes, however.  Subsequent efforts to control the fire
with carbon dioxide applied through inspection ports at the bottom of the
bunker and from the tripper room high above the bunker were ineffective,
and may have worsened the situation.  The drag chain emptying coal from
the bunker worked intermittently after being repaired, and finally
stopped.  Boiler plant personnel then began to remove burning coal by hand
shovel.

Twenty-one hours after the fire was discovered, it had involved a large
amount of the bunker.  At one point, flames appeared at the tripped room
windows, which are approximately 75 feet above the seat of the hot spots.
A strong concern for a steam explosion delayed the application of water,
but the decision was finally made to use water, which was applied without
incident and eventually ended the fire.

Causes of Spontaneous Coal Fires

The incident related above serves as an excellent case study of a
spontaneous combustion coal fire.  It illustrated some major causes of
such fires as well as the problems of fighting them effectively and
safety.  The following general factors have been mentioned as contributing
causes:

o     Coal handling procedures allowed for long-time retention of coal,
      which increases the possibility of heating.

o     New coal added on top of old coal created segregation of particle
      sizes, which is a major cause of heating.

o     Too few temperature probes installed in the coal bunker resulted in
      an excessive period of time before the fire was detected.

o     Failure of equipment needed to fight the fire (drag chain conveyer).

o     Ineffective capability and use of carbon dioxide fire suppression
      system.

o     Delay in the application of water.

o     Inadequate policies, procedures, and training of personnel prevented
      proper decision making, including the required knowledge to
      immediately attack the fire.



o     Failure to learn lessons from two previous coal bunker fires at the
      same installation.

DOE Coal Fires in the Last Decade

Other coal fires caused by spontaneous combustion have occurred at DOE
facilities in the last decade.  In 1985 spontaneous combustion was
responsible for starting two fires in a coal bunker at a DOE site.  The
fires were extinguished by injecting gaseous nitrogen into the bunker near
the hot spots.  The cause was determined to be the excessive storage time
of the coal.  In addition, excessive compaction caused by fines (finely
crushed coal) contributed to the rate of ignition.

In 1991 at another DOE site, a smoldering fire was discovered in an unused
coal bunker which had accumulated 2 cubic feet of coal dust from an
overhead coal conveyer system.  The fire was believed to have started
spontaneously, through careless smoking was also listed as a possible
cause.  At still another site, coal stored too long in a silo ignited due
to spontaneous combustion.

An unusual fire which occurred in 1991 illustrates the opportunistic
nature of spontaneous combustion on coal.  A backhoe had been sitting for
3 hours after the close of work.  For the previous 2 days, the backhoe had
been mucking out slag and coal collection ponds to remove coal fines.  A
security guard noticed a fire on the backhoe rear tire.  Facility
personnel believe the cause of the fire was spontaneous combustion of the
coal fines which had adhered to the tire.  Some of the thick coal mud in
the ponds had not been exposed to oxygen until it was churned up by the
tires of the backhoe.  Personnel were instructed to wash equipment tires
when leaving the ponds for the day.

Preventing Spontaneous Combustion in Stored Coal

Hugh quantities of coal are stored in bunkers, silos, hoppers and open air
stockpiles.  How susceptible such stocks of coal are to fire from
spontaneous combustion depends on a number of factors, from how new the
coal is to how it is piled.

Recommendations:

o     Know your coal.  Anthracite (sometimes called eastern coal) has a
      high carbon content and is much less combustible than low oxygen
      content bituminous (or western) coal.  Freshly mined coal absorbs
      oxygen more quickly than coal mined at an earlier time, and is more
      likely to head spontaneously.

o     Storing coal with a low sulphur content is helpful.  Sulphur
      compounds in coal liberate considerable heat as they oxidize.

o     Air circulating within a coal pile should be restricted as it
      contributes to heating; compacting helps seal air out.

o     Moisture in coal contributes to spontaneous heating because it
      assists the oxidation process.  Moisture content should be limited
      to 3 percent; sulphur content should be limited to 1 percent, "as
      mined."  Coal having a high moisture content should be segregated



      and used as quickly as possible.  Efforts should be made to keep
      stored coal from being exposed to moisture.

o     Following the "first in, first out" rule of using stock reduces the
      chance for hot spots by helping preclude heat buildup for portions
::
      of stock which remain undisturbed for a long term.  The design of
      coal storage bins is important in this regard.

o     A high ambient temperature aids the spontaneous heating process.

o     Use coal as quickly as practicable.  The longer large coal piles are
      allowed to sit, the more time the spontaneous process has to work.

o     The shape and composition of open stockpiles can help prevent fires.
      Dumping coal into a big pile with a trestle or grab bucket can lead
      to problems.  Rather, coal should be packed in horizontal layers
      (opinions range from 1 1/2' to 3' high) which are then leveled by
      scraping and compacted by rolling (See Figure 1, not included in
      SPMS, see original Bulletin for Figure).  This method helps
      distribute the coal evenly and thus avoids breakage and segregation
      of fine coal.  Segregation of coal particles by size should be
      strenuously avoided, as it may allow more air to enter the pile and
      subsequent heating of finer sizes.

o     The height of the coal pile is also important.  Limit unlayered,
      uncompacted high grade coal to a height of 15' (10' for low grade
      coal); maximum height is 26' for layered and packed coal.

o     Properly inspect, test and maintain installed fire protection
      equipment.

o     Maintain an updated pre-fire plan and encourage regular visits to
      coal facilities by the site or local emergency response force.

Fig. 1 (Not included, see original Bulletin).  Poor distribution of fine
and coarse coal resulting from dumping from a high trestle or grab bucket
without rolling (above), compared with good distribution and exclusion of
air by roll-packing method.  (Illustration courtesy of Factory Mutual
Engineering Corp., 1975)

Pertinent Orders, Notices and Rules

DOE Order 5480.7A, Fire Protection, includes requirements for physical
fire protection features, hazards analysis, fire prevention procedures,
and periodic fire safety assessments.

29 CFR, Part 1910, Subpart L, Fire Protection, includes requirements for
fire departments, such as pre-fire planning and training, as well as
criteria for physical fire protection features.

Guidance

The DOE Fire Protection Resource Manual includes model fire prevention
procedures, fire protection system testing and maintenance procedures, and
model fire department operating procedures.



Factor Mutual, Coal and Charcoal Storage, Loss Prevention Date, #8-10,
August 1975, provides guidance on prevention of coal fires.

                     A Lesson Learned from the Titanic

Deep-seated coal fires are not a new problem.  J. Dilley, survivor of the
sinking of the TITANIC, reported to following:

      The TITANIC sailed from Southhampton on Wednesday, April 10, 1912,
      at noon. I was assigned to the TITANIC from the OCEANIC, where I
      served as a fireman.  From the day we sailed the TITANIC was on
      fire, and my sole duty, together with eleven other men, had been to
      fight that fire.  We had made no headway against it.

      The fire started in bunker No. 6.  There were hundreds of tons of
      coal stored there.  The coal on top of the bunker was wet, as all
      the coal should have been, but down at the bottom of the bunker, the
      coal had been permitted to get dry.

      Two men from each watch of stokers were told off, sir, to fight that
      fire.  The stokers, you know, sir, work four hours at a time, so
      twelve of us was fighting flames from the day we put out of
      Southhampton until we hit the iceberg.

      No sir, we didn't get that fire out, and among the stokers there was
      talk, sir, that we'd have to empty the big coal bunkers after we'd
      put our passengers off in New York and then call on the fireboats
      there to help us put out the fire.  But we didn't need such help.
      It was right under bunker No. 6 that the iceberg tore the biggest
      hole in the TITANIC, and the floor of water that came through, sir,
      put out the fire that our tons and tons of water had not been able
      to get rid of.

This Bulletin is one in a series of publications issued by EH to share
occupational safety information throughout the DOE complex.  To be added
to the Distribution List or to obtain copies of the publication, call
(615)576-7548.  For additional information regarding the publications,
call Barbara Bowers, Safety Performance Indicator Division, Office of
Environment, Safety and Health, U.S. Department of Energy, Washington, DC
20585, (301)903-3016.
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MEMORANDUM 

 
 
To:  Mr. Ted Carlson 
Title:  City of Bellingham, Public Works Director 
From:  Edward Koltonowski  
Subject: Cherry Point Commodity Export Facility Rail Operations-City of Bellingham; GTC #11-095 
Date:  June 21, 2012 
 
This memorandum is to identify some of the possible rail impacts associated with transport of commodities 
to the proposed Cherry Point Facility affecting the City of Bellingham and its access roads.  It identifies the 
potential impacts on the City’s downtown waterfront, recreational and business area.  
 
The purpose of this preliminary report is to provide City staff with information that may be useful as the City 
prepares comments on the scope of the Cherry Point Environmental Impact Statement.  We understand the 
City may wish to conduct additional data collection and modeling and hope that this preliminary research 
provides some baseline data to help understand possible impacts and the issues involved in assessing any 
proposed mitigation. 
 
1. Project Description and Expected Delays 

 
We understand a terminal capable of exporting 54 million tons of commodities per year is proposed north of 
Bellingham. GTC understands that the probable route of the 48 million tons that would be coal delivery 
trains for Cherry Point would be from Wyoming/Montana, through Spokane, along the Columbia River and 
then up from the south from Seattle north to Bellingham and then to Cherry Point, along the Burlington 
Northern Santa Fe mainline.  The route follows the rail tracks that run North-South directly along the west 
part of the City of Bellingham, Washington.   
 
According to the applicant’s Project Information Document (Feb. 2011), full build out of the export facility 
would result in 9 full northbound trains along this line a day, which equates to 18 train trips a day (16 for 
coal); however, nothing in the project materials specifies a maximum.  The 18 trains per day round trip could 
be increased if export capacity of the proposed port were expanded in the future.  The current port proposal 
occupies 350 acres of a 1,000-acre site.  Each coal train will be up to 1.6 miles long, which at 50 mph would 
mean approximately 3-4 minutes between train approach warning/gate closure and ultimate gate opening.  At 
35 miles per hour, it could take approximately 6-7 minutes to clear a crossing as the siding near this area is 
rated for 35 mph.  The 18 trains per day would equate to approximately one additional coal train every 1.3 
hours, all day long, in addition to existing train traffic.  Thus, train crossing delays in Bellingham can be 
estimated to increase with an additional train every every 1.3 hours, if train trips were evenly spaced 
throughout the day and night, at between 3-4 minutes and 6-7 minutes depending on if they are having to use 
sidings or speed restricted crossing.  Assuming just a 5-minute average (consistent with the existing smaller 
coal trains traveling through Bellingham) would lead to every crossing on the track in Bellingham being 
closed for an additional 90 minutes a day not including the additional clearance time for back ups to clear 
after a crossing arm lifts.   This doesn’t take into account the potentially much greater impacts of a potential 
South Bellingham siding that are discussed further in this study.  
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2. Affected Crossings 
 
The BNSF railway tracks bisect the western waterfront area of Bellingham (including the Ferry terminal and 
beaches) from the east side of Bellingham that includes the downtown business core and residential area.  
The City of Bellingham has a number of crossing connecting its downtown business core/residential areas to 
the waterfront area, most of which are directly affected by the proposed increase of rail traffic.  The rail 
crossings that are at grade/gate controlled in the downtown area are: 
 

• Harris Avenue 
• 6th Street   
• Bayview Road 
• Cornwall Avenue 
• Wharf Street 
• Laurel Street 
• Central Avenue 
• C Street  
• F Street 

 
Due to these constraints, our preliminary review indicated that the additional trains from the Cherry Point 
operations could have a potential significant impact on the waterfront district and quality of life for the 
people who live and visit the City. Of primary concern are potential backups onto Holly from the proximity 
of the Central Avenue, F and C Street crossings, resulting in a likely drop in level of service on City streets 
and diminished emergency response times, thus affecting future development potential along the waterfront 
as well as existing businesses such as the Ferry Port and restaurants. 
 
Equally if not more important to note for the Bellingham is that the 2008 WSDOT capacity study shows that 
the existing line in Bellingham is at capacity.  Based on current data, the existing numbers of trains in the 
Bellingham area is averaging 15 trains a day.  Therefore, the rail operators will need to implement 
improvements to add capacity along this stretch of rail line.  Consistent with the WSDOT report, the South 
Bellingham siding appears to be the optimum location for adding capacity to the rail line but may have 
significant impacts to the street system.  To accommodate 150-car coal trains the siding will be extended 
from near 6th Street to Central.  This would mean permanent at-grade closures of Bayview Drive to 
Boulevard Park, Southbay Trail and Wharf Street access.  
 
The additional or extension of a siding close to street crossings has a two impacts.  The first impact is that 
with only the existing single track, the time between trains passing is more than enough to allow the queue of 
backed up traffic to dissipate before another long train arrives.  However, with a local siding capable of 
having a full length coal train waiting nearby, the adjacent crossing can experience trains in such quick 
succession that either the existing queues that have built up do not have a chance to dissipate or the advanced 
warning timeframe is such that the crossing actually remains closed for the passage of two trains.  
 
The second impact of having a siding near or at grade crossings is that unless the location of the train on the 
siding is a long distance from a crossing, the trains accelerating from a stop are traveling well below the 
maximum track speed as they enter or leave the siding. The closure of a crossing near a siding is therefore 
longer than the typical closure time at full track speed. Surveys of existing siding/closing location south of 
Bellingham shows that such combined crossing/siding location can have 10-12 minute closure times in a 15 
minute interval.  
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3. Analysis of Potential Impacts 
 
We have the following comments based on preliminary research: 

 
1. The Rail Transportation Facilities and Services section of the City of Bellingham’s Comprehensive 

Transportation Element identifies that “railroads do have significant impacts on the community. 
Industrial land use patterns in and near Bellingham are interrelated with rail lines in the City. Local 
rail service to the Port’s industrial areas is an essential link in the transportation system”.  

 
The Burlington Northern Santa Fe Railroad operates freight trains serving Bellingham.  Amtrak 
operates passenger trains between Portland, Seattle, and Vancouver, B.C. The Amtrak station in 
south Bellingham is part of the Fairhaven Transportation Center and provides an important link with 
the Greyhound bus terminal, Amtrak Cascades rail service, the Alaska Marine Highway ferry 
service, privately operated commuter ferries to and from the San Juan Islands and WTA bus service. 
The location also provides easy access to state highways and Interstate 5.  
Railroad tracks can sometimes create a barrier to safe bicycle and pedestrian access to the waterfront 
and the City’s trail system to and along the waterfront.  Opportunities to develop grade-separated 
railroad crossing should be explored wherever feasible.  The old Great Northern rail passenger 
station, at the foot of “D” Street, now owned by Burlington Northern Santa Fe, is one of several sites 
in Bellingham that has been listed on the National Register of Historic Places. As the Old Town and 
Central Waterfront areas are rezoned and redeveloped, this station could be refurbished and 
integrated into the revitalization of these neighborhoods. The December 2004 Waterfront Action 
Plan from the Waterfront Futures Group calls for improving waterfront access as follows:  

 
“Establish a comprehensive inventory of opportunities related to rail access and railroad facilities”.  
The Waterfront Advisors group should establish priorities for action and designate lead and 
participant agencies. 
 
a. Explore options for moving or covering portions of the railroad tracks 
b. Explore future location of a multimodal rail station in the center of the city 
c. Evaluate options for improving railroad operation and safety  
d. Evaluate approaches to mitigate railroad impacts 
e. Preserve the revised railroad corridor for future 
 
The Bellingham Bicycle and Pedestrian Advisory Committee has identified several enhanced/new 
pedestrian connections in the central business district and waterfront area in the Transportation 
Element.  A number of these would be impacted with additional train traffic.   The impact on the 
adopted Bellingham non-motorized section of the Transportation Element should be assessed in any 
environmental evaluation of the Cherry Point permits. 

 
2. Due to a speed restriction, approach warning signs and sidings, train travel along the waterfront 

means the barriers are down for approximately 4-6 minutes (over 300 seconds) for the larger (over 
one mile long) freight trains if there are no delays and they travel at their maximum allowable speed 
(20 mph for Central Avenue).  This is the equivalent of 3-4 continuous red lights cycles in a row for 
a normal signal on such crossing as F Street, C Street, and Central Avenue.  As stated earlier, with a 
siding the influence of combined trains may have a much longer crossing closing time of over 10 
minutes in a 15-minute time period. The Institute of Traffic Engineers identifies an average delay of 
over 80 seconds as level of service F. The City’s standard for arterial roadway operation is LOS D, 
i.e. allowing only 55 seconds as the worst delay for normal conditions and LOS C for collectors 
(Dayton).  The addition of 16-18 trains per day would call into question whether the City can 
maintain its adopted LOS D standard at these intersections.  This, in combination with the impacts 
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on non-motorized transportation, may be central to future concurrency determinations by the City 
affecting future development projects. 

 
3. With the increase in the number of long coal trains at the ferry/Coast Guard/Amtrak station area  

(Harris/6th Street) crossing, and because there are no alternative east-west grade separated crossings, 
the east-west route becomes degraded with the increased coal trains.  This is a particular issue during 
summer peaks, with the beaches/Marine Park and ferry route subject to potential long and/or 
repeated closures.  Mitigation could be a grade-separated crossing to the waterfront although site 
challenges may make that impractical. 

 
4. There is a probable issue concerning emergency services response times, particularly to the ferry 

terminal/ship yard area that have no grade-separated crossing.  Also, emergency access to the central 
waterfront area is severely hampered where the nearest emergency service station would need to do a 
significant roundabout detour when a train is blocking F Street, C Street, and Central Avenue (which 
would all occur at the same time with a coal train crossing).  Adding 16-18 additional trains per day 
to service Cherry Point could tip the balance at a critical time when emergency responses are needed.  
There should be coordination between City emergency services and BNSF to see how this can be 
mitigated, particularly as just last January there was a freight train accident at the F Street crossing. 

 
5. Already today the presence of a long freight train during the peak hours creates separation from the 

City’s waterfront amenities and businesses.  The City’s annual counts show approximately 8,000 
daily trips along Roeder Street, 2,600 daily trips near Wharf Street crossing with 5,600 ADT 
crossing the F Street crossing alone, and nearly 3,700 daily trips at the Harris Avenue crossing.  With 
the additional coal trains that take 4-6 minutes to cross (if not delays/slowing for the siding) the 
cumulative additional delay to drivers is potentially significant not only in terms of delay at the 
crossing but also in terms of delay onto Holly.  Holly Street is a major arterial for the City and 
carries approximately 9,000 daily trips in the vicinity and is a major emergency route for the City.  
Any environmental review of rail line impacts should study this current condition and likely 
increased impact, including costs to mitigate the effects.  One form of mitigation is to create grade-
separation, with either a tunnel or a bridge. 

   
6. Whatcom County communities and the State have recently invested heavily in improved passenger 

train (AMTRAK) services for Northwest Washington.  Freight traffic on the single rail line north of 
Everett is expected to double with the Cherry Point proposal.  Under BNSF’s policy, it is our 
understanding that freight deliveries are not scheduled to the same on-time reliability demands of 
passenger trains but can still take precedence over passenger rail under certain circumstances.  The 
City may wish to analyze the degree to which a doubling of freight traffic is expected to adversely 
affect the reliability of existing passenger rail schedules and also whether it will diminish 
opportunities to expand passenger rail.  In 2001, the City participated in a state-sponsored study of 
the potential for passenger rail expansion, titled:  Pacific Northwest Rail Corridor: Everett to Blaine 
Commuter Rail Preliminary Feasibility Study.  On Page IV of the Executive Summary, the report 
concludes that there may be a viable market for commuter rail north of Everett by the year 2030.  In 
2004, the North Sound Regional Study conducted by Cascadia for Whatcom Council of Governments 
identified again the potential of significant rail capacity issues identified by BNSF. The City may 
wish to comment on whether the Cherry Point proposal affects the conclusions in those studies. 

 
7. The City Comprehensive Transportation Element identifies the need for truck and rail access to its 

industrial areas.  The State’s 2006 Statewide Rail Capacity and System Needs study identifies a key 
issue affecting that access to local business as follows: 

 
“The Railroads Are Focusing on High-Volume and Long-Haul Services, But the State’s 
Industrial and Agricultural Shippers Also Need Low Volume and Short-Haul Services.  
 



Mr. Ted Carlson GTC#: 11-095 
City of Bellingham Public Works Director Page 5-6 
June 21, 2012 

 

 

2802 Wetmore Avenue    Suite 220    Everett WA, 98201 
Tel: 425-339-8266    Fax: 425-258-2922    E-mail: info@gibsontraffic.com 

Long-haul intermodal container trains and long-haul unit grain trains moving to and from 
Washington State’s ports are the least complex and the most profitable for the Class I 
railroads to operate. As a result, the railroads have reoriented their operations to 
accommodate this business. But many Washington State shippers are low-volume carload 
shippers who generate only a few dozen carloads a week or a month, and they are being 
priced out of the rail market.”  

 
So a key question may be whether this interstate traffic from the coal trains will have the impact of 
reducing the availability of local rail spur business necessary to serve Bellingham businesses.  These 
issues can be analyzed as part of the economic impact analysis we understand must be completed as 
part of the environmental review for the project. 
 
The 2011 Cascadia study reported about Cherry Point train traffic impacts to local train users such as 
BP:  “The entrance to the subdivision at Custer has the potential to create an operational bottleneck if 
the train frequencies expected by the Terminal materialize.  Industry switch engines, slowly moving 
loaded coal trains and the resulting empties could result in volumes of traffic that would tax the 
mainline and small yard that is located at Custer. With the close proximity of the border to the Custer 
Intalco line, future congestion may result. 
 
Other shippers in the Cherry Point area rely on schedule reliability to meet current market 
conditions.  Mark Hinders, operations manager at Energy Logistics which transports petroleum 
products from the BP refinery indicated that they were actively pursuing new customers from 
Canada and the U.S. and would need more predictable rail service.  Deliveries from BNSF Railway 
are sometimes random and my customers need predictability.  Any infrastructure or operational 
improvement at the border or in Everett terminal would be welcome, said Hinders. 

 
The Washington State 2010-2030 Freight Rail Plan published by WSDOT in December 2009 
identified that the rail line North from Everett in 2008 was already at its capacity of 18 trains per day 
(Exhibit 3-9).  The State plan shows that it hopes to increase that capacity to 30 trains per day; 
however, the design and cost of the specific improvements needed to do that have not yet been 
identified.  Additional study and inquiry should be conducted to determine whether federal or state 
funding is committed to expand the capacity of the BNSF freight system, sufficient to allow the 
projected additional 16-18 trains per day and still leave adequate capacity for local freight and future 
commuter services. The 2011 Cascadia study also identified this issue in the “The Bellingham 
Waterfront District”  

“The future of rail service in Bellingham is also closely intertwined with plans for the 
Bellingham Waterfront District, through which the BNSF tracks will run, with or without the 
new coal trains, and within which the Fairhaven Transportation Center – the Amtrak station - 
is situated. The entire district is expected to take 30 to 40 years to build-out. Plans call for up 
to 6 million square feet of residential, commercial, marine-trades, hospitality and educational 
uses. Under the plan, advanced by the Port of Bellingham as lead agency, the public would 
gain new access to restored shorelines. The port would deed 33 acres of land to the city for 
waterfront parks and trails. The city has agreed to put in streets and utility infrastructure. The 
project will be developed in phases, so as to be gradually absorbed into the city’s life as 
funding becomes available. The port plans to sell much of the land to developers so it can 
recoup its cleanup costs. Public investment by the port, city and state in cleanup, shoreline 
restoration, roads, utilities, parks and other infrastructure is estimated at well over $200 
million, with half the funding coming from federal and state grants. This public sector 
investment is intended to attract the much larger private investment upon which the success 
of the project ultimately depends. Cost of the full build-out is estimated at $2 to $3 billion. 
Over the coming years, this public-private partnership will provide the community with an 
exciting urban waterfront with excellent public access that is pedestrian and bicycle-
oriented.  The district seen by its proponents as a neighborhood of the future will feature far 
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more than the average amount of open space for a development of this size, to say nothing of 
advanced energy-conservation features and compact urban design.” 

 
The economic impacts of the project on the area are significant. It is estimated that for every $1 
million in construction costs, 13 direct jobs and 10 related services jobs would be created.  Also, 
between 2,500 and 4,800 permanent jobs will be created by 2026, according to WWU’s Center for 
Economic Research.”  It is clear that this sort of development does not envision an additional 18 
trains over 1.5 miles long through the heart of the new waterfront development area. 

 
8. The Cherry Point applicant and its advocates argue that the coal train activity will only bring train 

activity back up to the level it was before the economic recession of 2007/2008, and therefore there 
is no impact.  In our judgment, this conclusion is not supportable, because as soon as the economic 
recovery really starts to take hold, those previous train activities will also pick up, as well as 
vehicular traffic on the roads.  At that point, even greater impacts will begin to accumulate.  
Additional work is needed to obtain reliable information concerning pre-recession and historic train 
levels, the length of trains and delay times.  Reliable projections of train and road traffic during 
economic recovery are critical to obtaining realistic estimates of delays and impacts.  Assumptions 
from the past should be regarded critically as the Cascadia study identified that, since the 2008 drop 
in commerce, there has again been a steady rise in freight movement across the borders. 

 
9. Train delays at crossings are often eliminated by constructing grade separation, which allows traffic 

to pass over or under railroad tracks.  While grade separation is desirable, these improvements are 
typically multi-million dollar solutions based on the Bellingham multi-modal station study and 
waterfront plans.  We recommend that the Cherry Point permitting agencies overseeing the 
environmental review provide local jurisdictions with detailed assessments of mitigation and funding 
necessary to alleviate the impacts that will results from the projected addition of up to 18 trains per 
day serving the Cherry Point export facility. 

 
4. Conclusions 
 

This analysis of possible rail line impacts associated with sidings and the increase of up to 18 trains per 
day serving the Cherry Point export facility is preliminary and is intended to illustrate some of the 
potential significant problems and areas deserving detailed study during the SEPA and NEPA review for 
the facility.  This preliminary analysis suggests potentially severe consequences for the City’s 
transportation plan and planned waterfront redevelopment, with increases in risk of accidents, impacts to 
the City’s levels of service, ability to provide effective emergency response times, and possible 
interference with local freight delivery systems important to the City’s economic recovery. 



 

 
 

 

 
MEMORANDUM 

 
 
To:  Mr. Chal Martin PE 
Title:  City of Burlington Public Works Director 
From:  Edward Koltonowski  
Subject: Cherry Point Coal Export Facility Rail Operations-Burlington; GTC #11-036 
Date:  August 15, 2011 
 
This memorandum is to identify some of the possible rail impacts associated with transport of coal to the 
proposed Cherry Point Facility in the City of Burlington and its access roads.  It identifies the potential 
impacts on the City’s downtown core area of Fairhaven as well as the approach roads to the city such as 
Pease Road to the south and Cook Road to the north.  
 
We understand a terminal capable of exporting 48-54 million tons of coal per year is proposed north of 
Bellingham.  GTC understands that the probable route of the coal delivery trains for Cherry Point would be 
from Wyoming/Montana, through Spokane, along the Columbia River and then up from the south from 
Seattle north to Bellingham and then to Cherry Point, along the Burlington Northern Santa Fe mainline.  The 
route follows the rail tracks that run north-south directly through the center of the City of Burlington, 
Washington.  Burlington also has a number of spur lines/switching points and the major Sumas line that runs 
east that has been discussed before to take the Canadian bound trains to open up more capacity on the 
Burlington line. 
 
According to the applicant’s Project Information Document (Feb. 2011), full buildout of the coal export 
facility would result in 9 full northbound trains along this line a day, which equates to 18 train trips a day; 
however, nothing in the project materials specifies a maximum.  The 18 trains per day round trip could be 
increased if export capacity of the proposed port were expanded in the future.  The current port proposal 
occupies 350 acres of a 1,000-acre site.  Each train may be over 1.5 miles long, which at 50-60 miles per 
hour would mean approximately 3-4 minutes between train approach warning/gate closure and ultimate gate 
opening.  At 35 miles per hour it could take approximately 6-7 minutes to clear a crossing at switching or 
siding area crossings as they are typically rated for much slower traffic.  Also, if trains are diverted to the 
Sumas track they are limited to 20 mph through town, which means signal warning light can restrict the 
crossing for up to 10 minutes for the longer trains. The 18 trains per day would equate to approximately one 
additional coal train every 1.3 hours, all day long, in addition to existing train traffic.  Thus, train crossing 
delays in Burlington can be estimated to increase with an additional train every 1.3 hours, if train trips were 
evenly spaced throughout the day and night at between 3-4 minutes or 6-7 minutes or up to 10 minutes 
depending on if they are having to use the siding/switching locations/Sumas route or not. 
 
The BNSF mainline railway tracks bisect the eastern residential area of Burlington from the commercial west 
side of Burlington that includes the downtown business core and access to I-5.  The City of Burlington has 
three major east-west roads connecting to the downtown business core areas of the City to the eastern 
residential area; Avon Street (SR-20), Fairhaven Street, and Greenleaf Street; all of the crossings are at 
grade/gate controlled.  Additionally, the access roads of Pease Road and Cook Road to the south and north 
are both at grade crossings.  As stated earlier, Burlington is also a major switching and connection point for 
not only the mainline Pacific Canada rail line but also has the Burlington Fidalgo line and Sumas Burlington 
line. Although the Fidalgo line is little used, the Sumas line has as many, if not more, trains per day than the 
Pacific Line.  Also the Sumas line bisects the north side of the residential area from the south side.  The line 
cuts Fairhaven Avenue, Pine Street, Anacortes Street, Regient Street, Skagit Street, Section Street, Gardner 
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Road and Peter Andersen Road.  It is also this Sumas line that we understand may take any additional trains 
that cannot proceed north on the Pacific line if there are capacity constraints. Due to these constraints, our 
preliminary review indicated that the additional trains from the Cherry Point operations would have a 
potential significant impact on the commercial district and quality of life for the City of Burlington residents, 
as well as visitors to the commercial centers.  
 
The purpose of this preliminary report is to provide City staff with information that may be useful as the City 
prepares comments on the scope of the Cherry Point Environmental Impact Statement.  We understand the 
City may wish to conduct additional data collection and modeling and hope that this preliminary research 
provides some baseline data to help understand possible impacts and the issues involved in assessing any 
proposed mitigation. 
 
We have the following comments based on preliminary research: 

 
1. The City’s comprehensive plan identifies several road segments that will be at capacity that are 

bisected by rail crossing such as Fairhaven Avenue and Avon Street.  Additionally, some of the 
north-south routes are impacted because of the limited number of east-west crossings. People need to 
travel further parallel to the rail lines than would normally occur. 

2. Due to speed restrictions for freight trains approach warning, train travel through downtown means 
the barriers are down for approximately 3-4 minutes (over 200 seconds) for the larger (over one mile 
long) freight trains. This is the equivalent of 2-3 continuous red light cycles in a row for a normal 
signal on city streets.  The Highway Capacity Manual identifies an average delay of over 80 seconds 
as level of service F.  The City’s standard for normal roadway operation is LOS C or LOS D 
depending on road classification, i.e. allowing only 45-60 seconds as the worst delay for normal 
conditions.  The addition of 16-18 trains per day would call into question whether the City can 
maintain its adopted LOS standard. 

3. With the increase in number of long coal trains through the City, there is no choice for east-west 
residential or commercial traffic. This is a particular issue during summer peaks, as both Fairhaven 
Avenue and Avon Street experience increased summer traffic volume as well as an increased mix of 
RV traffic.   

4. There is a probable issue concerning emergency services response times, in a scenario where the 1.5 
mile long trains block all the downtown east-west crossings at the same time for several minutes. 
Adding 16-18 additional trains per day to service Cherry Point could tip the balance at a critical time 
when emergency responses are needed. 

5. Within the last 5 years there have been approximately 10 accidents at the City crossings, including 
two involving school buses. Nearly all were rear ends as gates closed or buses stopped to cross.  
Additionally there were four recorded accidents at the Cook Road crossing.  

6. Already today the presence of a long freight train during the peak hours creates separation for both 
north-south and east-west travel in the City.  The WSDOT and City count data bases identified that 
approximately 13,000 daily trips cross the Avon Street (SR-20) tracks on an average day and 
approximately 9,400 daily trips cross the Fairhaven Avenue tracks and recorded approximately 4,200 
daily trips along Greenleaf Street.  In addition Pease Road carries approximately 4,200 to the south 
and Cook Road nearly 13,000 daily trips to the north.  Therefore, the main east-west at grade rail 
crossings in the city influence area have approximately 45,000 daily vehicle crossings.  This does not 
account for the Sumas crossing, which would add close to another 20,000 daily trips.  It also does not 
include the Fidalgo crossings that would not be impacted by the Cherry Point proposal.  With the 
doubling of train traffic with coal trains that take 3-4 minutes to cross (if no delays/slowing) just on 
the Pacific line alone, the cumulative additional delay to drivers is potentially significant.  Any 
environmental review of rail line impacts should study this current condition and likely increased 
impact, including costs to mitigate the effects.  One form of mitigation is to create grade-separation, 
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with either a tunnel or a bridge.  The City may wish to request that mitigation is part of the 
environmental review process for Cherry Point. 

7. Skagit County communities and the State have recently invested heavily in improved passenger train 
(AMTRAK) services for the north end.  Freight traffic on the single rail line north of Everett is 
expected to double with the Cherry Point proposal.  Under BNSF’s policy, it is our understanding 
that freight deliveries are not scheduled to the same on time reliability demands as passenger trains 
but can still take precedence over passenger rail under certain circumstances.  The City may wish to 
analyze the degree to which a doubling of freight traffic is expected to adversely affect the reliability 
of existing passenger rail schedules and also whether it will diminish opportunities to expand 
passenger rail.  In 2001, the City participated in a state sponsored study of the potential for passenger 
rail expansion, titled:  Pacific Northwest Rail Corridor: Everett to Blaine Commuter Rail 
Preliminary Feasibility Study.  On Page IV of the Executive Summary, the report concludes that 
there may be a viable market for commuter rail north of Everett by the year 2030.  In 2004 the North 
Sound Regional Study conducted by Cascadia for Whatcom Council of Governments identified 
again the potential of significant rail capacity issues identified by BNSF. The City may wish to 
comment on whether the Cherry Point proposal affects the conclusions in those studies. 

8. The City does have a number of sidings for local industrial users and is one of the main 
residential/commercial areas east of other local train industrial users such as Twin Foods or the Oil 
refinery operations further west.  Residents of the city or out-of-town employees from those facilities 
using the retail centers of Burlington may be impacted since local short-haul trains for local business 
could be impacted. 

 
The Washington State 2006 “statewide Rail Capacity and System Needs study” identifies the first 
issue as follows: 

The Railroads Are Focusing on High-Volume and Long-Haul Services, But the State’s 
Industrial and Agricultural Shippers Also Need Low Volume and Short-Haul Services.  
 
Long-haul intermodal container trains and long-haul unit grain trains moving to and from 
Washington State’s ports are the least complex and the most profitable for the Class I 
railroads to operate. As a result, the railroads have reoriented their operations to 
accommodate this business. But many Washington State shippers are low-volume carload 
shippers who generate only a few dozen carloads a week or a month, and they are being 
priced out of the rail market.  
 

So a key question may be whether this interstate traffic from the coal trains will have the impact of 
reducing the availability of local rail spur business necessary to serve Burlington and surrounding 
businesses.  These issues can be analyzed as part of the economic impact analysis we understand 
must be completed as part of the environmental review for the project. 

 
9. The Washington State 2010-2030 Freight Rail Plan published by WSDOT in December 2009 

identified that the rail line in this area in 2008 was already at its capacity of 18 trains per day 
(Exhibit 3-9).  The state plan shows that it hopes to increase that capacity to 30 trains per day; 
however the design and cost of the specific improvements needed to do that have not yet been 
identified.  Additional study and inquiry should be conducted to determine whether federal or state 
funding is committed to expand the capacity of the BNSF freight system, sufficient to allow the 
projected additional 16-18 trains per day and still leave adequate capacity for local freight and future 
commuter services.  Additionally, the Cherry Point trains could create additional traffic on the 
Sumas tracks that could result in a significant capacity constraint on the movement of vehicles on the 
City street system.  

10. The Cherry Point applicant and its advocates argue that the coal train activity will only bring train 
activity back up to the level it was before the economic recession of 2007/2008, and therefore it will 
have no impact.  In our judgment, this conclusion is not supportable, because as soon as the 
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economic recovery really starts to take hold, those previous train activities will also pick up, as well 
vehicular traffic on the roads.  At that point, even greater impacts will begin to accumulate.  
Additional work is needed to obtain reliable information concerning pre-recession and historic train 
levels, the length of trains and delay times.  Reliable projections of train and road traffic during 
economic recovery are critical to obtaining realistic estimates of delays and impacts.  Assumptions 
from the past should be regarded critically. 

11. Train delays at crossings are often eliminated by constructing grade separation, which allows traffic 
to pass over or under railroad tracks.  While grade separation is desirable particularly because of the 
already complicated movement of SR-20 through the City, these improvements are typically multi-
million dollar solutions and funding is not yet planned.  Estimates of this mitigation may be obtained 
by the City, in conjunction with estimates of similar improvements to be requested by other cities, 
counties, and WSDOT.  It is our understanding, for example, that replacement of the Skagit River 
Bridge may be necessary to support the proposed heavy coal rail increases.  The budget for design 
and construction of that improvement alone may be half a billion dollars. We recommend that local 
jurisdictions provide regulating authorities with detailed assessments of mitigation and funding 
necessary to alleviate the impacts that will result from the additional 16-18 trains per day serving the 
Cherry Point export facility. 
 

This analysis of possible rail line impacts associated with the increase of 18 trains per day serving the 
Cherry Point Coal export facility is preliminary and is intended to illustrate some of the potential 
problems and areas deserving detailed study during the SEPA review for the facility.  This preliminary 
analysis suggests potentially severe consequences for the City’s transportation plan and improvements, 
with increases in risk of accidents, impacts to the City’s levels of service, ability to provide effective 
emergency response times, and possible interference with local freight delivery systems important to the 
City’s economic recovery. 



 
 
 
 
 
 
 
 

ATTACHMENTS FOR CITY OF BURLINGTON 
RAIL CAPACITY PRESENTATION 

 
 
 
 

• Rail Crossing Inventory 
• Daily Traffic at Crossings 
• Transportation Element Information 
• Accident History Data 
• State Report Information 
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MEMORANDUM 

 
 
To:  Mr. Phil Williams 
Title:  City of Edmonds, Public Works Director 
From:  Edward Koltonowski  
Subject: Cherry Point Coal Export Facility Rail Operations-City of Edmonds; GTC #11-036 
Date:  May 22, 2012 
 
 
This memorandum is to identify some of the possible rail impacts associated with transport of coal to the 
proposed Cherry Point Facility affecting the City of Edmonds and its access roads.  It identifies the potential 
impacts on the City’s downtown core area of Main Street, access to the WSDOT Ferry Terminal, as well as 
several key approach roads to the City, such as Dayton Street to the south.  
 
The purpose of this preliminary report is to provide City leaders and interested stakeholders with information 
that may be useful as the City prepares comments on the scope of the Cherry Point Environmental Impact 
Statement.  We understand the City may wish to conduct additional data collection and modeling and hope 
that this preliminary research provides some baseline data to help understand possible impacts and the issues 
involved in assessing any proposed mitigation. 
 
1. Project Description and Expected Delays 

 
We understand a terminal capable of exporting 48 million tons of coal per year is proposed north of 
Bellingham. GTC understands that the probable route of the coal delivery trains for Cherry Point would be 
from Wyoming/Montana, through Spokane, along the Columbia River and then up from the south from 
Seattle north to Bellingham and then to Cherry Point, along the Burlington Northern Santa Fe mainline.  The 
route follows the rail tracks that run north-south directly through the west part of the City of Edmonds, 
Washington.   
 
According to the applicant’s Project Information Document (Feb. 2011), full build out of the coal export 
facility would result in 9 full northbound trains along this line a day, which equates to 18 train trips a day; 
however, nothing in the project materials specifies a maximum.  The 18 trains per day round trip could be 
increased if export capacity of the proposed port were expanded in the future.  Some return trains may return 
over the Stevens Pass route, bypassing Edmonds, but the railroad and project proponent have not provided 
details on anticipated traffic or routing. Each train may be over 1.5 miles long, which at 50 miles per hour 
would mean approximately 3-4 minutes between train approach warning/gate closure and ultimate gate 
opening.  At 35 miles per hour it could take approximately 6-7 minutes to clear a crossing as the siding near 
this area is rated for 35mph.  The 18 trains per day would equate to approximately one additional coal train 
every 1.3 hours, all day long, in addition to existing train traffic.  Thus, train crossing delays in Edmonds can 
be estimated to increase with an additional train every every 1.3 hours, if train trips were evenly spaced 
throughout the day and night, at between 3-4 minutes and 6-7 minutes depending on if they are having to use 
sidings or not. Also the proximity of siding for AMTRAK or Freight near a crossing can have a double 
impact.  As a waiting train leaves the siding it has to accelerate up to speed taking longer to cross and still 
triggers the crossing arm for the nearby street crossing ahead.  Thus it can mean the crossing arm is triggered 
before waiting queues are cleared from the last train and therefore have continual impact for over 10 minutes.  
2. Affected Crossings 
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The BNSF rail way tracks bisect the western waterfront area of Edmonds (including the State Ferry terminal 
and beaches) from the east side of Edmonds that includes the downtown business core and residential area.  
The City of Edmonds only has two roads (Dayton Street and Main Street) connecting its downtown business 
core/residential areas to the waterfront area, both of which are directly affected by the proposed increase of 
rail traffic and both crossings are all at grade/gate controlled..  Due to these constraints, our preliminary 
review indicated that the additional trains from the Cherry Point operations could have a potential significant 
impact on the commercial district and quality of life for the City residence. Of primary concern are potential 
backups onto main street and likely drop in level of service on city streets and emergency response, thus 
affecting future development potential along the waterfront. 
 
3. Analysis of Potential Impacts 
 
We have the following comments based on preliminary research: 

 
Due to a speed restriction approach warning, train travel through Edmonds downtown means the barriers are 
down for approximately 3-4 minutes (over 200 seconds) for the larger (over one mile long) freight trains. 
This is the equivalent of 2-3 continuous red lights cycles in a row for a normal signal on Main or Dayton.  
Note: The proximity of siding for AMTRAK/commuter train or Freight near a crossing can have a double 
impact.  As a waiting train leaves the siding it has to accelerate up to speed taking longer to cross and still 
triggers the crossing arm for a street crossing ahead.  Thus it can mean the crossing arm is triggered before 
waiting queues are cleared from the last train and therefore have continual impact for over 10 minutes.  With 
the long coal trains, increased use of sidings as train volume increases the impacts to the States Ferry service. 
This cumulative impact should be reviewed in any environmental impact review of the coal trains. 

1. The Institute of Traffic Engineers identifies an average delay of over 80 seconds as level of service 
F. The City’s standard for arterial roadway operation is LOS D, i.e. allowing only 55 seconds as the 
worst delay for normal conditions and LOS C for collectors (Dayton).  The addition of 16-18 trains 
per day would call into question whether the City can maintain its adopted LOS D standard and LOS 
C standard for these intersections. This may be central to future concurrency determinations by the 
City affecting future development projects. 

2. The City’s comprehensive plan chapter 4 identifies both Dayton and Main crossing as a walkway 
and bike lane crossing for the pedestrian and bike plans.  The plan has identified a high priority of 
better connecting the downtown to the waterfront through increased pedestrian and bicycle access.  
The short, medium and long bike routes identified in the City’s plan all run parallel to the rail line in 
the Main Street area.  An additional crossing from non-motorized traffic has also been identified in 
the City plan.  Unless this crossing is grade separated the 16-18 additional trains for the Cherry Point 
facility would make any such additional crossing more dangerous/complicated.  A May pedestrian 
count recorded over 200 pedestrian movements in just an hour at the Main Street/Railway Avenue 
crossing intersection.  A potential mitigation for the additional freight traffic may be to assist in the 
construction of a non motorized grade separated crossing for the downtown area. Given the 
geography and configuration of the Ferry Terminal, it would likely be very challenging to create a 
grade separated crossing at Main Street.   

3. Railway Avenue is a major transit hub for the city with 7 different transit routes connecting with the 
waterfront and AMTRAC/Sounder station.  Transit crosses Dayton and Main with all the routes.  
The impact to community transit by the 16-18 additional trains for the Cherry Point facility should 
be assessed and mitigated. 

4. With the increase in number of long coal trains at the waterfront and ferry access crossing, there are 
no alternative east-west grade separated crossings as the east-west route becomes degraded with the 
increased coal trains.  This is a particular issue during summer peaks, with the beaches and ferry 
route.  Mitigation could be a grade separated crossing to the waterfront similar to many other 
jurisdictions, but it may require a complete relocation and rebuild of the Ferry Terminal, and would 
likely involve significant expense.  Note the prior plans to relocate the Ferry Terminal have been put 
on hold indefinitely with 20-30 year timeframes being discussed.  The 2005 Edmond Crossing FEIS 

Tel: 425-339-8266  Fax: 425-258-2922  E-mail: info@gibsontraffic.com 



Mr. Phil Williams GTC#: 11-036 
City of Edmonds Public Works Director Page 3-4 
May 22, 2012 

 

 

2802 Wetmore Avenue  Suite 220  Everett WA, 98201 

identified the need for relocation with projected train increases that did not even foresee the Coal 
train increase. Additionally the Cities plans to unify the downtown and waterfront could be 
significantly hampered without the relocation or grade separated crossings particularly with the 
projected increase in freight trains.   

5. There is a probable issue concerning emergency services response times, in a scenario where the 
only reliable east-west crossing between the waterfront to the west and the services area to the east is 
Dayton and Main which are closed at the same time when a freight train crosses.  Adding 16-18 
additional trains per day to service Cherry Point could tip the balance at a critical time when 
emergency responses are needed.  Given the fact that the Main Street crossing is the only egress 
from the Ferry Terminal, this will create additional concerns in the context of emergencies that occur 
either on the ferries or where ambulances utilize the ferry crossing.  The increased residential and 
commercial plans along the waterfront as well as existing ferry and scuba diving activities will all 
increase further  future emergency vehicle response needs to the other side of the tracks. 

6. Within the last 5 years there have been 4 accidents at the Main Street crossings including two gate 
collisions.  

7. Already today the presence of a long freight train during the peak hours creates separation from the 
Cities waterfront amenities and businesses.  The Cities  annual counts show over  6,000 daily trips 
crossing Main Street and US DOT federal crossing information shows over 8,500 daily trips cross 
the Dayton tracks on an average day know that summer peak volumes are considerably bigger.   
Therefore the rail crossings in the city have nearly 15,000 daily vehicles crossing a day.   With the 
additional coal trains that will likely take a minimum of 3-4 minutes to cross (without accounting for 
delays or slower train speeds) the cumulative additional delay to drivers is potentially significant.  
Any environmental review of rail line impacts should study this current condition and likely 
increased impact, including costs to mitigate the effects.  One form of mitigation is to create grade-
separation, with either a tunnel or a bridge.  The City may wish to request that mitigation as part of 
the environmental review process for Cherry Point. 

8. Puget Sound communities within the Sound Transit service area, the State, and the Federal 
Government have recently invested heavily in improved passenger train) services for the north end.  
Freight traffic on the rail line between Seattle and Everett (and transiting Edmonds) could increase 
from the approximately 40 a day (based on US DOT crossing inventory Information) to 50-55 with 
the Cherry Point proposal which would exceed their existing 45 trains per day capacity per the States 
2009 report.  Under BNSF’s policy, it is our understanding that freight deliveries are not scheduled 
to the same on-time reliability demands of passenger trains but can still take precedence over 
passenger rail under certain circumstances.  The City may wish to analyze the degree to which  
increasing freight traffic is expected to adversely affect the reliability of existing passenger rail 
schedules and also whether it will diminish opportunities to expand passenger rail particularly for the 
reverse commute that was originally analyzed for the Sounder commuter rail.  With Sound Transit 
proposing the preferred alternative for the North Corridor transit EIS as the I-5 alignment instead of 
the SR-99 alignment it will become even more imperative to the City to preserve this existing rail 
corridor for passenger service.  The City may wish to comment on whether the Cherry Point proposal 
affects the conclusions in those studies. It should also ensure that the public investments in passenger 
rail capacity in this corridor are being protected.   

 
Also the States 2006 “statewide Rail Capacity and System Needs study” identifies a key issue 
affecting that access to local business as follows: 

 
The Railroads Are Focusing on High-Volume and Long-Haul Services, But the State’s 
Industrial and Agricultural Shippers Also Need Low Volume and Short-Haul Services.  
 
Long-haul intermodal container trains and long-haul unit grain trains moving to and from 
Washington State’s ports are the least complex and the most profitable for the Class I 
railroads to operate. As a result, the railroads have reoriented their operations to 
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accommodate this business. But many Washington State shippers are low-volume carload 
shippers who generate only a few dozen carloads a week or a month, and they are being 
priced out of the rail market.  
 

So a key question may be whether this interstate traffic from the coal trains will have the impact of 
reducing the availability of local rail spur business necessary to local businesses such as Boeing and 
its suppliers.  These issues should be analyzed as part of a comprehensive economic and 
environmental impact analysis that should be demanded conducted before this project goes forward. 

 
9. The Washington State 2010-2030 Freight Rail Plan published by WSDOT in December 2009 

identified that the rail line in this area in 2008 had a capacity of 60 trains per day (Exhibit 3-9).  The 
existing use of the line is 40-45 trains per day based on the US DOT inventory reports that were 
accessed in 20011.  The state plan shows that it hopes to increase that capacity to 80 trains per day; 
however, the design and cost of the specific improvements needed to do that were not available at 
the time of this report’s completion.  Additional study and inquiry should be conducted to determine 
whether federal or state funding is committed to expand the capacity of the BNSF freight system, 
sufficient to allow the projected additional 16-18 trains per day and still leave adequate capacity for 
freight and expanded commuter services. 

10. The Cherry Point applicant and its advocates argue that the coal train activity will only bring train 
activity back up to the level it was before the economic recession of 2007/2008, and therefore there 
is no impact.  In our judgment, this conclusion is not supportable, because as soon as the economic 
recovery really starts to take hold, those previous train activities will also pick up, as well as 
vehicular traffic on the roads.  At that point, even greater impacts will begin to accumulate.  
Additional work is needed to obtain reliable information concerning pre-recession and historic train 
levels, the length of trains and delay times.  Reliable projections of train and road traffic during 
economic recovery are critical to obtaining realistic estimates of delays and impacts.  Assumptions 
from the past should be regarded critically. 

11. Train delays at crossings are often eliminated by constructing grade separation, which allows traffic 
to pass over or under railroad tracks.  While grade separation is desirable, these improvements are 
typically multi-million dollar solutions.  This is likely to be particularly true in Edmonds, based on a 
brief review of the multi-modal station plans.  We recommend that local jurisdictions provide 
regulating authorities with detailed assessments of mitigation and funding necessary to alleviate the 
impacts that will results from the additional 16-18 trains per day serving the Cherry Point export 
facility. 

 
4. Conclusions 
 

This analysis of possible rail line impacts associated with the increase of up to 18 trains per day serving 
the Cherry Point Coal export facility is preliminary and is intended to illustrate some of the potential 
problems and areas deserving detailed study during the SEPA review for the facility.  This preliminary 
analysis suggests potentially severe consequences for the City’s transportation plan and improvements, 
with increases in risk of accidents, impacts to the City’s levels of service, ability to provide effective 
emergency response times, waterfront/downtown unification plans, State Ferry route impacts and 
possible interference with local freight delivery systems important to the City’s economic recovery. 
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MEMORANDUM 

 
 
To:  Kevin Nielsen 
Title:  Marysville Public Works Director 
From:  Edward Koltonowski  
Subject: Cherry Point Coal Export Facility Rail Operations; GTC #11-036 
Date:  June 15, 2011 
 
This memorandum is to identify some of the possible Rail Impacts associated with transport of coal to the 
proposed Cherry Point Facility on the City of Marysville WA.  We understand a terminal capable of 
exporting 54 million tons of coal per year is proposed north of Bellingham. 
 
GTC understands that the probable route of the coal delivery trains for Cherry Point would be from 
Wyoming/Montana, through Spokane, along the Columbia River and then up from the south from Seattle 
north to Bellingham and then to Cherry Point, along the Burlington Northern Santa Fe mainline.  The route 
follows the rail tracks that run north south directly through the heart of the business district of the City of 
Marysville Washington.  According to the applicant’s Project Information Document (Feb. 2011), full 
buildout of the coal export facility would result in 9 full northbound  trains along this line a day, which 
equates to 18 train trips a day, however, nothing in the project materials specifies a maximum.  The 18 trains 
per day round trip could be increased if export capacity of the proposed port were expanded in the future.  
Each train may be over 1.5 miles long, which at 30 miles per hour would mean approximately 6-7 minutes 
between train approach warming/gate closure and ultimate gate opening or at 5 miles per hour  could take 
approximately 14-18 minutes to clear a crossing.  The 18 trains per day would equate to approximately one 
additional coal train every 1.3 hours, all day long, in addition to existing train traffic. 
 
The BNSF rail way tracks bisect all of the major arterial roads that connect the City business and residential 
areas with I-5. Preliminary review indicated that the additional trains from the Cherry Point operations would 
have a significant impact on the commercial district and quality of life for the City of Marysville. We have 
the following comments based on preliminary research: 
 

1. The City is finalizing its downtown vision plan. A downtown bisected by   16-18 coal train trips per 
day rumbling through its “green downtown”  for several hours a day is not part of that vision.  

2. The City’s downtown access plan has identified major east west improvement needs (i.e. additional 
lanes on SR-528) under the I-5 structure and an extension east of 1st Street alternative corridor south 
of the mall.  Both these future critical links have at-grade crossing that the traffic modeling by HDR 
shows are significantly impacted by the train movements. This would result in their 1st Street and I-
5/SR-528 improvements would be negated when a train crosses in the peak hour.  

3. Due to speed restriction approach warning, trains through Marysville downtown  means the barriers 
are down for approximately 6-8 minutes (over 400 seconds) for the larger (over  one mile long) 
freight trains. This is the equivalent of 3-4 continuous red lights cycles in a row for a normal signal 
on 4th Street.  The Institute of Traffic Engineers identifies an average delay of over 80 seconds as 
level of service F - the city’s standard for normal roadway operation is LOS D i.e. allowing only 60 
seconds as the worst delay for normal conditions.  

4. With the increase in number of long coal trains, the nightmare scenario for the city is having all its I-
5 entrances blocked at the same time, i.e. SR-528, 88th and 116th.  The recent capacity improvement 
on 116th Street completed by the city would be negated by the increased coal train activity.  
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5. Marysville is one of the largest cities with the highest traffic volume j that does not have at least one 
grade-separated crossing for its major access.  For example look at Everett to the south; it’s last 
major at grade rail crossing (Pacific Avenue) was grade separated over a decade ago and it carries 
less traffic than SR-528 or 88th Street.  

6. A single long train will close the gates from 1st North to 88th Street at the same time the rail crossing 
between 88th Street and 1st Street carry approximately 7,000 PM peak hour trips or over 80,000 daily 
trips.  The rail crossing to the north at 116th Street also carries approximately 20,000 daily trips. The 
addition of just 16 train trips will block the Marysville main lifeline to I-5 for an additional 2-3 hours 
a day.   

7. Within the last 5 years there have been approximately 30 accidents at rail crossings in the City of 
Marysville, nearly half involving the actual rail gates and one with a vehicle struck by a train in 
December 2008 causing serous injury to two people at the 88th Street crossing. The remainder was 
mainly rear ends of vehicles stopping for the gate closures (based on the State’s accident data base).  

8. Already today the presence of a long freight train during the peak hours creates back ups from the I-5 
ramps onto the mainline.  The Puget Sound Regional Council (PSRC), the City of Marysville and 
Tulalip Tribes have identified capacity improvement needs at both the 88th Street and 116th Street 
interchanges due to existing congestion at these ramps.  WSDOT over the last few years has already 
maximized the queuing capacity of the ramps through deviations to standards to restripe shoulders to 
accommodate the queuing created when trains block access from I-5 to the City.  Adding 18 trains 
per day to existing levels will likely exacerbate this problem by a significant factor.  Any 
environmental review of rail line impacts should study this current condition and likely increased 
impact, including costs to mitigate the effects. 

9. The City of Marysville, John McCoy (State Representative), and Tulalip Tribes have long envisioned 
a passenger train station on the Marysville line (Policy Point T-9c.1 of the Marysville Adopted 
Transportation Element).  The increased coal train activity hampers that plan. 

10. The Cherry Point applicant argues that the coal train activity will only bring train activity back up to 
the level it was before the economic crash, and therefore there is no impact.  This is misleading 
because as soon as the economic recovery really starts to take hold, those previous train activities 
will also pick up, as well vehicular traffic on the roads.  At that point, even greater impacts will 
begin. 

11. Train delays at crossings are often eliminated by constructing grade separation, which allows traffic 
to pass over or under railroad tracks. The City’s transportation element Policy T-1E.6 identifies a 
priority in needing to minimize the number of at grade-crossings.  While grade separation is desired 
in the City plan, these improvements are typically multi-million dollar solutions and funding is not 
yet planned.   
 

This analysis of possible rail line impacts associated with the increase of 18 trains per day serving the 
Cherry Point Coal export facility is preliminary and is intended to illustrate some of the potential 
problems and areas deserving detailed study during the SEPA review for the facility.  This preliminary 
analysis suggests potentially severe consequences for the City’s transportation plan and improvements, 
with increases in risk of accidents. 

 
 

 
CC:   Jon Nehring, Mayor 

Gloria Hirashima, City of Marysville 
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MEMORANDUM 

 
 
To:  Mr. Esco Bell PE 
Title:  City of Mt Vernon Public Works Director 
From:  Edward Koltonowski  
Subject: Cherry Point Coal Export Facility Rail Operations-Mount Vernon; GTC #11-036 
Date:  September 1, 2011 
 
This memorandum is to identify some of the possible rail impacts associated with transport of coal to the 
proposed Cherry Point Facility affecting the City of Mount Vernon and its access roads.  It identifies the 
potential impacts on the City’s downtown core area of Kincaid Street as well as the approach roads to the 
City, such as Blackburn Road to the south and College Way and Hoag Road to the north.  
 
The purpose of this preliminary report is to provide City staff with information that may be useful as the City 
prepares comments on the scope of the Cherry Point Environmental Impact Statement.  We understand the 
City may wish to conduct additional data collection and modeling and hope that this preliminary research 
provides some baseline data to help understand possible impacts and the issues involved in assessing any 
proposed mitigation. 
 
1. Project Description and Expected Delays 

 
We understand a terminal capable of exporting 48-54 million tons of coal per year is proposed north of 
Bellingham. GTC understands that the probable route of the coal delivery trains for Cherry Point would be 
from Wyoming/Montana, through Spokane, along the Columbia River and then up from the south from 
Seattle north to Bellingham and then to Cherry Point, along the Burlington Northern Santa Fe mainline.  The 
route follows the rail tracks that run north-south directly through the center of the City of Mount Vernon, 
Washington.   
 
According to the applicant’s Project Information Document (Feb. 2011), full buildout of the coal export 
facility would result in 9 full northbound trains along this line a day, which equates to 18 train trips a day; 
however, nothing in the project materials specifies a maximum.  The 18 trains per day round trip could be 
increased if export capacity of the proposed port were expanded in the future.  The current port proposal 
occupies 350 acres of a 1,000-acre site.  Each train may be over 1.5 miles long, which at 50 miles per hour 
would mean approximately 3-4 minutes between train approach warning/gate closure and ultimate gate 
opening.  At -35 miles per hour it could take approximately 6-7 minutes to clear a crossing as the siding near 
this area is rated for 35mph.  The 18 trains per day would equate to approximately one additional coal train 
every 1.3 hours, all day long, in addition to existing train traffic.  Thus, train crossing delays in Mt Vernon 
can be estimated to increase with an additional train every every 1.3 hours, if train trips were evenly spaced 
throughout the day and night, at between 3-4 minutes and 6-7 minutes depending on if they are having to use 
the siding or not. 
 
2. Affected Crossings 
 
The BNSF rail way tracks bisect the eastern residential area of Mt Vernon (including the high school and 
hospitals) from the west side of Mt Vernon that includes the downtown business core.  The City of Mt 
Vernon has four roads connecting its downtown business core to areas of the City to the eastern 
residential/School/hospital are, three of which are directly affected by the proposed increase of rail traffic 
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while 4th Street has a grade separated crossing.  However, SR-536/Kincaid, Fir Street, and College Way 
crossings are all at grade/gate controlled. SR-536/Kincaid and SR-538/College are also the major access to I-
5 for the central city area and residential area east respectively.  Due to these constraints, our preliminary 
review indicated that the additional trains from the Cherry Point operations would have a potential significant 
impact on the commercial district and quality of life for the City of Mt Vernon residence. Of primary concern 
are potential backups onto I-5 and the likely drop in level of service on city streets and emergency response, 
thus affecting future development potential in the City. 
 
3. Analysis of Potential Impacts 
 
We have the following comments based on preliminary research: 

 
1. The City’s comprehensive plan identifies several road segments that will be at capacity that are 

bisected by rail crossing such as College Way and Kincaid.   This analysis identified the need for 
additional routes between the residential area to the east and the commercial area.  The potential to 
obtain improved or additional rail crossings in the future would likely be complicated by the 16-18 
additional trains for the Cherry Point facility. 

2. Due to a speed restriction approach warning, train travel through Mt Vernon downtown means the 
barriers are down for approximately 3-4 minutes (over 200 seconds) for the larger (over one mile 
long) freight trains. This is the equivalent of 2-3 continuous red lights cycles in a row for a normal 
signal on Kincaid or Collage.  The Institute of Traffic Engineers identifies an average delay of over 
80 seconds as level of service F. The City’s standard for normal roadway operation is LOS D, i.e. 
allowing only 60 seconds as the worst delay for normal conditions.  The addition of 16-18 trains per 
day would call into question whether the City can maintain its adopted LOS D standard. This may be 
central to future concurrency determinations by the City affecting future development projects. 

3. With the increase in number of long coal trains at the Fir, Kincaid or College crossing, the only 
alternative east-west for local traffic is the regional the 4th Street grade separated crossing as the 
“local” east west route becomes degraded with the increased coal trains.  This is a particular issue 
during summer peaks, as Kincaid and College already approach capacity limits.   

4. There is a probable issue concerning emergency services response times, in a scenario where the 
only reliable east-west crossing between the business district to the west and the residential area to 
the east is 4th Street.  Adding 16-18 additional trains per day to service Cherry Point could tip the 
balance at a critical time when emergency responses are needed. 

5. Within the last 5 years there have been approximately 25 accidents at the MT Vernon crossings 
including a death when a passenger vehicle hit a signal pole.  Approximately half were rear ends as 
gates closed with also several gate collisions. In addition there were four train-road vehicle accidents 
recorded at the Mt Vernon crossing in the last five-year reporting period.  

6. Already today the presence of a long freight train during the peak hours creates separation in the 
downtown core.  The WSDOT 2010 annual count data base identified that approximately 17,000 
daily trips cross the Kincaid tracks on an average day and approximately 24,000 daily trips cross the 
College way tracks.  The City’s 2008 comprehensive plan recorded approximately 10,000 daily trips 
along Hoag Road, 7,000 daily trips along Fire and nearly 18,000 trips along Riverside at the 
crossing.  The future 2025 projections showed significant growth at all the crossings.  We also know 
that summer peak volumes are considerably bigger.   Therefore the main at grade rail crossing in the 
city have over 75,000 daily vehicles crossing a day.   With the doubling of train traffic with coal 
trains that take 3-4 minutes to cross (if not delays/slowing) the cumulative additional delay to drivers 
is potentially significant.  Any environmental review of rail line impacts should study this current 
condition and likely increased impact, including costs to mitigate the effects.  One form of mitigation 
is to create grade-separation, with either a tunnel or a bridge.  The City may wish to request that 
mitigation as part of the environmental review process for Cherry Point. 
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7. Skagit County communities and the State have recently invested heavily in improved passenger train 
(AMTRAK) services for the north end.  Freight traffic on the single rail line north of Everett is 
expected to double with the Cherry Point proposal.  Under BNSF’s policy, it is our understanding 
that freight deliveries are not scheduled to the same on-time reliability demands of passenger trains 
but can still take precedence over passenger rail under certain circumstances.  The City may wish to 
analyze the degree to which a doubling of freight traffic is expected to adversely affect the reliability 
of existing passenger rail schedules and also whether it will diminish opportunities to expand 
passenger rail.  In 2001, the City participated in a state-sponsored study of the potential for passenger 
rail expansion, titled:  Pacific Northwest Rail Corridor: Everett to Blaine Commuter Rail 
Preliminary Feasibility Study.  On Page IV of the Executive Summary, the report concludes that 
there may be a viable market for commuter rail north of Everett by the year 2030.  In 2004 the North 
Sound Regional Study conducted by Cascadia for Whatcom Council of Governments identified 
again the potential of significant rail capacity issues identified by BNSF. The City may wish to 
comment on whether the Cherry Point proposal affects the conclusions in those studies. 

 
The City 2008 Comprehensive Transportation Element identifies in policies such as Goal 4  
Objective T-41 the need for truck and rail access to its industrial area. The States 2006 “statewide 
Rail Capacity and System Needs study” identifies a key issue affecting that access to local business 
as follows: 

The Railroads Are Focusing on High-Volume and Long-Haul Services, But the State’s 
Industrial and Agricultural Shippers Also Need Low Volume and Short-Haul Services.  
 
Long-haul intermodal container trains and long-haul unit grain trains moving to and from 
Washington State’s ports are the least complex and the most profitable for the Class I 
railroads to operate. As a result, the railroads have reoriented their operations to 
accommodate this business. But many Washington State shippers are low-volume carload 
shippers who generate only a few dozen carloads a week or a month, and they are being 
priced out of the rail market.  
 

So a key question may be whether this interstate traffic from the coal trains will have the impact of 
reducing the availability of local rail spur business necessary to serve Mount Vernon businesses.  
These issues can be analyzed as part of the economic impact analysis we understand must be 
completed as part of the environmental review for the project. 

 
8. The Washington State 2010-2030 Freight Rail Plan published by WSDOT in December 2009 

identified that the rail line in this area in 2008 was already at its capacity of 18 trains per day 
(Exhibit 3-9).  The state plan shows that it hopes to increase that capacity to 30 trains per day; 
however the design and cost of the specific improvements needed to do that have not yet been 
identified.  Additional study and inquiry should be conducted to determine whether federal or state 
funding is committed to expand the capacity of the BNSF freight system, sufficient to allow the 
projected additional 16-18 trains per day and still leave adequate capacity for local freight and future 
commuter services. 

9. The Cherry Point applicant and its advocates argue that the coal train activity will only bring train 
activity back up to the level it was before the economic recession of 2007/2008, and therefore there 
is no impact.  In our judgment, this conclusion is not supportable, because as soon as the economic 
recovery really starts to take hold, those previous train activities will also pick up, as well vehicular 
traffic on the roads.  At that point, even greater impacts will begin to accumulate.  Additional work is 
needed to obtain reliable information concerning pre-recession and historic train levels, the length of 
trains and delay times.  Reliable projections of train and road traffic during economic recovery are 
critical to obtaining realistic estimates of delays and impacts.  Assumptions from the past should be 
regarded critically. 
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10. Train delays at crossings are often eliminated by constructing grade separation, which allows traffic 
to pass over or under railroad tracks.  While grade separation is desirable particularly because of the 
already complicated I-5 interchanges intersections and the Mount Vernon transit center, these 
improvements are typically multi-million dollar solutions and funding is not yet planned.  Estimates 
of this mitigation may be obtained by the City, in conjunction with estimates of similar 
improvements to be requested by other cities, counties and WSDOT.  It is our understanding, for 
example, that replacement of the Skagit River Bridge may be necessary to support the proposed 
heavy coal rail increases.  The budget for design and construction of that improvement alone may be 
half a billion dollars.  We recommend that local jurisdictions provide regulating authorities with 
detailed assessments of mitigation and funding necessary to alleviate the impacts that will results 
from the additional 16-18 trains per day serving the Cherry Point export facility. 

 
4. Conclusions 
 

This analysis of possible rail line impacts associated with the increase of 18 trains per day serving the 
Cherry Point Coal export facility is preliminary and is intended to illustrate some of the potential 
problems and areas deserving detailed study during the SEPA review for the facility.  This preliminary 
analysis suggests potentially severe consequences for the City’s transportation plan and improvements, 
with increases in risk of accidents, impacts to the City’s levels of service, ability to provide effective 
emergency response times, and possible interference with local freight delivery systems important to the 
City’s economic recovery. 



 
 
 
 
 
 
 
 

ATTACHMENTS FOR CITY OF MT. VERNON 
RAIL CAPACITY PRESENTATION 

 
 
 
 

• Rail Crossing Inventory 
• Daily Traffic at Crossings 
• Transportation Element Information 
• Accident History Data 
• State Report Information 
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MEMORANDUM 

 
 
To:  Mr. Peter Hahn 
Title:  City of Seattle, Director Seattle Department of Transportation 
From:  Edward Koltonowski  
Subject: Cherry Point Coal Export Facility Rail Operations-City of Seattle – Preliminary Report; GTC 
#11-036 
Date:  February 13, 2012 
 
 
This memorandum identifies some of the possible rail impacts associated with transport of coal to the 
proposed Cherry Point Facility affecting the City of Seattle and its access roads.  It preliminarily identifies 
the potential impacts on the City’s Sodo and waterfront area where surface traffic intersects with the main 
line.  
 
The purpose of this preliminary report is to provide City staff with information that may be useful as the City 
evaluates its position on the proposed project and prepares comments on the scope of the Cherry Point 
Environmental Impact Statement.  We understand that the City may wish to conduct additional data 
collection and modeling and hope that this preliminary research provides some baseline data to help 
understand possible impacts and the issues involved in assessing any proposed mitigation. 
 
1. Project Description and Expected Delays 

 
We understand that Pacific International Terminal, a wholly owned subsidiary of SSA Marine, is proposing 
to develop the Gateway Pacific Terminal at Cherry Point, Washington. This terminal would be capable of 
exporting 48-54 million tons of coal per year is proposed north of Bellingham. GTC understands that the 
probable route of the coal delivery trains for Cherry Point would be from Wyoming/Montana, through 
Spokane, along the Columbia River and then up from the south from Seattle north to Bellingham and then to 
Cherry Point, along the Burlington Northern Santa Fe mainline.  The route follows the rail tracks that run 
north-south directly through the west part of the City of Seattle, Washington.   
 
According to the applicant’s Project Information Document (Feb. 2011), full build out of the coal export 
facility would result in 9 full northbound trains along this line a day, which equates to 18 train trips a day; 
however, nothing in the project materials specifies a maximum.  The 18 trains per day round trip could be 
increased if export capacity of the proposed port were expanded in the future.  The current port proposal 
occupies 350 acres of a 1,000-acre site.  Each train may be over 1.5 miles long, which at 50 miles per hour 
would mean approximately 3-4 minutes between train approach warning/gate closure and ultimate gate 
opening.  At 35 miles per hour it could take approximately 6-7 minutes to clear a crossing as the siding near 
this area is rated for 35mph.  The 18 trains per day would equate to approximately one additional coal train 
every 1.3 hours, all day long, in addition to existing train traffic.  Thus, train crossing delays in Seattle can be 
estimated to increase with an additional train every every 1.3 hours, if train trips were evenly spaced 
throughout the day and night, at between 3-4 minutes and 6-7 minutes depending on if they are having to use 
sidings or not. 
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2. Affected Crossings 
 
The BNSF rail way tracks bisect the western waterfront area of Seattle (including the terminals in the Broad 
Street area and stadiums) from the east side of Seattle that includes the downtown business core and 
residential area.  The federal inventory of crossing identifies nearly 200 rail and spur crossing in the Seattle 
limits.  The significant crossing that would be directly impacted by additional trains is probably on the 
Wenatchee-Seattle and Seattle Vancouver lines.    These include the following crossings 

• Spokane St 
• Lander St 
• Holgate ST 
• Broad St 
• Clay St 
• Vine St 
• Wall St 

 
The City and Sate has already heavily invested in improved crossing and grade separation.  However due to 
the city street system layout, grades and the waterfront  the high traffic volumes in Seattle will still be 
impacted with increased train traffic and additional grade crossing or mitigation may be needed with a 
significant increase in train traffic.    
 
3. Analysis of Potential Impacts 
 
We have the following comments based on preliminary research: 

 
1. The City’s Transportation Element and Freight Mobility Strategic Action plan identified the 

importance of local freight access for its business vitality and also the importance of partnership 
investment in it key crossing to pursue additional grade separation.  A potential mitigation for the 
additional freight traffic may be to assist in the construction of additional grade separated crossing 
for the City such as Lander St. 

2. The City’s Transportation Element strongly supports increased non motorized transportation such 
as bike trails.  There are several miles of bike trail and waterfront park areas however that are not 
easily accessed due the rail lines.  Additional grade separated crossing front non motorized transport 
in that area such as the sculptor Park Eliot Bay; Interbay Golden Gardens etc should be investigated 
and proposed. .  

3. Due to a speed restriction approach warning, train travel through the  downtown means the barriers 
are down for approximately 3-4 minutes (over 200 seconds) for the larger (over one mile long) 
freight trains. This is the equivalent of 2-3 continuous red lights cycles in a row for a normal signal 
on Broad or Lander.  The Institute of Traffic Engineers identifies an average delay of over 80 
seconds as level of service F. The City’s standard for arterial roadway operation is LOS D for SEPA 
impact review, i.e. allowing only 55 seconds as the worst delay for normal conditions.  The addition 
of 16-18 trains per day would trigger potential SEPA review for the city. 

4. With the increase in number of long coal trains at the Belltown waterfront area and cruise ship 
terminal access crossing, steep grade there are no alternative east-west grade separated in the area 
north of downtown once the trains come out of the tunnel.  This will create particular challenges 
during summer peaks, with the waterfront parks, tourist traffic, cruise ship passengers, visitors to 
the SAM Sculpture Garden and other uses.  Mitigation could hypothetically include a grade 
separated crossing to the waterfront such as Broad Street, although the topography and local 
improvements will likely make this difficult. 

5. Within the last 5 years there have been 27 collisions involving trains at public crossings including a 
fatality at the Holgate crossing this January. In total, the State accident base has recorded 
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approximately 100 accidents at train crossings in the last 5 year reporting period in the City of 
Seattle.  

6. Already today the presence of a long freight train during the peak hours creates separation from the 
some of the City’s waterfront amenities and businesses.  The City’s  annual counts show over  
9,000 daily trips at the Broad Street crossing and over 15,000 daily trips on  S. Lander just west of 
6th Avenue while S. Holgate carries over 6,000 daily trips in that vicinity.   With the additional coal 
trains that will take a minimum of 3-4 minutes to cross (without accounting for significant train 
delays or slowing at the crossings) the cumulative additional delay to drivers is potentially 
significant.  Any environmental review of rail line impacts should study this current condition and 
likely increased impact, including costs to mitigate the effects. It should also evaluate the costs to 
businesses from delays in shipping, employee availability and other factors.   The City may wish to 
request that the GPT EIS to include mitigation such as funding for planned grade separated 
crossings. 

7. Sound Transit communities and the State have recently invested heavily in improved passenger 
train services for the north end.  Freight traffic on the rail line between Seattle and Everett could 
increase from the current baseline of approximately 40 a day (based on US DOT crossing inventory 
Information) to 50-55 with the Cherry Point proposal.  Under BNSF’s policy, it is our 
understanding that freight deliveries are not scheduled to the same on-time reliability demands of 
passenger trains but can still take precedence over passenger rail under certain circumstances.  The 
City may wish to ensure that the EIS analyzes the degree to which  increasing freight traffic is 
expected to adversely affect the reliability of existing passenger rail schedules and also whether it 
will diminish opportunities to expand future passenger rail.  Since Sound Transit’s North Corridor 
transit EIS identified  the preferred alternative as the I-5 alignment ( instead of  the SR-99 
alignment) it becomes even more imperative to the City to preserve this existing rail corridor for 
passenger service to the neighborhoods closer to Puget Sound to the north.  The City may wish to 
comment on whether the Cherry Point proposal affects the conclusions in those studies. 

 8. The  2006 “Washington State Rail Capacity & System Needs Study  
 ” identifies a key issue affecting local business and Port access to rail shipments for their products. 
The report states: 
 

The Railroads Are Focusing on High-Volume and Long-Haul Services, But the State’s 
Industrial and Agricultural Shippers Also Need Low Volume and Short-Haul Services.  
 
Long-haul intermodal container trains and long-haul unit grain trains moving to and from 
Washington State’s ports are the least complex and the most profitable for the Class I 
railroads to operate. As a result, the railroads have reoriented their operations to 
accommodate this business. But many Washington State shippers are low-volume carload 
shippers who generate only a few dozen carloads a week or a month, and they are being 
priced out of the rail market.  
 

[Page 49 of attachments]. So a key question may be whether this interstate traffic from the coal trains 
will have the impact of reducing the availability rail shipment to local rail spur business such as 
tenants of the Port of Seattle.  These issues should be analyzed as part of the economic impact 
analysis we understand must be completed as part of the environmental review for the project. 

 
9.  The Washington State 2010-2030 Freight Rail Plan published by WSDOT in December 2009 
identified that the rail line north of the city to Everett in 2008 as having a capacity of 60 trains per day 
(Exhibit 3-9).  The existing use of the line is 40-45 based on the US DOT inventory reports that were 
accesses in 2011.  The state plan shows that it hopes to increase that capacity to 80 trains per day; 
however, the design, cost and funding of the specific improvements needed to do that were not available 
at the time of this reports completion.  Additional study and inquiry should be conducted to determine 
whether federal or state funding is committed to expand the capacity of the BNSF freight system, 

Tel: 425-339-8266  Fax: 425-258-2922  E-mail: info@gibsontraffic.com 
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sufficient to allow the projected additional 16-18 trains per day and still leave adequate capacity for 
freight on this critical corridor to such businesses as the Port of Seattle, the Everett Boeing plant, and 
local businesses, as well as expanded commuter services.10. The Cherry Point applicant and its 
advocates argue that the coal train activity will only bring train activity back up to the level it was 
before the economic recession of 2007/2008, and therefore there is no impact.  In our judgment, this 
conclusion is not supportable, because as soon as the economic recovery really starts to take hold, those 
previous train activities will also pick up, as well as vehicular traffic on the roads.  At that point, even 
greater impacts will begin to accumulate.  Additional work is needed to obtain reliable information 
concerning pre-recession and historic train levels, the length of trains and delay times.  Reliable 
projections of train and road traffic during economic recovery are critical to obtaining realistic estimates 
of delays and impacts.  Assumptions from the past should be regarded critically. 
 
11. Train delays at crossings and the separation of non motorized traffic from city waterfront amenities 
can sometimes be eliminated by constructing grade separation, which allows traffic or pedestrians/bikes 
to pass over or under railroad tracks.  While grade separation can be a desirable solution, these 
improvements typically multi-million dollar projects and involve substantial amounts of public funding.  
We recommend that local jurisdictions provide the regulating authorities with detailed assessments of 
mitigation and funding necessary to alleviate the impacts that will results from the addition of up to 18 
trains per day serving the Cherry Point export facility. 

 
4. Conclusions 
 

This analysis of possible rail line impacts associated with the increase of up to 18 trains per day serving 
the Cherry Point Coal export facility is preliminary and is intended to investigate some of the potential d 
areas deserving detailed study during the SEPA review for the facility.  This preliminary analysis 
suggests potentially severe consequences for the City’s transportation plan and improvements, with 
increases in risk of accidents, impacts to the City’s levels of service, ability to provide effective 
emergency response times, and possible interference with local freight delivery systems important to the 
City’s economic recovery. Based on the results of this preliminary analysis, we recommend that the City 
conduct or request a more detailed evaluation of the specific impacts on specific crossings and 
intersections. Gibson Traffic Consultants has conducted preliminary evaluations of traffic impacts from 
the Cherry Point proposal for the communities of Burlington, Marysville, Mt. Vernon, and Stanwood. 
The results of these analyses can be found here:  http://www.coaltrainfacts.org/gtc-traffic-study-
burlington-marysville-mt-vernon-and-stanwood-wa. In many cases, these evaluations show severe 
degradation in level of service for key arterials that cross the tracks.  Please feel free to contact us should 
you have any questions regarding this preliminary analysis. 

Tel: 425-339-8266  Fax: 425-258-2922  E-mail: info@gibsontraffic.com 
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Introduction 
  

 Western Organization of Resource Councils (WORC) is a regional network of seven (7) 
grassroots community organizations that include 10,000 members and 38 local chapters.  
WORC’s member organizations are: Dakota Rural Action; Dakota Resource Council; Idaho 
Rural Council; Northern Plains Resource Council; Oregon Rural Action; Powder River Basin 
Resource Council; and Western Colorado Congress.  WORC’s mission is to advance the vision 
of a democratic, sustainable and just society through community action.  WORC is committed to 
building sustainable environmental and economic communities that balance economic growth 
with the health of people and stewardship of their land, water and air resources. 
 
 WORC is concerned about the potential impacts associated with the recent and projected 
significant increase in U.S. coal exports and related railroad shipments.  Total U.S. export coal 
shipments increased from approximately 81.7 million tons in 2010 to 107.3 million in 2011.1   
This increase in U.S. coal exports is illustrated in the following chart:  
 

Figure 1 
 

U.S. Export Coal Tonnage Since 2005 
 

 

                                                 
 
1 U.S. Energy Information Administration (EIA), U.S. Coal Exports, Table 7.  Export coal tons are 

often expressed in metric tons (2,204.6 lbs.), whereas U.S. mine production and railroad coal tons 
are normally expressed in U.S. short tons (2,000 lbs.).  Unless otherwise noted, the tons referenced 
herein, such as the referenced 82 and 107 million U.S. export coal tons, are listed in short tons. 
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 The increase in U.S. coal exports can be attributed, in part, to the significant growth in 
export coal shipments to Asian markets, such as China, Japan, and South Korea, which increased 
from approximately 17.9 million in 2010 to 27.5 million in 2011.  Total steam coal exports to 
Asia have increased from approximately 4.9 million in 2010 to over 7.8 million in 2011 and will 
likely exceed 12 million in 2012.2   
 

 U.S. coal producers and suppliers are actively looking to expand steam coal production 
from mines and origins in the Powder River Basin (PRB) in Montana and Wyoming and shift 
significant coal volumes away from domestic destinations to existing and proposed Pacific 
Northwest (PNW) export coal terminals, in order to compensate for a recent and projected 
decline in domestic steam coal-fired power production and take advantage of the growing Asian 
steam coal market.  Currently, there are only three (3) PNW export coal terminals in British 
Columbia (BC), which handle approximately 5 million tons of PRB coal per year.  In order to 
meet large export tonnage goals and reduce transportations costs, at least six (6) U.S. PNW 
export terminals are being considered in Washington and Oregon.  The nine (9) existing and 
planned PNW export coal terminals are listed in the following table and described in more detail 
herein: 
 

Figure 2 
 

Existing and Proposed PNW Export Coal Terminals 
 

British Columbia 

Roberts Bank, BC (Westshore) 
N. Vancouver, BC (Neptune) 
Prince Rupert, BC (Ridley) 

Washington 

Cherry Point, WA (Bellingham) 
Longview, WA 

Grays Harbor,WA (Hoquiam) 

Oregon 

Coos Bay, OR 
St. Helens, OR (Westward) 
Boardman, OR (Morrow) 

                                                 
 

2 In the past, most U.S. export coal shipments have been metallurgical coal (approximately 69.5 
million tons in 2011).  Europe, which received over 53.9 million tons of U.S. coal exports in 2011, 
has historically been the largest destination market for U.S coal exports.  Consequently, the largest 
U.S. export coal ports are currently East coast ports such as Norfolk, Virginia and Baltimore, 
Maryland and Gulf coast ports such as New Orleans, Louisiana and Mobile, Alabama.  
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 State and local governments have expressed concerns about the proposed expansion of 
PNW export coal terminals.  For example, in a recent letter from Oregon Governor John A. 
Kitzhaber to U.S. Secretary of Interior Ken Salazar and others, the Governor requested a 
programmatic and comprehensive environmental impact statement (EIS) under the National 
Environmental Policy Act to look at the “unprecedented number of export coal proposals.”3  The 
Seattle City Council also recently unanimously passed a resolution in opposition to the 
transportation of coal through Seattle, which highlights the negative impacts from the significant 
increase in coal trains that would run through Seattle.4 
 

 Based on announced and proposed expansion plans associated with these existing and 
proposed PNW export coal terminals, PRB to PNW export coal shipments, which amounted to 
only a few million tons five years ago, could very well exceed 75 million tons per year by 2017 
and 170 million tons by 2022.  The projected annual volumes are shown in the following table:   
 

Figure 3 
 

Projected Annual PRB to PNW Export Coal Tons 
(Millions of Short Tons) 

 

PNW Export Coal Terminals 2012 2017 2022 
  

Roberts Bank, BC (Westshore)  5.0 8.0 15.0
N. Vancouver, BC (Neptune) 0.0 2.0 5.0
Prince Rupert, BC (Ridley) 0.0     1.5     5.0
Existing British Columbia Coal 5.0 11.5 25.0

Cherry Point, WA (Bellingham) 0.0 27.5 52.5
Longview, WA 0.0 27.5 48.0
Grays Harbor, WA (Hoquiam) 0.0     0.0   5.0
Proposed Washington Coal Terminals 0.0 55.0 105.5

Coos Bay, OR 0.0 0.0 10.0
St. Helens, OR  (Westward) 0.0 5.0 21.0
Boardman, OR (Morrow) 0.0     3.5     8.5
Proposed Oregon Coal Terminals 0.0 8.5 39.5

Total to PRB to PNW Export Coal Tons 5.0 75.0 170.0
     

 
  

                                                 
 
3  Letter from Governor John A. Kitzhaber dated April 25, 2012. 
4  http://www.seattle.gov/council/newsdetail.asp?id=12809&dept=28 
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 The proposed expansion of PNW export coal terminal capacity will likely result in an 
explosion in PRB to PNW coal exports and railroad export coal movements.  Two major U.S. 
Class I railroads dominate the PNW region as well as the PRB coal transportation market: BNSF 
Railway Company (BNSF) and Union Pacific Corporation (UP).5  BNSF serves PRB origins in 
Montana and Wyoming.  UP serves PRB origins in Wyoming, which are jointly served by 
BNSF.  There are currently six railroad PRB coal lines in Montana and Wyoming and one 
proposed new coal line in Montana, which serve approximately twenty coal mines and would 
feed PRB export coal trains onto railroad mainlines for movement to the nine existing and 
proposed PNW terminals.  The coal mines served by BNSF and UP are owned and operated by a 
few major coal companies, such as Peabody Energy, Arch Coal and Cloud Peak, which would 
work with the railroads and PNW export terminals in regard to export coal shipments.  These 
PRB coal mines, railroad coal lines and railroad routes are described in more detail herein. 
 

 Repetitive and voluminous PRB to PNW export coal movements will obviously benefit 
the coal companies, railroads and terminal companies by generating billions of dollars in annual 
revenues and profits, but these coal movements will have a wide-range of adverse 
environmental, economic, transportation, public safety and other impacts.  As described herein, 
the rail routes potentially impacted by the increase in PRB to PNW export coal cover an 
extremely broad impact area covering a total rail distance of over 4,000 miles.  The impacted 
railroad routes traverse through many major populated areas, such as Spokane and Seattle, 
Washington, Billings, Montana and Portland, Oregon, as well as many environmentally sensitive 
areas, such as Glacier National Park in Montana.  
 

 WORC is concerned about the environmental, economic, transportation and other 
impacts associated with the expected increase in rail tonnage from the PRB coal mines to PNW 
export terminals and prepared this report to study the possible impacts associated with the 
expected increase in railroad export coal movements from PNW origins to PNW export 
terminals.  WORC retained the consulting firms of Whiteside & Associates (TCW), a 
transportation and marketing consulting firm located in Billings, Montana, and G. W. Fauth & 
Associates, Inc. (GWF), an economic consulting firm specializing in transportation issues 
located in Alexandria, Virginia, to study the possible environmental, economic and 
transportation impacts associated with the expected increase in railroad export coal movements 
from PNW origins to PNW export terminals.  Richard H. Streeter, an attorney in Washington, 
DC specializing in transportation issues, also contributed to this report.   

 
                                                 
 

5  On Feb. 12, 2010, Burlington Northern Santa Fe, LLC, (formerly known as Burlington Northern 
Santa Fe Corporation) and BNSF Railway Company became subsidiaries of Berkshire Hathaway 
Inc. 
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Executive Summary 

 

  The U.S. coal export market is headed for explosive growth of coal movements 
from the PRB region in Montana and Wyoming to nine existing and proposed 
PNW export terminals in Oregon, Washington and British Columbia. 

 

  The projected movement of 75 million tons per year by 2017 to 170 million tons 
per year by 2022 will generate billions of dollars in annual revenues for 
railroad, coal and terminal companies. 

 

  Although BNSF, UP and other railroads will be involved in the PRB to PNW 
export coal transportation market to some extent, BNSF’s routes are 
significantly shorter than UP’s routes and BNSF has a lower cost structure.  
Thus, BNSF can provide transportation rates which are significantly lower than 
UP and will likely capture the lion’s share and dominate the expanding and 
lucrative PRB to PNW export coal market. 

 

  The total rail route miles potentially impacted cover an extremely broad impact 
area covering a total rail distance of over 4,000 miles.  The impacted railroad 
route miles would directly impact over 48,977 acres based on a 100 ft. right-of-
way (ROW). 

 

  The projected movement of 75 million tons per year by 2017 to 170 million tons 
per year by 2022 will equate to the movements of 27.86 to 63.15 loaded and 
empty coal trains per day.  These repetitive 1¼-mile long loaded and empty coal 
trains will be going through numerous populated cities, towns, communities 
(such as Spokane, Washington, Seattle, Washington, Billings, Montana and 
Portland, Oregon), parks, forests, historical areas and other environmentally 
sensitive areas (such as Glacier National Park in Montana).   

 

  In addition to the obvious environmental and traffic concerns, the expected 
large coal volumes will result in several major choke points and bottlenecks and 
will likely cause rail congestion problems for the entire route.  Many of the 
impacted railroad line segments, such as the line known as “The Funnel” from 
Sandpoint, ID to Spokane, WA, already have significant rail capacity and 
congestion issues. 
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  Current railroad traffic, such as PNW import and export intermodal container 
traffic and export grain railroad traffic, would be adversely impacted by the 
reduction of rail capacity and would likely experience a deterioration of rail 
service, such as higher transit and cycle times and would likely incur higher 
costs in the form of higher freight rates and equipment costs. 

 
  The west bound movement of coal is likely to disrupt the frequency and 

reliability of inbound and outbound shipments of containerized traffic and that 
traffic would likely experience a diversion to California and Canadian ports 
where it will not be impacted by the congestion associated with the increased 
PRB to PNW coal shipments. 

 

  The two major cities that would be the most adversely impacted in terms of the 
expected export coal trains per day are: Spokane, Washington (pop. 208,916) 
and Billings, Montana (pop. 104,170).   Nearly every PRB to PNW loaded and 
empty coal train would move through these two cities (up to 63.2 trains per day 
through Spokane and 57.6 trains per day through Billings). 

 

  There are many areas along the railroad routes which would require major 
upgrading and expansion of existing railroad tracks and related infrastructure 
which could cost billions of dollars.  State and local governments would likely 
bear the brunt and burden of the related infrastructure costs in their localities 
and would likely be required to spend hundreds of millions of dollars in related 
mitigation, litigation, debt and other costs associated with the necessary 
improvements to accommodate export coal traffic levels. 

 
The following table shows the projected annual tons for 2017 and 2022 and estimated loaded and 
empty coal trains per day for 38 indentified and studied railroad line segments covering 4,054.1 
route miles: 
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Figure 4 

 
Impacted Railroad Line Segments 

(Sorted By Projected 2022 Export Coal Trains Per Day) 
 

  Coal Tons/Year Coal Trains/Day
Railroad Line Segment Railroad Miles (Millions) (Loaded & Empty) 

      2017  2022  2017  2022  
      
Sandpoint, ID to Spokane, WA (Latah Jct.) (The Funnel) BNSF 70.5 75.0 170.0 27.9 63.2 
Huntley, MT to Mossmain, MT (Billings) BNSF/MRL 24.8 60.0 155.0 22.3 57.6 
W. Dutch, WY to Huntley, MT BNSF 138.9 60.0 105.0 22.3 39.0 
Mossmain, MT to Sandpoint, ID (Helena, Missoula) MRL 564.2 35.0 90.0 13.0 33.4 
Spokane, WA (Latah Jct.) to Pasco, WA (SP&S Jct.) BNSF 149.4 40.5 88.0 15.0 32.7 
Campbell, WY to W. Dutch, WY BNSF 100.5 45.0 80.0 16.7 29.7 
Broadview, MT to Great Falls, MT BNSF 188.0 40.0 80.0 14.9 29.7 
Great Falls, MT to Shelby, MT BNSF 99.1 40.0 80.0 14.9 29.7 
Shelby, MT to Sandpoint, ID (Hi-Line) BNSF 337.9 40.0 80.0 14.9 29.7 
Everett, WA (PA Jct.) to Intalco, WA (Bellingham) BNSF 78.3 38.0 77.5 14.1 28.8 
Mossmain, MT to Broadview, MT BNSF 35.8 25.0 65.0 9.3 24.1 
Pasco, WA to Vancouver, WA (Columbia River Gorge) BNSF 219.8 28.5 58.5 10.6 21.7 
Spokane, WA (Latah Jct.) to Everett, WA (Stevens Pass) BNSF 301.1 28.5 58.0 10.6 21.5 
Intalco, WA to Cherry Point, WA BNSF 8.9 27.5 52.5 10.2 19.5 
Sarpy Jct., MT to Huntley, MT BNSF 66.1 0.0 50.0 0.0 18.6 
Eagle Butte Jct., WY to Campbell, WY BNSF 25.6 25.0 45.0 9.3 16.7 
Nichols, MT to Sarpy, Jct., MT BNSF 16.4 0.0 45.0 0.0 16.7 
Vancouver, WA to Longview, WA BNSF 35.4 25.0 43.0 9.3 16.0 
Ashland, MT to Miles City, MT TRRC 89.0 0.0 40.0 0.0 14.9 
Miles City, MT to Nichols, MT BNSF 51.6 0.0 40.0 0.0 14.9 
Shawnee Jct., WY to Campbell, WY (Joint Line) BNSF/UP 140.2 20.0 35.0 7.4 13.0 
Pasco, WA to Auburn, WA (Yakima) (Stampede Pass) BNSF 227.5 12.0 29.5 4.5 11.0 
Spring Creek, MT to W. Dutch, WY BNSF 22.8 15.0 25.0 5.6 9.3 
Intalco, WA to British Columbia Terminals BNSF/CN 49.7 11.5 25.0 4.3 9.3 
Spokane, WA to Hinkle, OR UP 171.0 6.0 24.0 2.2 8.9 
Hinkle, OR to Boardman, OR (Morrow) UP 20.0 6.0 24.0 2.2 8.9 
Portland, OR to St. Helens, OR (Port Westward) PNWR 56.0 5.0 21.0 1.9 7.8 
Auburn, WA to Everett, WA (PA Jct.) (Seattle) BNSF 55.6 9.5 19.5 3.5 7.2 
Vancouver, WA to Portland, OR BNSF 9.9 2.5 15.5 0.9 5.8 
Portland, OR to Boardman, OR (Morrow) UP 164.0 2.5 15.5 0.9 5.8 
Signal Peak, MT to Broadview, MT BNSF 35.0 15.0 15.0 5.6 5.6 
Auburn, WA to Centralia, WA (Tacoma) BNSF 72.6 2.5 10.0 0.9 3.7 
Portland, OR to Eugene, OR UP 124.0 0.0 10.0 0.0 3.7 
Eugene, WA to Coos Bay, OR CORP 122.0 0.0 10.0 0.0 3.7 
Centralia, WA to Longview, WA BNSF 47.1 2.5 5.0 0.9 1.9 
Big Sky, MT to Nichols, MT BNSF 39.0 0.0 5.0 0.0 1.9 
Kuehn, MT to Sarpy Jct., MT BNSF 37.4 0.0 5.0 0.0 1.9 
Centralia, WA to Port of Grays Harbor, WA PSAP 59.0 0.0 5.0 0.0 1.9 

Total / Average 4,054. 24.8 57.1 9.2 21.2
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Study Assumptions 
   
 For the purpose of this report, it was assumed that PRB to PNW export coal shipments, 
which amounted to only a few million tons five years ago, will reach 75 million tons per year by 
2017 and 170 million tons by 2022.  The 170 million ton level assumes that all nine existing and 
proposed export coal terminals will be fully operational at projected capacity by 2022 and PRB 
coal would originate from all PRB coal lines. 
 
 It was necessary to make certain assumptions for this report in terms of export coal origin 
and destination annual tonnage levels and railroad route utilization.   Since relatively very little 
PRB coal currently moves to PNW destinations and the projected annual volumes to the 
proposed PNW terminals may change based on the ongoing environment review process and 
other unforeseen factors, the PRB to PNW export coal tonnage levels included herein will 
obviously change and fluctuate as events transpire and as that market changes and expands over 
time. 
 
 BNSF can originate coal from several PRB origins.  The economics may favor BNSF’s 
PRB coal origins which involve the shortest rail distances to the various PNW export terminals, 
but the large projected annual coal volumes and PRB origin capacity constraints will likely result 
in coal being originated from nearly all PRB coal origins to some extent. 
 
 In addition, BNSF has several routing options in Montana and Washington which could 
be utilized for PRB to PNW export coal movements.  Again, the economics may favor the 
shortest available route, however, the large projected annual coal volumes, current railroad 
traffic levels and current capacity constraints will likely result in BNSF’s utilization of all of the 
BNSF available routing options to some extent.  The tonnages assigned to each origin, 
destination and route were estimated by attempting to take these and other factors into account. 
 
 For the purpose of this report, it has been assumed that BNSF would originate 100% of 
the PRB coal, but UP would terminate approximately 14% of the tonnage by 2022 via its 
interchange with BNSF at Spokane, Washington6.  UP could originate PRB coal and obtain a 
larger market share by the utilization of its longer, but less congested, southern routes.  However, 
an evaluation of these UP routes was not included as part of this study. 
 

                                                 
6   It has been assumed that UP would terminate 100% of the Boardman tonnage (8.5 million tons in 2022) and 

50% of the Coos Bay tons (5 million tons by 2022) and 50% of the St. Helens tons (10.5 million tons by 2022), 
for a total of 24 million tons or approximately 14% of the 170 million total tons. 
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 Longview is jointly served by BNSF and UP, however, this report assumes that BNSF 
would terminate 100% of the Longview traffic.  Initially, Ambre Energy projected that 60 
million metric tons (66 million short tons) would move via Longview, but subsequently lowered 
the projection to 44 million metric tons (48.5 million short tons)7.  UP had been interested in 
capturing a share of the large Longview market, but recently expressed wariness of the 
controversies surrounding the PNW export terminals.8  UP currently carries high-BTU, low-
sulfur coal from Colorado and Utah for export to Mexico. 
 
 It is doubtful that UP will abandon the profitable and voluminous PNW export coal 
market, however. UP’s role may be limited to more of that of a congestion reliever for BNSF (by 
delivering coal via the Spokane interchange) rather than a vigorous competitor to BNSF by 
originating PRB coal and the utilization of its southern routes.  Although the use of UP for coal 
movements from Spokane could help alleviate some congestion of BNSF’s lines in Washington, 
any Longview coal traffic handled by UP would result in more coal traffic moving through 
Portland, Oregon.  Moreover, the use of UP’s expansive southern routes would significantly 
broaden the adverse impacts.   
 
 There are several cases in which the allocated PRB to PNW export coal traffic may 
exceed the existing capacity of line segment.  For example, MRL currently handles 
approximately five (5) loaded and empty coal trains per day and projects that it has the capacity 
to handle up to 10 loaded and empty coal trains per day in the next ten years.  MRL’s President 
Tom Walsh MRL indicates that it has capacity problems with two tunnels: “Probably, our 
biggest pinch points really are the two mountain passes when it comes down to it, especially the 
Continental Divide.”9  This analysis assumes that MRL would handle 13 loaded and empty coal 
trains by 2017 and 33 loaded and empty coal trains by 2022.  Therefore, in these cases, the study 
assumes that the capacity issues would be resolved by either the diversion of other traffic or by 
increasing capacity.  In the MRL case, if the projected traffic levels are lowered, traffic levels 
would increase on other lines segments, namely BNSF’s line through Great Falls, Montana.    
 

                                                 
7  http://seattletimes.nwsource.com/html/localnews/2017582357_coalterminal24m.html 
8  http://www.platts.com/RSSFeedDetailedNews/RSSFeed/Coal/6202450. 
9 http://missoulian.com/news/local/booming-asia-demands-more-energy-and-montana-has-it-

by/article_ee425fa2-86b3-11e1-bb17-001a4bcf887a.html?cid=print 
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 BNSF’s unit coal trains average approximately 125 cars per train and carry 
approximately 14,750 loaded tons per train.10  Each loaded and empty train is over 1¼ miles 
long.11  These coal train characteristics were utilized in this report.  Based on these 
characteristics (125 cars per train and 14,750 loaded tons per train), the following table shows 
the number of loaded and empty trains at various annual tonnage levels:12 
 

Figure 5 
 

Loaded & Empty Trains 
Per Day at Various Tonnage Levels 

 

Annual Tons Trains Per Day (L&E) 

1,000,000 0.37
5,000,000 1.86

10,000,000 3.71
25,000,000 9.29
50,000,000 18.57
75,000,000 27.86

100,000,000 37.15
150,000,000 55.72

170,000,000 63.15

  

  In 2006, BNSF began using 150-car unit coal trains for a limited number of domestic 
unit train coal movements.  The ultimate train size utilized for PRB to PNW export coal 
movements will depend on several factors, including the origin and destination car capacity and 
weight and train size restrictions along the utilized routes.  Whether 125 or 150 cars per train are 
utilized, the same number of cars per day will be moving over the impacted railroad routes.  
There may be fewer trains with the use of 150-car unit trains, but the trains will be longer (i.e., 
approximately 1½ miles versus 1¼ miles long). 

                                                 
 
10 Testimony of Matthew K. Rose, Chairman, BNSF President and CEO, April 26, 2006, before the 

U. S. House of Representatives Transportation and Infrastructure Committee and 2010 Railroad 
Carload Waybill Sample data. 

11 Each railroad car is approximately 53.1 ft. long and each locomotive is approximately 70 ft. long.  
A unit coal train with 4 locomotives and 125 cars would be approximately 6,917.5 ft. long or 1.31 
miles long.   

12 Tons per year / 14,750 tons per train / 365 days x 2.0 empty return ratio. 
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Pacific Northwest Export Coal Terminals 
 
 Plans, discussions and permitting are already in progress concerning several PNW export 
coal terminals.  The following describes nine (9) current and proposed PNW export coal 
terminals: 
 

1. Roberts Bank, BC (Westshore) 
 

 Westshore Terminals in Roberts Bank, BC is in the Vancouver Port Metro area.  It is 
currently the largest PNW export coal terminal, with an annual capacity of approximately 32 
million tons.13  Westshore indicates that it currently moves U.S. coal from the PRB, but the 
majority of the coal exported from Roberts Bank is from Canada.  U.S. PRB coal was first 
shipped through Westshore in 1988.  Since then PRB coal shipments have gradually increased.  
In 2009, Westshore shipped a record 2 million tons of US coal, including several shipments from 
Utah mines.14  Cloud Peak, which has PRB coal operations in Antelope, WY, Cordero Rojo, WY 
and Spring Creek, MT, exported approximately 3.3 million tons to Asian customers in 2010 
through Westshore and indicated that it would ship 4 million tons in 2011.  Gunvor Group, 
which recently acquired Signal Peak mine, also has an agreement with Westshore Terminals to 
ship export coal.15 
 
2. North Vancouver, BC (Neptune) 

 
 Neptune Bulk Terminals (Canada) Ltd. in the Vancouver Port Metro area handles potash, 
steelmaking coal, bulk vegetable oils, fertilizers and agricultural products.  The coal handled at 
Neptune Terminals is predominantly metallurgical grade, which is primarily used in steel 
production.   Currently, Neptune has a total coal capacity of approximately 8 million tons, but is 
expanding its capacity to over 10 million tons to meet the growing demand from Asia.16 

                                                 
 

13 http://www.westshore.com/background.html (29 million metric tonnes) 
14  http://www.westshore.com/milestones.html 
15  http://www.businessweek.com/ap/financialnews/D9QEVCBO4.htm 
16 http://www.em.gov.bc.ca/Mining/investors/Documents/Coal15Feb2010web.pdf 
 



   

 Heavy Traffic Ahead 
July 2012            12 
          
 

 

3. Prince Rupert, BC (Ridley) 
 
 The Prince Rupert coal export facility is operated by Ridley Terminals, Inc. (Ridley), a 
Federal Crown Corporation owned by Canada. The coal terminal is in a remote location in the 
northwestern part of the province near Alaska, which is a long distance away from the PRB 
mines in Wyoming and Montana, but closer in nautical miles to the Asian market.  Currently, 
Prince Rupert has an annual capacity of approximately 13 million tons, but plans are underway 
to double the capacity to over 26 million tons.17  Ridley Terminals indicates that it began to 
receive U.S. PRB coal shipments in 2011.18  In its 2010 Annual Report, Ridley stated: 
“Commencing in 2011 the Terminal will be receiving coal from customers based in the United 
States, their throughput volume combined with our Canadian producers have helped the 
Terminal realize a goal that has been 28 years in the making, to double the Terminal’s capacity 
from 12 million tonnes per annum to 24 million tonnes.”  In its most recent report (Third Quarter 
2011), Ridley indicated that its multi-year “Modification Project” will bring its total throughput 
capacity to 24-25 million tonnes by the end of 2014.” (26.5 to 27.6 million short tons).  In 
January 2011, Arch Coal announced that it had reached agreement with Ridley to export 
approximately 2.75 million tons from Prince Rupert.19  CP and CN rail are also examining 
increased Canadian coal movements to Prince Rupert. 
 

4. Cherry Point, WA (Bellingham) 
 
 In June 2010, SSA Marine began the environmental review process for a $500 million 
Gateway Pacific Terminal project at near Bellingham, WA.20  The project, known as Cherry 
Point, could export up to 60 million tons per year.21  On March 19, 2012, SSA Marine, through 
its subsidiary Pacific International Terminals, Inc. (PIT) submitted additional information to 
Whatcom County, Washington concerning the Cherry Point project.   The submission indicates 
that the project will be completed in two stages.  The first stage is planned to commence in 2014 
and the second stage is expected to be completed by 2017. 
 

                                                 
 
17  http://www.rti.ca/en_terminalprofile.html 
18  According to Ridley Terminals, Inc. 2010 Annual Report, in early 2011 Ridley Terminals Inc. 

signed an amended long-term terminal services agreement with Western Coal Corp. and entered 
into a multi-year terminal service agreement with Arch Coal Sales Company, Inc. The Arch Coal 
agreement is for coal exports which originate from the PRB (page 26). 

19  http://news.archcoal.com/phoenix.zhtml?c=107109&p=irol-newsArticle&ID=1517028&highlight 
20 http://gatewaypacificterminal.com/gateway-pacific-terminal-at-cherry-point-starts-permit-process/ 
21  An economic analysis prepared by Martin Associates for Gateway Pacific Terminals dated 

October 27, 2011 states “In the first phase, the terminal is projected to handle 25 million metric 
tons per year (27.6 million short tons). The second phase will take the terminal capacity up to 54 
million metric tons per year” (59.5 million short tons), 6 million slated to be potash and coke. 
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   BNSF would provide rail service to Cherry Point via the 6.2 mile Custer Spur, which 
branches out west from BNSF’s line near Custer, Washington, which is north of Bellingham.  
The rail  line was originally built in 1965 to serve the Intalco aluminum smelter, and later a 
series of petroleum-related industries were constructed on the line.22  The following map shows 
the BNSF line serving Cherry Point: 
 

Figure 6 
  

Map of BNSF’s Line Serving Cherry Point 
 

  
 
  
 Although BNSF currently provides service to Cherry Point, significant railroad 
improvements will be required to achieve the projected capacity.  BNSF expects to acquire an 
additional 43 acres of contiguous adjacent to its current right-of-way in order to double track the 
line.  In addition, up to three receiving and departure or “R&D” tracks are planned near the 
Custer connection and two independent loop tracks (the “East” and “West” loops) and rail 
unloading stations are planned at Cherry Point.23 

                                                 
 
22 Washington State Statewide Rail Capacity and System Needs Study dated May 2006, page 12.   
23 March 19, 2012, Pacific International Terminals, Inc. additional information submitted to 

Whatcom County, Washington (see pages 4-33 and 4-34). 
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 Initially, 7,000 ft. long trains (approximately 125 cars per train) are expected, but the 
facilities are being planned to accommodate 8,500 ft. long coal trains (approximately 150 cars 
per train).  SSA Marine has already signed a contract with Peabody Energy, an investor in the 
project, agreeing to export 26.5 million tons of coal from its proposed terminal.24   The following 
tonnage and train projections were included in PIT’s March 2012 application:25 
 

Figure 7 
  

MIT’s Tonnage and Train Projections For Cherry Point 
 

Item East West 2016 East West 2018 East West 2021 East West 2026
Loop Loop Total Loop Loop Total Loop Loop Total Loop Loop Total

Metric Tons / Year (millions) 25.0 0.0 25.0 25.0 6.0 31.0 39.0 6.0 45.0 48.0 6.0 54.0

Short Tons / Year (millions) 27.6 0.0 27.6 27.6 6.6 34.2 43.0 6.6 49.6 52.9 6.6 59.5

Metric Tons / Train 13,625 0 --- 13,625 17,272 --- 16,350 17,272 --- 16,350 17,272 ---

Short Tons / Train 15,019 0 --- 15,019 19,039 --- 18,023 19,039 --- 18,023 19,039 ---

Cars / Train 125 0 --- 125 170 --- 150 170 --- 150 170 ---

Loaded Trains / Year 1,835 0 1,835 1,835 347 2,182 2,385 347 2,733 2,936 347 3,283

Loaded Trains / Day 5.0 0.0 5.0 5.0 1.0 6.0 6.5 1.0 7.5 8.0 1.0 9.0

Loaded & Empty Trains/Day 10.1 0.0 10.1 10.1 1.9 12.0 13.1 1.9 15.0 16.1 1.9 18.0

20262016 2018 2021

 

 The proposed export coal movements would move from the East Loop, whereas export 
petroleum coke and potash trains would be unloaded at the West Loop.  PIT’s analysis assumes 
that by 2021 all export coal trains moving from Cherry Point would consist of 150 cars per train 
and carry 18,023 short tons per train.  This 150-car per train assumption could result in an 
understatement in the expected number of trains per day.  Although Cherry Point may be able to 
accommodate 150 cars per train, the ultimate train size will depend on several factors, including 
the origin car capacity and weight restrictions along the utilized route.  Moreover, whether 125 
or 150 cars per train are utilized, the same number of cars per day will be moving over the 
impacted railroad routes.  There may be fewer trains, but the trains will be longer (i.e., 
approximately 1½ miles versus 1¼ miles long).   
 
 
 

                                                 
 
24 Cascadia Weekly, March 2, 2011, Cherry Point Shipping Terminal Signs its First Customer – A 

Coal Exporter. (24 Million Metric Tonnes). 
25 PIT March 2012 Application, Chapter 4.5 Terminal Operations, Tables 4-2 and 4-5.   
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5. Longview, WA 
 
 In February 2012, Millennium Bulk Terminals Longview, LLC (MBTL), submitted 
several permit applications in order to seek permission to build a $643 million coal terminal on a 
416 acre site on the Columbia River near Longview, Washington, which, by 2018, would handle 
48.5 million tons per year.26  MBTL is a Limited Liability Company (LLC) with two 
shareholders. Ambre Energy owns 62 percent of the shares and Arch Coal, Inc., the second 
largest U.S. coal producer, owns the remaining 38 percent.27  Longview is served by both BNSF 
and UP.  The Longview Switching Company (LSC) is a jointly owned subsidiary of BNSF and 
UP that performs terminal switching duties at the Port of Longview.28  The following is a site 
rendering of the proposed Longview terminal:   
 

Figure 8 
 

Site Rendering of Longview Terminal 
 

 

                                                 
 
26 See study prepared by Berk titled: Economic & Fiscal Impacts of Millennium Bulk Terminals 

Longview, dated April 12, 2012 (44 million metric tonnes).  
27  http://ambreenergy.com/projects/millennium 
28  Washington State Statewide Rail Capacity and System Needs Study dated May 2006, page 15. 
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6. Grays Harbor, WA  (Hoquiam) 
 
 RailAmerica, which owns the Puget Sound and Pacific Railroad (PSAP) that serves the 
Port of Grays Harbor, near Hoquiam, Washington, has been actively exploring an export coal 
terminal.  RailAmerica states that the Port of Grays Harbor “is the only deep-draft shipping port 
on Washington’s coast, only 2 hours from open sea.”29   RailAmerica states that this would be a 
“relatively small project” ($45 Million) with a capacity of 5 million metric tons (5.5 million short 
tons).30  PSAP connects with UP at Blakeslee Jct., Washington and with BNSF at Centralia, 
Washington. 
 

7. Coos Bay, OR 
 
 The Port of Coos Bay, Oregon is considering an international shipping terminal.  Coos 
Bay is served by Coos Bay Rail Link (CORP).  The Oregon International Port of Coos Bay 
bought the 126-mile railroad in 2009, which interchanges with BNSF (via PNWR) and UP at 
Eugene, OR.  The line is currently in serious disrepair.  The line was embargoed in 2007 and 
abandonment was filed in 2008.  CORP plans to resume freight service, but requires significant 
funding to repair and upgrade 110 bridges (70 of which are in poor condition) and 9 tunnels.31  
The port has been actively negotiating with investors.  David Koch, the port’s CEO, states that 
three companies are drawing up plans for a coal terminal that could export up to 10 million tons 
per year.  Mitsui, an international trading firm headquartered in Japan, and Metro Ports, a 
company that specializes in terminals, are reportedly involved in the negotiations with Coos 
Bay.32 
 

8. St. Helens, OR (Westward) 
 

 In January 2012, Kinder Morgan Terminals and Pacific Transloading, a subsidiary of 
Ambre Energy, submitted a proposal to export coal from St. Helens, Oregon, Port of Westward.  
Ambre Energy expects to ship as much as 30 million tons from St. Helens.33  The proposed 
terminal is estimated to require $150 to $200 million in capital investment for construction and 
development.  Port of Westward is served by PNWR, which connects with both BNSF and UP at 
Portland, Oregon.34 

                                                 
 
29 http://www.railamerica.com/RailServices/PSAP.aspx  
30 http://www.washingtonports.org/washington_ports/pgh%20newsletter%202011-08.pdf  
31 See, e.g.,  Coos Bay Rail Link Infrastructure Evaluation Report, Revised August 20, 2010 
32  See KLCC Public Radio story by Amelia Templeton titled: International Investors Plan Coal 

Terminal at Coos Bay, dated April 19, 2012.  http://klcc.org/Feature.asp?FeatureID=3324 
33 To date, Kinder Morgan has not released specific tonnage levels.  Estimates of 15 to 30 million 

tons have appeared in various press reports.  
34  http://portwestwardproject.com/PortWestwardFactSheet.pdf 
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9. Boardman, OR (Morrow) 
 
 The Port of St. Helens plans also call for a water transloading facility, which is part of the 
“The Morrow Pacific Project” under which PRB would be shipped by train to Morrow and from 
there by barge to Port Westward Industrial Park at the Port of St. Helens and then transferred 
directly from the barges to oceangoing vessels bound for Japan, South Korea or Taiwan.35  Port 
of Morrow, near Boardman, OR, recently signed a one-year lease option with a subsidiary of 
Australian coal giant Ambre Energy (Coyote Island Terminal LLC of Salt Lake City) to shift 
Montana and Wyoming coal from trains to river barges.   The company wants to build a rail off-
loading terminal use the area to transfer the coal onto barges for shipment to St. Helens.36  
Initially, Ambre anticipates shipping 3.5 million metric tons (3.85 short tons) of coal per year to 
trade allies such as Japan, South Korea and Taiwan beginning as soon as mid-2013. Full 
operational and permitted capacity is expected to be 8 million metric tons (8.82 short tons) 
annually, subject to approval.37   Port of Morrow is served by UP. 
 

                                                 
 
35 http://morrowpacific.com/ 
36 Ibid. 
37  http://morrowpacific.com/wp-content/uploads/2012/04/Morrow_Pacific_Project-Packet.pdf 
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Powder River Basin Coal 

 

 Steam coal can originate from many areas in the U.S., but it is expected and probable that 
the vast majority of the PNW export coal shipments will originate from the PRB coal mines and 
origins in Montana and Wyoming, which is the largest coal mining region in the United States.38  
As a result of the economics associated with mining the large seams of PRB coal, the price of 
PRB coal is the lowest in the United States.   The following table compares the price of PRB coal 
with coal prices from other western coal origins.  As can be seen, the low-cost PRB coal 
dominates the western coal market: 

 
Figure 9 

 
Western Coal Price Comparison39 

 

 
Origin Tons 

(Millions)
Average 

Sale Price 

PRB Coal Origins 

Campbell County, WY 392.6 $12.05 
Montana 44.5 $15.20 

  

Other Western Coal Origins 

Sweetwater, WY 8.8 $32.09 
Colorado 24.9 $40.00 
Utah 19.0 $29.15 

  
 

1. PRB Coal Mines and Origins 
 

 The PRB area in Montana and Wyoming, is dominated by several large coal companies.  
The current and proposed PRB coal mines and coal companies are listed below:  

 
                                                 

 
38 There are also other western coal origins in southwestern Wyoming, Colorado and Utah which 

also could be utilized for PNW exports, but this report focuses on the PRB coal origins in 
Montana and Wyoming. 

39  Source: U.S. Energy Information Administration, Table 30, Average Sales Price of Coal by State, 
County, and Number of Mines, 2010.  
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Figure 10 
 

Current and Proposed PRB Coal Mines and Origins  
 

Railroad Mine Station Coal Company 

Montana PRB Coal Mines and Origins 

BNSF Absaloka  Kuehn, MT Westmoreland Coal Co.
BNSF Decker Decker, MT Kiewit Mining Group 
BNSF Rosebud Colstrip, MT Westmoreland Coal Co.
BNSF Signal Peak40 Roundup, MT Signal Peak Energy 
BNSF Spring Creek Nerco Jct., MT Cloud Peak Energy 

TRRC/BNSF Otter Creek41 Ashland, MT Arch Coal 

Wyoming PRB Coal Mines and Origins 

BNSF Buckskin Buckskin, WY Kiewit Mining Group 
BNSF Clovis Point Clovis Point., WY Wyodak Resources 
BNSF Dry Fork Dry Fork Jct., WY Western Fuels 
BNSF Eagle Butte Eagle Jct., WY Alpha Natural Resources
BNSF Rawhide Rawhide, WY Peabody Energy 

BNSF/UP Antelope Converse Jct., WY Cloud Peak Energy 
BNSF/UP Belle Ayr Belle Ayr, WY Alpha Natural Resources
BNSF/UP Black Thunder Black Thunder, WY Arch Coal 
BNSF/UP Caballo Caballo Jct., WY Peabody Energy 
BNSF/UP Cordero Rojo Cordero/Rojo, WY Cloud Peak Energy 
BNSF/UP Coal Creek Coal Creek, WY Arch Coal 
BNSF/UP North Antelope Rochelle Nacco Jct., WY Peabody Energy  
BNSF/UP School Creek Thunder Jct., WY Peabody Energy 

BNSF Youngs Creek42 Decker, MT Consol Energy 

                                                 
 

40  Signal Peak is not technically in the PRB.  The bituminous coal from Signal Peak is considered 
high-quality, producing higher heat and lower mercury than PRB coal.  However, it is being 
marketed for the Pacific Rim and lies within the scope of the rail system being studied. 

41  The Otter Creek property near Ashland, Montana contains significant (731 million tons) coal 
reserves, which were recently obtained by Arch Coal.  The Otter Creek mine would be served by 
the Tongue River Railroad Company (TRRC), a proposed 89-mile new coal line in Montana 
which would connect with BNSF’s mainline at Miles City, Montana. Arch has not yet filed an 
application for a mine permit with the Montana Dept. of Environmental Quality. 

42  CONSOL of Wyoming LLC, and Chevron NPRB, LLC, have formed a new company, Youngs 
Creek Mining Company, LLC. to develop and operate the proposed Youngs Creek mine north of 
Sheridan, Wyoming.  Youngs Creek mine has coal reserves of approximately 315 million tons. 
Based on initial feasibility studies, the mine has the potential to reach 15 million tons per year 
when at full production.  This would require building a short spur line which would connect to 
BNSF’s line near Decker, Montana.  Youngs Creek is already permitted by the Wyoming 
Department of Environmental Quality. 
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2. PRB Railroad Coal Lines 
 
 The PRB coal mines are located on six (6) current lines and one (1) proposed line in 
Montana and Wyoming: 

 
Figure 11 

 
PRB Railroad Coal Lines  

 
 

From 
 

To 
 

Railroad 
 

Miles 
 

Mines 
     

Shawnee Jct. WY Campbell, WY BNSF/UP 140.2 10 

Eagle Butte Jct., WY Campbell, WY BNSF 25.6 5 

Spring Creek, MT Dutch, WY BNSF 22.8 2 

Kuehn, MT Sarpy Jct. BNSF 37.4 1 

Big Sky, MT Nichols, MT BNSF 39.0 1 

Signal Peak, MT Broadview, MT BNSF 35.0 1 

Ashland, MT Miles City, MT  TRRC/BNSF 89.0 1 

 

 The largest PRB coal volumes currently originate from the so-called “Joint Line” from 
Shawnee Jct., to Campbell, WY, which is served by both BNSF and UP.43  In 2011, the PRB 
coal mines in Wyoming originated 422 million tons whereas the mines in Montana originated 22 
million tons.44 
 

3. Current PRB Coal Market & Destinations 
 
 PRB coal movements are voluminous and repetitive.  PRB coal production was 
approximately 444 million tons in 2011 and could exceed 500 million in a few years.45   
Currently, approximately 80 loaded coal trains move out of the PRB each day.   

                                                 
 
43  Under a Joint Line Agreement between BNSF and UP, the two railroads jointly serve the large 

coal mining operations on the line, which mine the “Wyodak” PRB coal seam.  The BNSF’s Orin 
Subdivision Line runs from Donkey Creek Jct., WY (MP 0.4) to Bridger Jct., WY (MP 127.3), 
which is approximately 127 miles (126.9).  The portion of the line which is jointly owned and 
maintained by BNSF and UP (i.e., the Joint Line) actually runs 103 miles from MP 14.7 near 
Caballo Jct. to the interchange with UP at Shawnee Jct., WY (MP 117.7) .  This study looks at the 
characteristics of the line from Campbell, WY (which is 3.5 miles before Donkey Creek Jct.) to 
the UP interchange at Shawnee Jct., which is a total of 120.8 miles. 

44 Source EIA-423 Monthly Non Utility Fuel Receipts and Fuel Quality Data for 2011. 
45  Source EIA-423 Monthly Non Utility Fuel Receipts and Fuel Quality Data for 2011. 
 



   

 Heavy Traffic Ahead 
July 2012            21 
          
 

 
 The majority of these PRB coal trains move south from the BNSF/UP Joint Line in 
Wyoming and then either: south, east or west to numerous domestic destinations (168 
destinations in 2011) stretching from Arizona to New York.46  In comparison, very little coal 
traffic currently moves northwest from the PRB to PNW destinations.  For example, only 6 
million of the 444 million 2011 PRB coal tons, or 1.3%, moved to destinations in Washington 
and Oregon. 
 
 As a result of the expected increase in demand for export coal and a gradual decrease in 
demand from domestic users, a significant shift in PRB railroad coal traffic from current 
domestic destinations (e.g., less economical in eastern destinations such as New York and New 
Jersey) to the PNW export terminals will likely take place. 47  The following table shows the 
wide-distribution of PRB domestic coal tons to electric generating stations in 2011:  

 
 

                                                 
 
46  Ibid. 
47 There are several other factors which have resulted in a decrease in demand for domestic coal, 

such as: the boom in availability of low cost natural gas; proposed new rules by the U.S. 
Environmental Protection Agency (EPA) to bring new coal-fired electric power plants in 
compliance with the Federal Clean Air Act and Clean Water Act.; increasing competitiveness of 
renewable energy sources; investments in energy efficiency, and the economic downturn - all of 
which have combined to affect a drop in domestic demand for coal. 
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Figure 12 

 
2011 Distribution of PRB Coal Tons  

 

Destination States   
PRB Tons From: 

Montana Wyoming 

2011 PRB to PNW Coal Tons 

Oregon 108,462 2,243,208 
Washington 2,436,289 1,180,782 

Total to OR and WA 2,544,751 3,423,990 
  

2011 PRB Coal Tons to Other Destination States 

Alabama 0 12,315,605 
Arizona 761,439 5,818,897 

Arkansas 0 17,497,425 
Colorado 0 9,516,900 
Georgia 0 13,619,370 
Illinois 237,701 61,291,247 
Indiana 0 9,836,466 
Iowa 0 23,799,910 

Kansas 0 19,962,502 
Kentucky 0 2,638,466 
Louisiana 0 11,452,691 
Maryland 0 582,606 
Michigan 2,109,260 17,142,197 
Minnesota 6,709,385 9,321,579 
Mississippi 0 986,649 

Missouri 0 44,227,641 
Montana 8,405,469 0 
Nebraska 0 13,732,077 
Nevada 0 1,361,874 

New Jersey 0 14,308 
New York 0 2,020,463 

North Dakota 0 301,381 
Ohio 369,947 4,967,528 

Oklahoma 13,967 18,884,374 
Pennsylvania 0 378,352 
South Dakota 0 1,676,078 

Tennessee 0 9,409,077 
Texas 0 62,096,767 

Wisconsin 394,779 20,097,511 
West Virginia 0 487,784 

Wyoming 0 23,106,731 
Total to Other States 19,001,947 418,544,456 

  

Total 2011 PRB Coal Tons 

Total PRB Coal 21,546,698 421,968,446 
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4. Current PRB to PNW Coal Movements 
 

 Currently, approximately 10 to 12 million tons of coal per year move in railroad trains 
through the impacted PNW area, which is a significant volume, but small in comparison to the 
expected 75 to 175 million tons of PNW export coal traffic.  There are only two (2) active coal 
fired generating stations which currently receive coal in unit trains from PRB mines: 
 

Centralia, WA -  In 2011, 3.5 million tons of coal moved via BNSF from PRB mines 
in Montana and Wyoming to Transalta’s coal-fired Centralia generating station, 
which is Washington State’s largest base-load power source with a capacity of 1,376 
megawatts. The Centralia plant provides 10 percent of Washington State’s power.  In 
April 2011, legislation was passed which will close the plant by 2025.48 
 
Boardman, OR  -  In 2011, 2.3 million tons of coal moved via BNSF and UP from 
PRB mines in Montana and Wyoming to Portland General Electric’s (PGE) coal-fired 
Boardman generating station, which has a 585-megawatt capacity.  In 2010, PGE 
announced plans to close Boardman by 2020.49 

 

 In addition to the domestic PRB coal traffic to these PNW plants, there is also current 
export coal (approximately 3 to 5 million tons), which currently moves through the PNW to the 
British Columbia export terminals (primarily Roberts Bank, BC).   The current PRB to PNW 
coal traffic utilizes many of the same railroad line segments which will be used to haul the export 
coal traffic.   
 

5. Projected PRB Export Coal Tons 
 
 As a result of the expected dramatic increase in demand for export coal, PRB coal 
production is likely to increase, but, because of the decrease in demand from domestic users, a 
significant shift in PRB traffic can also be expected.  PRB coal production was approximately 
445 million tons in 2011.  PRB coal production could exceed 500 million, but the estimated 
demand for 75 to 170 million tons will likely result in shifting traffic from current destinations 
(e.g., less economical movements to New York and New Jersey) to the PNW.  The following 
projections of the annual coal volumes from these railroad coal lines were used in this report:  

                                                 
 
48  On April 29, 2011, Gov. Chris Gregoire signed Senate Bill 5769 into law a collaborative 

agreement to close Centralia’s two coal boilers – the first in 2020 and the second in 2025. 
49 On December 29, 2010, Oregon’s Environmental Quality Commission unanimously approved 

Portland General Electric plan to close the state's only coal-fired power plant by Dec. 31, 2020 in 
exchange for a far smaller investment in pollution controls. 
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Figure 13 
 

Projected Annual PRB to PNW Coal Tons 
(Millions of Short Tons) 

 

Railroad Coal Lines 2017 2022 
  
Shawnee Jct.  (“Joint Line”)  20.0 35.0 

Eagle Butte Jct., WY  25.0 45.0 

Total From Wyoming Origins 45.0 80.0 

Spring Creek, MT 50 15.0 25.0 

Big Sky, MT 0.0 5.0 

Kuehn, MT 0.0 5.0 

Signal Peak, MT 15.0 15.0 

Ashland, MT (TRRC) 0.0 40.0 

Total From Montana Origins 30.0 90.0 

 Total to PRB to PNW Export Coal Tons 75.0 170.0
    

 

                                                 
 

50 Includes projected tonnage from Youngs Creek Mine in Wyoming. 
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Impacted Railroad Routes 
 
 Currently, two Class I railroads dominate the western coal market as well as all rail 
shipments from the PRB to the PNW - BNSF and UP.  Although UP also has access to the PRB 
coal origins, as a result of geographical and other advantages enjoyed by BNSF, it is reasonable 
and logical to assume that BNSF will dominate the PRB to PNW export coal market. 
 

1. BNSF Market Domination 
 
 UP has access to Longview, but does not serve Cherry Point.  BNSF’s routes associated 
with its longest PRB movements to Longview are at least 200 miles shorter than UP’s routes 
from the PRB.51  BNSF’s unit costs are also lower than UP’s cost.  BNSF’s expected domination 
of the PRB to PNW export coal market can be seen by the current coal movements to PGE’s 
Boardman generating station.  Although Boardman is served by UP and has in years past 
received coal directly from UP via the PRB Joint Line and UP’s routes, BNSF currently 
originates all the coal movements to Boardman (2.1 million tons) and interchanges the traffic 
with UP at Spokane, WA for delivery to Boardman. 
 
 Due to the expected large coal volumes, it is likely that all of BNSF’s PRB coal origins, 
including the Joint Line origins, will be involved at some point in export coal movements to the 
PNW.  However, the BNSF/UP Joint Line is already near capacity (primarily from existing coal 
traffic moving south on the line and then east and south to coal-fired generating stations) and 
there are several closer BNSF-served Montana origins (such as Signal Peak, MT), which will 
likely originate more of the export PNW coal as a result of the shorter distances.52 

 
 The following table compares the estimated total delivered cost for BNSF and UP PRB to 
PNW export coal movements and illustrates the economic advantages enjoyed by BNSF:   

                                                 
 
51  UP shipped 1.5 million tons of export coal in 2010, but expects exports to increase.  Morrow, 

Coos Bay or St. Helens would be the most likely PNW destinations for UP.  It is possible that UP 
could more effectively compete with BNSF for the Asia export market with non-PRB coal 
shipments from southern WY (Green River coal area) or UT (Uinta coal area).  For example, the 
mileage from Hanna, WY to Longview, WA  is approximately 200 miles shorter than BNSF’s 
miles from Antelope, WY (which is on the Joint Line) to Longview, WA.  However, this study 
concentrates on potential export coal movements from the PRB to the PNW and these potentially 
alternative western coal movements (which would have substantially different characteristics, e.g., 
cost, sulfur content, btu., etc, and rail routings) have not been studied here. 

52  Russian energy trader, Gunvor, recently invested $400 million to take a 33% stake in the Signal 
Peak coal mine in Montana and expects to increase production from 9 million to 15 million tons 
by exporting coal to Asia through Westport, BC. 
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Figure 14 
 

BNSF & UP PRB to PNW Export Coal 
    Estimated Delivered Cost Comparison 53 

 

 
Item 

 
Amount 

Shortest BNSF Joint Line Movement (Caballo Jct.) to Longview, WA 

Coal Price Per Ton (Campbell County, WY) $12.05 
Route Miles 1,318 
BNSF 2010 URCS Variable Cost Per Ton (120 Cars)  $18.65 
Rate Per Ton (at 180% R/VC) $33.57 
Total Delivered Cost $45.62 

Shortest BNSF PRB Movement (Signal Peak) to Longview, WA 

Coal Price Per Ton (Montana) $15.20 
Route Miles 1,135 
BNSF 2010 URCS Variable Cost Per Ton (120 Cars) $16.18 
Rate Per Ton (at 180% R/VC) $29.12 
Total Delivered Cost $44.32 

Shortest UP Joint Line Movement (Antelope) to Longview, WA 

Coal Price Per Ton (Campbell County, WY) $12.05 
Route Miles 1,582 
UP 2010 URCS Variable Cost Per Ton (120 Cars) $20.96 
Rate Per Ton (at 180% R/VC) $37.73 
Total Delivered Cost $49.78 

 

As can be seen, the added distance associated with UP’s route places UP in significant economic 
disadvantage with BNSF (i.e., UP $49.78 versus BNSF $44.32 to $45.62 per ton).

                                                 
 

53 Costs are based on STB’s Uniform Railroad Costing System (URCS) 2010 unadjusted unit cost 
data for BNSF and UP.  Rail rates are based on a 180% revenue-to-variable cost ratio, which is the 
STB’s jurisdictional threshold level.  
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2. BNSF Railroad Routes Impacted 
 
 The possible railroad routes of movement and the individual railroad line segments which 
would likely be involved in coal movements from PRB coal mines to PNW export coal terminals 
have been carefully evaluated and studied for this report.  These routes are expansive and cover a 
total distance of over 4,000 miles.54   The vast majority of PRB export coal traffic would likely 
move north via BNSF from PRB mines in Wyoming and Montana, through Montana, Idaho and 
Washington to the PNW export coal terminals in Washington and Oregon.55  The following is a 
portion of BNSF’s system map which shows an overview of BNSF’s routes from the PRB to the 
PNW:    
 

Figure 15 
 

BNSF’s PRB to PNW Routes 
 

 
                                                 
 

54  The over 4,000 route miles which will be potentially impacted excludes potential coal movements 
via UP’s southern routes through Wyoming, Colorado, Utah , Idaho and Oregon and the miles in 
British Columbia to Prince Rupert, which were not part of this study.   

55  There are other BNSF routing options, such as the movement south from the PRB mines and then 
west with the utilization of UP’s routes west though Colorado, Utah and then north through Idaho 
and Oregon (BNSF has trackage rights over a portion of the UP’s Central Corridor route), but 
these other routing options are more circuitous.   

 



   

 Heavy Traffic Ahead 
July 2012            28 
          
 

 As can be seen from Figure 14, BNSF’s PRB to PNW routes are expansive, stretching 
from eastern Wyoming to the Pacific coast.  These rail routes traverse many environmentally 
sensitive areas, such as Glacier National Park in Montana, as well as many major populated 
areas, such as Billings, Montana and Spokane, Washington.  Most export coal movements from 
Montana and Wyoming would move north and connect with and utilize most of the western 
portion of BNSF’s heavily utilized Great Northern Corridor, which runs from the PNW to 
Chicago, IL.  Most of the freight moving along BNSF’s Great Northern Corridor is consumer, 
industrial and agricultural products, such as double-stack intermodal container traffic and export 
grain traffic.  Passenger trains such as Amtrak’s Empire Builder and Cascades in the Northwest; 
and commuter trains, including Sound Transit in Washington, use the Great Northern Corridor.  
In addition, there are a growing number of unit-train tank car movements of oil from the Bakken 
shale formation in North Dakota and Montana to PNW destinations which are and will be 
increasing using this important corridor.56 
 

3. BNSF’s Routing Options 
 
 BNSF does have the benefit of have several viable routing options, which may lessen the 
impact on certain areas, but also significantly broadens the impact area.  For example, the 
shortest rail distance is from Eagle Butte Jct., WY to Longview, WA which is 1,313 miles, but 
BNSF’s viable routing options cover a distance of 2,321 miles.   BNSF has two viable routing 
options in Montana and three routing options in Washington from Spokane:57 
 

a. BNSF/MRL Helena Route - Montana Rail Link’s (MRL) 564.2 mile line from 
Mossmain, MT (near Billings) to Sandpoint, ID runs through Helena and 
Missoula, MT and reconnects with BNSF at Sandpoint, ID.  MRL, which is 
owned by Washington Companies, assumed control of the western portion of 
BNSF’s mainline in Montana in 1987.  MRL is considered a “bridge carrier” for 
BNSF as it only connects with BNSF at Huntley, MT and Sandpoint, ID and 
BNSF retains ownership of the MRL lines.  BNSF and MRL have a long-term 
lease purchase plan for MRL to acquire the line.  The MRL route is 
approximately 100 miles shorter than the BNSF route.  BNSF currently uses MRL 
route to move the current PRB to PNW coal traffic to Centralia and Boardman, as 
well as grain traffic to the PNW and other traffic.   

                                                 
 

56 For example, in July, 2011, Tesoro Corp. announced that it intends to move 30,000 barrels per day 
(or approximately 50 loaded cars per day) of Bakken oil by rail in a dedicated unit trains to the 
Anacortes, Washington refinery and expects to spend $50 million on the project.   

57  BNSF has other available routing options, such as moving east or south and then west, but these 
routes are significantly more circuitous and thus not economically viable. 
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b. BNSF Great Falls Route  -  BNSF’s northbound line from Mossmain, MT 

through Great Falls, which connects to BNSF’s main east-west “Hi-Line” at 
Shelby, MT.  Although the BNSF/MRL Helena route is approximately 100 miles 
shorter, as a result of the expected high volumes, it is likely that both of these 
routes will be heavily utilized by BNSF for export coal shipments.   
 

c. Stevens Pass / Cascade Tunnel  -  BNSF’s northern line from Spokane through 
Wenatchee, WA connecting with BNSF’s north-south line along the coast at 
Everett, WA.  This mainline, which passes through the Cascade Tunnel, is 
BNSF’s major transcontinental route for double-stack intermodal container trains.  
Currently, this line has a capacity of 24 to 28 trains per day and is operating at 57 
percent to 75 percent capacity.58  
 

d. Columbia River Gorge - The BNSF’s Vancouver-Pasco line, which follows the 
Columbia River along the north side of the Columbia River Gorge, is used by 
double-stack intermodal container trains moving east, grain trains moving west to 
the PNW ports, and other carload traffic.  The line is operating today at about 80 
percent of practical capacity with an estimated capacity of 40 trains per day.59 
      

e. Stampede Pass & Tunnel - The Stampede Pass route moves south from Spokane 
and then west through Yakima, connecting with BNSF’s north-south line along 
the coast south of Seattle, WA (Auburn). The line passes through the Stampede 
Tunnel and operates at a lower capacity because the ceiling of the Stampede 
Tunnel is too low to accommodate double-stack intermodal container trains and 
the grades over the Stampede Pass also make it difficult to haul heavily-loaded 
unit trains.  As a result, BNSF could use the Columbia River Gorge or Steven 
Pass / Cascade Tunnel routes for loaded trains and the Stampede Pass route for 
empty trains.60   

                                                 
 

58  Washington State 2010-2030 Freight Rail Plan, page 3-28. 
59  Ibid. 
60 Ibid.  It should be noted that these three (3) alternative routes in Washington have some common 

line segments.  For example, both the Stampede Pass and Columbia River Gorge routes would use 
the line segment from Spokane to Pasco, WA and the Stevens Pass/Cascade Tunnel and Stampede 
Pass routes would use the line from Auburn to Longview, WA. 
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4. Mileage Differences For BNSF Routing Options 
 
 The following table shows the mileage differences for the six different viable routing 
options available to BNSF for export coal movements from Antelope, WY to Longview, WA:  
 

Figure 16 
 

BNSF Routing Options For Export Coal Movements 
From Antelope, Wyoming to Longview, Washington  

 

Route Miles 

From Antelope, WY to Spokane, WA  

Via BNSF/MRL Helena Route 966 
Via BNSF Great Falls Route 1,064 

From Spokane, WA to Longview, WA  

Via Columbia River Gorge Route 403 
Via Stevens Pass / Cascade Tunnel Route 479 
Via Stampede Pass Route 493 

From Antelope, WY to Longview, WA 

Via BNSF/MRL Helena & Columbia River Gorge Routes 1,368 
Via BNSF/MRL Helena & Stevens Pass/Cascade Tunnel Routes 1,445 
Via BNSF/MRL Helena & Stampede Pass Routes 1,459 
Via BNSF Great Falls & Columbia River Gorge Routes 1,467 
Via BNSF Great Falls & Stevens Pass/Cascade Tunnel Routes 1,543 
Via BNSF Great Falls & Stampede Pass Routes 1,558 

 

 As can be seen, the shortest route to Longview would involve the utilization of the MRL 
line in Montana and the Columbia River Gorge line in Washington (1,368 miles) whereas the 
longest route would involve BNSF’s line through Great Falls and its Stampede Pass route in 
Washington (1,558 miles).61 The economics would generally favor the shortest routes, however, 
because of the massive volumes expected, it is likely that all of the routing options will be 
utilized to a certain extent which will likely result in congestion problems for all the routes.   

                                                 
 
61 For Cherry Point, which is in northern Washington, the shortest route would involve the 

BNSF/MRL Helena and Stevens Pass/Cascade Tunnel routes. 
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5.  Impacted Railroad Line Segments 
 

 The characteristics of the identified railroad line segments will be described in more 
detail herein.  The following is a list of the major railroad line segments in Wyoming, Montana, 
Idaho, Washington and Oregon which could be impacted by various degrees by the expected 
increase in export coal movements from PRB to PNW:   



   

 Heavy Traffic Ahead 
July 2012            32 
          
 

 
Figure 17 

 
Railroad Line Segments Impacted  

 

Section Line Segment Railroad Miles62 
    
1.  Shawnee Jct., WY to Campbell, WY (“Joint Line”) BNSF/UP 140.2 
2.  Eagle Butte Jct., WY to Campbell, WY BNSF 25.6 
3.  Campbell, WY to W. Dutch, WY BNSF 100.5 
4.  Spring Creek, MT to W. Dutch, WY BNSF 22.8 
5.  W. Dutch, WY to Huntley, MT BNSF 138.9 
6.  Big Sky, MT to Nichols, MT BNSF 39.0 
7.  Ashland, MT to Miles City, MT TRRC 89.0 
8.  Miles City, MT to Nichols, MT BNSF 51.6 
9.  Nichols, MT to Sarpy, Jct., MT BNSF 16.4 
10.  Kuehn, MT to Sarpy Jct., MT BNSF 37.4 
11.  Sarpy Jct., MT to Huntley, MT BNSF 66.1 
12.  Huntley, MT to Mossmain, MT BNSF/MRL 24.8 
13.  Mossmain, MT to Broadview, MT BNSF 35.8 
14.  Signal Peak, MT to Broadview, MT BNSF 35.0 
15.  Broadview, MT to Great Falls, MT BNSF 188.0 
16.  Great Falls, MT to Shelby, MT BNSF 99.1 
17.  Shelby, MT to Sandpoint, ID BNSF 337.9 
18.  Mossmain, MT to Sandpoint, ID MRL 564.2 
19.  Sandpoint, ID to Spokane, WA (Latah Jct.) BNSF 70.5 
20.  Spokane, WA (Latah Jct.) to Everett, WA (PA Jct.) BNSF 301.1 
21.  Spokane, WA (Latah Jct.) to Pasco, WA (SP&S Jct.) BNSF 149.4 
22.  Pasco, WA (SP&S Jct.) to Vancouver, WA BNSF 219.8 
23.  Vancouver, WA to Longview, WA BNSF 35.4 
24.  Vancouver, WA to Portland, OR BNSF 9.9 
25.  Pasco, WA (SP&S Jct.) to Auburn, WA BNSF 227.5 
26.  Auburn, WA to Centralia, WA BNSF 72.6 
27.  Centralia, WA to Longview, WA BNSF 47.1 
28.  Auburn, WA to Everett, WA (PA Jct.) BNSF 55.6 
29.  Everett, WA (PA Jct.) to Intalco, WA BNSF 78.3 
30.  Intalco, WA to Cherry Point, WA BNSF 8.9 
31.  Intalco, WA to British Columbia Terminals BNSF/CN 49.7 
32.  Centralia, WA to Port of Grays Harbor, WA PSAP 59.0 
33.  Spokane, WA to Hinkle, OR UP 171.0 
34.  Hinkle, OR to Boardman, OR UP 20.0 
35.  Portland, OR to Boardman, OR UP 164.0 
36.  Portland, OR to St. Helens, OR (Port Westward) PNWR 56.0 
37.  Portland, OR to Eugene, OR UP 124.0 
38.  Eugene, WA to Coos Bay, OR CORP 122.0 

 Total Railroad Route Miles  4,054.1 

                                                 
 
62  Includes route miles and mileage of connecting lines. 
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Projected Traffic Flow 
 
 The following charts show the impacted line segments and the potential the routing 
options and choke points: 
 

Figure 18 
 

Projected Traffic Flow From PRB Coal Mines to Spokane, WA 
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Figure 19 
 

Projected Traffic Flow From Spokane, Washington 
To PNW Export Coal Terminals  
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Major Choke Points & Bottlenecks 
 
 As indicated by Figures 17 and 18, the majority of the PRB coal shipments (all but Signal 
Peak) will converge at Huntley, MT and move to Mossmain, MT, where there is the routing 
option of either the shorter MRL route through Helena or the longer BNSF route through Great 
Falls, MT.  All PRB coal shipments would then meet again at Sandpoint, ID and converge at 
Spokane, WA. Although BNSF has routing options from Spokane, WA, there are problems 
associated with each option, such as existing congestion on the Stevens Pass/Cascade Tunnel and 
Columbia River Gorge routes and the restrictions associated with the Stampede Pass route. 
 
 BNSF’s internal routing options will help distribute the tonnage and could help lessen the 
impact in certain areas, however, the expected large coal volumes will likely result in congestion 
problems for the entire route.  As illustrated by previous flowcharts (Figures 17 and 18), there 
are two key line segments which will carry nearly all the coal traffic and represent major choke 
points and bottlenecks: 
 

Huntley, MT to Mossmain, MT (Billings) (BNSF/MRL - 24.8 Miles) - Coal 
shipments from the BNSF/UP Joint Line coal origins or the BNSF served origins 
would converge at Huntley, MT (Jones Jct.).63  From Huntley the coal would move 
24.8 miles on the MRL line to Mossmain, where it could then move on BNSF’s direct 
route or via the shorter MRL route.  It is projected that 22.3 to 57.6 PRB to PNW 
export coal trains per day will move over this line segments through Billings. 

 
Sandpoint, ID to Spokane, WA (BNSF - 78.3 Miles) - The MRL route from 
Mossmain would converge with BNSF-direct coal from Shelby at Sandpoint, ID and 
move on the BNSF line to Spokane, WA.   All (100%) BNSF export coal to the PNW 
would likely move over this 78.3 mile line segment.  This line is commonly known as 
the “Funnel,” and is the second-busiest rail corridor in Washington.  It is projected 
that 27.9 to 63.2 PRB to PNW export coal trains per day will move through Spokane. 

  

                                                 
 
63 The only exception would be Signal Peak, which is served by a new 35-mile spur, which connects 

to BNSF’s line north of Mossmain near Broadview, MT, thus avoiding the bottleneck from 
Huntley to Mossmain. 
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Major Traffic Congestion Areas 
 

 In addition to these major choke points, there are also several sections in the routings 
which are already congested and may not be able to adequately handle the expected large 
volumes of export coal: 

 
BNSF/UP Joint Line - Currently, the majority of PRB coal (357.1 million tons in 
2010) originates on the high-density BNSF/UP Joint Line or Orin Subdivision 
Line, which runs 120.8 miles from an interchange with UP at Shawnee Jct., WY 
north to Campbell, WY.  This line is already near capacity.  In addition, most of 
the coal from the Joint Line moves south whereas as most PRB to PNW coal 
traffic would move north, which could cause operational problems on the Joint 
Line.    
 

 BNSF “Hi-Line” - BNSF export coal shipments would connect to its mainline, 
(known as the “Hi-Line”) at Shelby, MT and move west to Sandpoint, ID and 
beyond.   This is one of BNSF’s heaviest used mainline, carrying intermodal 
container trains and west-bound grain shipments.  The additional PRB to PNW 
export coal trains will add 14.9 to 29.7 trains per day to the already congested Hi-
Line.   
 
Stevens Pass / Cascade Tunnel - BNSF’s Everett-Spokane line, which passes 
through the Cascade Tunnel at Stevens Pass, is the BNSF’s major northern 
transcontinental route for double-stack intermodal container trains.  It is heavily 
used, operated at about 70 percent of practical capacity in 2008.     
 
Columbia River Gorge - The BNSF’s Vancouver-Pasco line, which follows the 
Columbia River along the north side of the Columbia River Gorge, is used by 
double-stack intermodal container trains moving east and grain trains moving 
west to PNW export grain terminals. The line is operating today at about 80 
percent of practical capacity.  
 
North-South I-5 Corridor -  BNSF’s line connecting Seattle with Portland, OR, 
is the most heavily trafficked rail line in Washington State, conveying BNSF and 
UP trains (the latter via trackage rights) to and from the major PNW ports.   The 
corridor hosts an average of 58 freight trains each day.  PRB to PNW export coal 
tons will move over this route from Vancouver, WA to Longview and between 
Longview, WA and Seattle, WA.    
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Rail Capacity Issues 
 

 This report carefully examines and describes these 38 impacted railroad line segments 
covering over 4,000 route miles in more detail herein.  In addition to the obvious environmental 
and traffic concerns, the expected large coal volumes will result in several major choke points 
and bottlenecks and will likely cause congestion problems for the entire route.  These choke 
points and congestion areas will be described in more detail herein.  The two major cities that 
will be the most adversely impacted in terms of the expected export coal trains per day are: 
Spokane, Washington (pop. 208,916) and Billings, Montana (pop. 104,170).   Nearly every PNW 
to PRB loaded and empty coal train will move through these two cities (63.2 trains per day 
through Spokane and 57.6 trains per day through Billings).64 
 
 Many of the impacted railroad line segments already have significant rail capacity and 
congestion issues associated with the current rail traffic, such as PNW import and export 
intermodal container traffic and grain railroad traffic.  For example, for many years there have 
been rail traffic congestion problems and capacity issues associated with the rail lines between 
Sandpoint, ID to Spokane, WA, which is appropriately named “The Funnel” as four rail lines 
converge at Spokane and any east/west shipments must travel through the Funnel.  It is the 
second-busiest rail corridor in the state of Washington and hosts an average of 46 freight trains 
each day, along with daily operation of Amtrak’s Empire Builder service connecting Seattle and 
Portland to Chicago.65   
 
 Over a decade ago, State, regional and local agencies in Washington and Idaho worked 
with BNSF, UP and others in developing an infrastructure and capital spending plan called 
“Bridging the Valley,” which involved the separation of railroad and roadway grades and 
increasing the capacity of the line from Spokane, Washington to Athol, Idaho.66  The 
improvements were originally designed to handle a gradual growth in intermodal and grain 
traffic of up to a total of 70 trains per day.  However, the expected rapid growth in PRB to PNW 
export coal traffic was not envisioned or considered when these improvements were first 
designed (2000) and approved (2006).  Now, in few short years, instead of the expected 70 trains 
per day, Spokane could see more than 130 trains per day, or 5.42 trains per hour moving through 
the city. 

                                                 
 

64  It is projected that all PRB to PNW export coal trains would move over the line from Sandpoint, 
ID to Spokane, WA, which is known as the “Funnel.”  With the exception of coal from the Signal 
Peak, MT mine, all other PRB to PNW coal trains would move over the Huntley, MT to 
Mossmain, MT line, which runs through Billings, MT.   

65 Washington State 2010-2030 Freight Rail Plan, December 2009, Appendix 3-B32 Appendix 3-B: 
Railroad History, Profiles, Service Corridors, & Safety Regulatory History. 

66  See, for example, Spokane Regional Transportation Council site: http://www.srtc.org/btv.html 
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 Clearly, the Bridging the Valley plans and other similar infrastructure improvement plans 
are obsolete and will have to be reconsidered and significantly revised based on the expected 
growth in PRB to PNW export coal traffic.    
  
 The railroad traffic and associated problems in Billings, the largest city in Montana, have 
been the issue of many studies over the years.  In 2004, the City of Billings, with Federal 
funding, conducted a Railroad Crossing Feasibility Study.67  The 2004 report stated that the 
growth of rail traffic “has resulted in traffic slowdowns, safety hazards and air pollution.”  The 
report also concluded that the rail lines through Billings have “created a barrier” and “have 
played a role in the development and continuation of a social divider between downtown Billings 
and surrounding neighborhoods.”  The report looked at various alternatives to improving railroad 
traffic problems and made recommendations and recommended improved signage, signal 
controls and other low-cost improvements, as well as an underpass under the railroad tracks 
crossing 27th street combined with a small track shift appeared, to be the best alternative.  It 
estimated that the cost would be approximately $20 million. 
 
 The 2004 Billings report was based on an estimated 30 trains per day through Billings. 
This traffic level, however, excluded the unexpected rapid growth in PRB to PNW export coal 
traffic, which could result in an additional 22.3 to 57.6 loaded and empty coal trains per day 
through Billings.  The report also failed to reflect the significant increase in Bakken oil 
shipments, many of which move to three refineries around Billings or through Billings to 
Cushing, Oklahoma and other destinations, and the related rail shipments of tubulars, fracturing 
sand and other supplies into the Bakken, which have resulted in additional loaded and empty 
trains moving through Billings.  With the added export coal trains and the existing coal, grain, 
intermodal, Bakken oil and other rail traffic already moving from, to and through Billings, there 
could be as many as 60 to 90 trains per day moving through the city in the near future. 
 
 In addition to potential improvements to downtown railroad crossings, the 2004 Billings 
report considered several options which involved major track relocations, which it estimated 
would cost between $60 and $150 million. These track relocation options involved possible by-
passes around Billings (south of I-90, north of I-90 and north of Billings) and the relocation of 
MRL’s switching yard in Billings.  The report concluded that there would be major impacts 
associated with the track relocation options and they were too costly.   Undoubtedly, Billings 
transportation planners will have to reevaluate these track relocation and by-pass options.   

                                                 
 

67 See: http://ci.billings.mt.us/DocumentView.aspx?DID=8159 
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 Several other cities along the route have examined their railroad traffic and congestion 
issues in the past and will be impacted by the increased movements.  Helena, Missoula, Great 
Falls and other cities in Montana have task forces that have studied the problems associated with 
increased rail movements.  These cities have rail yards and main rail routes that traverse through 
the heart of their towns.  Additionally, the Montana and Washington Departments of 
Transportation have had continued involvement in studying rail movements, traffic densities, 
congestion and capacity issues.   
 
 As a result of these capacity and congestion problems, there are many areas which will 
require major upgrading and expansion of existing railroad tracks.  In some cases (such as 
Spokane and Billings) new rail by-passes may be required around populated areas.  It is likely 
that hundreds of miles of railroad lines will require expansion from single to double or even 
triple track.  Other railroad infrastructure, such as bridges, tunnels, high-way crossings, will also 
need to be replaced or upgraded in order to adequately, efficiently and safely handle the expected 
traffic levels. 
 
 The required upgrading and expansion of railroad tracks and related infrastructure could 
well cost billions of dollars.  State and local governments will likely be called upon to bear the 
brunt and burden of these related costs local costs and will likely be required to spend hundreds 
of millions of dollars in related mitigation, litigation, debt and other costs associated with the 
necessary improvements to accommodate export coal traffic levels. 
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Impacted Railroad Traffic 

 
 Many of the impacted rail lines are already at or near capacity.  Even with substantial 
infrastructure improvements, such a significant increase in export coal rail tonnage and coal 
trains (as well as related construction projects) will likely significantly interrupt and disrupt other 
railroad traffic lanes.  Existing rail traffic, such as export grain traffic and import and export 
intermodal container traffic, will likely experience a deterioration of rail service, such as higher 
transit and cycle times, and will likely incur higher costs in the form of higher freight rates and 
equipment costs.  
 
 PRB to PNW export coal traffic (which will move in efficient unit trains and, in most 
cases, involve shorter distances) will likely be significantly more profitable than the existing 
PNW import/export intermodal container traffic and as or more profitable than PNW export 
grain traffic.  As a result of the economics (high volume and revenues), PRB to PNW export coal 
movements will likely be favored by the railroads over other types of existing railroad traffic.  
The remaining capacity available to other railroad shippers will be limited, constrained and more 
expensive.  As a result, railroad freight rates for other traffic will increase, which will be an 
additional benefit for the railroads. 
 
 The increase in export coal traffic will likely create numerous railroad shipping and 
logistic problems and result in increased costs and railroad rates for other shippers as a result of 
rail congestion and the limitations on available rail capacity.  Railroad transit times will likely 
increase for other railroad traffic as a result of congestion and it may be forced to move over 
more circuitous routes, which will increase private railroad equipment utilization and related 
costs.  

 

1. PNW Import and Export Intermodal Container Traffic 
 

 Although the Port of Los Angeles and Long Beach, CA handles the largest number of 
import and export containers (approximately 33% of the total U.S. container traffic), a significant 
amount of container traffic moves inbound and outbound from the PNW Ports of Seattle, 
Tacoma and Portland.  In 2009, over 3 million containers or TEU’s (twenty-foot equivalent 
units) were handled by these PNW Ports.  BNSF also dominates this PNW intermodal container 
traffic, which will also likely be adversely impacted by the increase in congestion on BNSF’s Hi-
Line and the impacted lines in Washington and Oregon.  PNW container volumes recently 
increased after cargoes were shifted from Southern California to PNW due to continuing 
congestion problems in Southern California and the search for new gateways by shippers and 
carriers. 
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 As export coal trains consume the remaining rail capacity, intermodal transit times to and 
from PNW ports will be adversely impacted which will reduce the ability of the PNW container 
ports to compete with the Southern California ports.  The following table shows and compares 
BNSF’s current service goal hours for intermodal traffic from S. Seattle, WA and Los Angeles, 
CA to Chicago, IL: 

 
Figure 20 

 
Comparison of BNSF Intermodal 

Service Goal Hours For Movements To Chicago, IL 
 

   BNSF Service Goal Hours 68  
From To Premium Expedited Expedited

  COFC COFC TOFC 
     
S. Seattle, WA Chicago, IL 85 79 79 

Los Angeles, CA Chicago, IL 84-92 78 78 
     

 

 As can be seen, BNSF’s service goal hours for movements of intermodal containers and 
trailers on flat cars from S. Seattle, WA to Chicago, IL are currently approximately the same as 
the hours from Los Angeles, CA.  This transit time from S. Seattle will be adversely impacted by 
the added rail congestion resulting from the increased export coal movements, which will reduce 
the ability to compete with the Southern California ports. 
 
 The ability of PNW intermodal container ports to compete with the expanding Canadian 
Port of Prince Rupert, B.C. will also be hurt.  As a review of various comments filed in response 
to the Federal Maritime Commission’s (FMC) Notice of Inquiry, U.S. Inland Containerized 
Cargo Moving Through Canadian and Mexican Seaports, demonstrates, the recent growth of 
Trans-Pacific services through Prince Rupert is due “in substantial part to the transportation 
advantages of that service, especially the shorter ocean transit time from Asia, and the excellent 
rail connection and service from the railroad(s) providing service from that port into the U.S. 
Midwest.”69  As was also repeatedly stressed, the primary considerations affecting the ports used 
for cargo imported to the U.S. are market-driven. 

                                                 
 

68 Source:  BNSF.  COFC = Container on Flat Car.  TOFC = Trailer on Flat Car  
69  Joint Comments Submitted by World Shipping Council, The National Industrial Transportation 

League, and National Retail Federation, at p. 2. 
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 Hence, the “business requirements of U.S. importers for timely, efficient and cost-
effective service that will satisfy their delivery requirements are paramount considerations.”70  In 
other words, speed to market will increasingly play a major role in causing shippers to route 
cargo through maritime gateways in Canada. 
  
 Given the need for fast, reliable supply chains for container shipments, of which the 
railroads are a major component, a substantial increase in the number of coal trains will further 
clog BNSF’s congested lines and will provide an economic incentive to shippers to divert 
containerized traffic to the Port at Prince Rupert and to Canadian National Railway Company 
(CN).  As CN observed in its Comments, once its recent acquisition of the Elgin, Joliet and 
Eastern Railway Company (EJ&E) has been fully integrated, it “will allow CN to move trains 
from the congested downtown Chicago area onto the EJ&E line circling the city” and enable it to 
provide seamless service from Prince Rupert to customers located throughout the eastern part of 
the U.S.71   
 

 In his response to the FMC’s inquiry into possible cargo diversion, Tay Yoshitani, Chief 
Executive Officer of the Port of Seattle, pointed out that “Washington is the most trade-
dependent state in the nation” and that the Port of Seattle is “a primary economic engine for 
Washington State, generating nearly 200,000 jobs and $867 million in state and local tax 
revenue.”72  He also observed that “foreign cargo is crucial to the state’s future competitiveness, 
because cargo creates jobs, and because farmers and other manufacturers across Washington 
need the robust infrastructure a strong import trade creates – without it, they cannot get their 
goods to markets across the globe.” 
 

 Plainly, if the west-bound movement of coal disrupts the frequency and reliability of 
inbound and outbound shipments of containerized traffic, that traffic likely will be diverted to 
Canadian ports where it will not be impacted by the congestion caused by the increased coal 
shipments.  Unfortunately, no similar relief will be accorded outbound movements of agricultural 
products and other goods manufactured in Washington.  As a result, the warehousing, 
distribution and transloading centers, third party logistics companies and brokers at the Port of 
Seattle who offer services and facilities to shippers will also be harmed.  Therefore, it is 
imperative that the total consequences of moving coal to PNW export terminals must be 
carefully explored. 

                                                 
 
70 Id.at 6.  
71  CN Comments at 4. 
72  Letter to Secretary Gregory dated January 9, 2012 
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2. PNW Export Grain Traffic 
 

 In 2011, U.S exports of corn, wheat and soybeans to Asia exceeded 60 million tons.  The 
majority of this export grain traffic moved from PNW export terminals, primarily located in and 
around Vancouver, WA, Kalama, WA, Tacoma, WA, Portland, Oregon and other PNW 
destinations.  BNSF dominates this transportation market with significant railroad grain 
movements, such as wheat movements from Montana, soybean movements from North Dakota 
and corn movements from Iowa. 
 The following table shows the total railroad agricultural shipments (Farm Products - 
STCC 01) moving to PNW destinations in 2010:73  
 

Figure 21 
 

2010 Railroad Shipments of 
Farm Products (STCC 01) to PNW Destinations 

 

Commodity STCC Carloads Tons
Railroad
Revenue

        

Soy Beans 01-144         129,580        14,152,756 $631,053,156

Corn 01-132         128,257        14,051,553 $597,014,673

Wheat 01-137          84,334         9,040,273 $300,406,569

Grain, NEC 01-139          13,240            427,024 $17,050,356

Peas, Dry Ripe 01-342            3,260            327,040 $14,496,108

Barley 01-131            4,616            240,272 $8,986,304

Beans, Dry Ripe 01-341            2,120              79,588 $3,563,960

Cottonseeds 01-141               516              29,484 $2,354,356

Total 01       365,923     38,347,990 $1,574,925,482
        

 
 This railroad export grain traffic will likely be adversely impacted by the increase in 
congestion on BNSF’s Hi-Line and the impacted lines in Washington and Oregon.   In addition 
to the large volumes of grain moving to the PNW, the traffic also fluctuates seasonally with 
increased volumes taking place after the fall harvests.  As a result, the traffic congestion would 
likely be greater during these post-harvest periods. 

                                                 
 

73 Based on the STB’s 2010 Public Waybill Sample for (BEA’s 167, 168, 169 and 170) 
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 During the past decade, BNSF has increasingly promoted the use of 110-car shuttle trains 
for PNW export grain shipments.  These shuttle trains will have to compete for capacity with the 
export coal unit trains, which will result in higher rates.  Grain movements use a combination of 
privately-owned and railroad-owned covered hoppers.  Transit times are likely to increase, which 
will increase equipment costs.  Grain traffic from smaller elevators (non-shuttle elevators), such 
as 52-car elevators in Montana, will likely be hurt the most as BNSF will continue to favor the 
large shuttle facilities.     
 

3. Bakken Oil Shipments  
 

 The Bakken Oil formation on North Dakota and Montana has been producing oil since its 
initial discovery in 1953, however, new discoveries coupled with the success of horizontal 
drilling in 1987 and the use of a new technique known as multi-stage fracturing or “fracking” in 
the early 2000’s has resulted in an explosion of oil production from this area.  The following 
chart shows this dramatic increase in North Dakota and Montana oil production in the last few 
years: 
 

Figure 22 
 

North Dakota and Montana Crude Oil Production 
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 The railroads, especially BNSF, see this as a major growth area.  BNSF estimates that 
nine (9) unit train loading facilities will be located in the area by 2013.74  These facilities include: 
Trenton, ND, Tioga, ND, Epping, ND, and Dickinson, ND.  BNSF estimates that it is positioned 
to transport 730,000 barrels of crude per day and that it directly serves 30% of U.S. refineries in 
14 states.75  The following map shows the Bakken area and BNSF’s routes through the area:  
 

Figure 23 
 

BNSF’s Bakken Oil Formation Service Area 
 

 
 

 A significant amount of the Bakken oil traffic will move over many of the lines that are 
also impacted by the increase in export coal shipments to the PNW.  Bakken oil will move to 
refineries through-out the U.S, including the three refineries in the Billings area.  Plans are also 
underway to move dedicated BNSF unit trains of Bakken crude oil to refineries to PNW.76 

                                                 
 

74  Presentation titled “Bakken Shale Overview” by Denis Smith, BNSF Vice President, Industrial 
Products Marketing, dated July 12, 2011. 

75  One 100-car unit train carries approximately 60,000 barrels.  As a result, 730,000 barrels would 
equate to over 12 unit trains per day. 

76  In July, 2011, Tesoro Corp. announced that it intends to move 30,000 barrels per day (or 
approximately 50 loaded cars per day) of Bakken oil by rail in a dedicated unit trains to its 
120,000 barrels per day refinery in Anacortes, WA and expects to spend $50 million on the 
project.  Shell Oil also has a large refinery in Anacortes (147,500 barrels per day).   In addition, to 
the two refineries in Anacortes, there are two large refineries in Ferndale, WA (i.e., BP Oil – 
232,000 barrels per day and ConocoPhillips – 101,000 barrels per day), which is close to Cherry 
Point, WA.  In addition, there is a small refinery in Tacoma, WA (US Oil & Refining Co. – 36,250 
barrels per day). 
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 Bakken oil will also move to Gulf coast refineries, such as those located in Houston, TX, 
Beaumont, TX, Port Arthur, TX, Lake Charles, LA and St. James, LA.  One major BNSF 
destination is Cushing, OK, which is a crude-oil epicenter that is connected to a pipeline network 
tied to many major U.S. markets.  Bakken oil shipments to Cushing would move through 
Billings.  In fact, MRL’s Billings yard has become a staging yard for Bakken oil tank cars over 
the last 24 months.  This trend should continue as one of BNSF’s major routes for getting 
Bakken oil to distribution points such as Cushing is through Billings and Laurel and down the 
west side of the Big Horn Mountains. 
 

4. Passenger & Commuter Traffic 
 
 Passenger and commuter rail traffic will also be disrupted by the increased rail 
congestion caused by the increase in export coal trains. Amtrak’s Empire Builder travels daily 
along BNSF’s routes between Chicago, Illinois and Seattle, Washington and Portland, Oregon.   
Amtrak serves many stations along the impact route, including: Shelby, MT, Cut Bank, MT; 
Browning, MT; East Glacier Park, MT; Essex, MT; West Glacier, MT; Whitefish, MT; Libby, 
MT, Sandpoint, ID; Spokane, WA; Pasco, WA; Wishram, WA; Bingen, WA; Vancouver, WA; 
Portland, OR; Ephrata, WA; Wenatchee, WA; Leavenworth, WA; Everett, WA; Edmonds, WA 
and Seattle, WA.  This Amtrak service is likely to be disrupted and impacted by the increase in 
congestion. 
 
 Amtrak also operates Amtrak Cascades Intercity Passenger Rail, which is sponsored by 
ticket-buying passengers, the states of Washington and Oregon, and Amtrak. Amtrak Cascades 
service operates on the same railroad tracks as freight trains, makes a limited number of stops, 
and connects central cities between Vancouver, B.C. and Eugene, OR. 
 
 Sound Transit's Sounder Commuter offers commuter rail service between Tacoma and 
downtown Seattle with stops in Puyallup, Sumner, Auburn, Kent, and Tukwila, and between 
Everett and downtown Seattle with stops in Edmonds and Mukilteo.  It shares the same railroad 
tracks as freight trains and Amtrak.  In contrast to Amtrak, Sounder commuter rail makes 
frequent stops along the 70-mile corridor between Everett and Tacoma, with service currently 
provided only during the weekday morning and evening commute hours.   Sounder commuter 
trains make additional stops along the route at Mukilteo, Auburn, Kent, Sumner, Puyallup, and 
Tacoma's Tacoma Dome station.  
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Major Track and Infrastructure 
Improvements are Required 

 

 Many of the impacted railroad tracks are already at, near or exceed capacity and the 
existing infrastructure needs significant upgrades and improvements in order to handle the 
existing traffic and relieve existing congestions.77  For example, BNSF’s Stevens Pass / Cascade 
Tunnel route across Washington is already nearing capacity and BNSF has been forced to route 
intermodal trains south via the circuitous I-5 rail corridor to Vancouver (WA) and then east, 
which has added considerable volume to the Vancouver-Pasco line along the Columbia River 
Gorge, and made the scheduling of trains moving through the Gorge and along the I-5 rail 
corridor more complex.  BNSF’s rail routes will require major upgrading and expansion of 
existing railroad tracks, bridges, tunnels, high-way crossings and other infrastructure in order to 
adequately and safely handle such high annual volumes.  Most of the infrastructure 
improvements related to coal movements made by BNSF and UP in recent years have focused on 
the east bound coal traffic lanes.   As a result of the expected increase in PRB coal traffic to the 
PNW, many of the north-west bound line segments will require substantial infrastructure 
improvements and modifications in order to adequately handle the expected export coal volumes. 
 
 In 2007, the Association of American Railroads (AAR) released the National Rail Freight 
Infrastructure Capacity and Investment Study, which was an assessment of the long-term 
capacity expansion needs of the continental U.S. freight railroads and provided an approximation 
of the rail freight infrastructure improvements and investments needed to meet the U.S. 
Department of Transportation’s (U.S. DOT) projected demand for rail freight transportation in 
2035.  The report included the following approximation of the capacity associated with various 
track configurations: 

                                                 
 
77  e.g., see, December 2009, Washington State 2010-2030 Freight Rail Plan, which identified 

numerous existing rail bottlenecks and over 100 required capital improvement projects throughout 
the state.   
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Figure 24 

 
Practical Track Capacity (Trains Per Day) 

 

  Trains Per Day 
Number  Lower Upper 

of Tracks Train Control Bound Bound 

    

1 No Signal and Track Warrant Control (NS-TWC) 16 20 

1 Automatic Block Signaling (ABS) 18 25 

2 No Signal and Track Warrant Control (NS-TWC) 28 35 

1 Centralized Traffic Control (CTC) 30 48 

2 Automatic Block Signaling (ABS) 53 80 

2 Centralized Traffic Control (CTC) 75 100 

3 Centralized Traffic Control (CTC) 133 163 

4 Centralized Traffic Control (CTC) 173 230 

5 Centralized Traffic Control (CTC) 248 340 

6 Centralized Traffic Control (CTC) 360 415 

    
 

 These AAR standards were used in the evaluation of the capacity of the studied line 
segments associated with the potential PRB to PNW export coal movements.  In numerous 
instances, the existing traffic levels fall within (and in some cases already exceed) these capacity 
ranges and the addition of the expected PRB to PNW export coal trains per day will exceed the 
existing capacity.  
 
 Railroad by-passes and track relocations in and around major populated areas, such as 
Spokane and Billings, may also be required.   For example, in 2004, a by-pass around Billings 
was estimated to cost between $60 and $150 million.  The majority of the impacted line 
segments are single track, which has a capacity ranging from 16 to 48 trains per day depending 
on the type of train control.  Based on AAR’s capacity standards, over 800 route miles (or 
approximately 20% of the route miles) will need to be expanded to double track in order to 
expand the capacity to efficiently and safely handle the expected volumes.  Based on AAR’s 
estimate of cost $3.8 million per mile, it would cost over $3 billion to double track 800 miles. 
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 For example, most of the 149.4-mile line segment from Spokane, WA to Pasco, WA is 
single track with CTC.78  According to Washington State, this line segment has an average 
utilization of 32 trains per day, which is within the 30 to 48 trains per day range for single track 
with CTC.  However, the expected PRB to PNW export coal will add an additional 15.0 to 32.7 
loaded and empty coal trains per day, which will likely exceed the 48 trains per day capacity.  As 
a result, it is likely that this entire 149.4-mile segment will likely require double track with CTC. 
 
 There are also over 800 miles of road which have not been upgraded to Centralized 
Traffic Control (CTC), which would probably be required for many of these lines.  The largest of 
these non-CTC line segments are the key line segments from Mossmain, MT to Shelby, MT, 
which runs 322.9 miles through Great Falls, MT.  AAR estimates that the conversion of a line to 
CTC can cost up to $700,000 per mile, which would equate to over $500 million.  In addition to 
installing double tracks and CTC, there are numerous bridges, tunnels, grade crossings and other 
railroad-related infrastructure which will need to be expanded, upgraded or rebuilt to efficiently 
and effectively move the expected coal volumes from the PRB to PNW.  
  
 The costs associated with the required infrastructure improvements will certainly be in 
the billions.  In 2009, the State of Washington identified over 100 capital improvement projects 
and other initiatives and estimated the cost to exceed $2 billion, but Washington’s estimate did 
not reflect the potential impact associated with a significant increase in railroad shipments of 
export coal. The total required improvements in Washington, Oregon, Montana, Wyoming and 
Idaho could well exceed $5 billion.  This report includes a separate evaluation of the identified 
38 individual line segments, which generally describe the required improvements associated with 
each line segment. 
 

 

 

 

 

 

 

 

 

                                                 
 
78  The line includes approximately 10.9 miles of double track. 
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Environmental Impacts 
 

 The movement of 75 to 170 million tons per year would equate to the movements of 
27.86 to 63.15 loaded and empty coal trains per day.  These repetitive 1¼-mile long loaded and 
empty coal trains will be going through numerous populated cities, towns, communities (such as 
Spokane, Washington, Seattle, Washington, and Billings, Montana and Portland, Oregon), parks, 
forests, historical areas and other environmentally sensitive areas (such as Glacier National Park 
in Montana).  As indicated Governor Kitzhaber’s recent letter requesting a full EIS of the 
proposals, there are environmental concerns associated with: protection of water quality, 
including risk of spills; impacts to listed protected fish species; coal dust emissions at the 
facilities and during product transport; emissions of other air pollutants, including diesel 
particulate, ozone, mercury and greenhouse gases; and increased rail traffic, noise and delay 
times for communities along the proposed lines, including emergency vehicles at rail crossings.79  
 

 Although BNSF’s shortest PRB to PNW railroad route (Signal Peak, MT to Longview, 
WA) covers a distance of 1,135 miles, there are 7 PRB existing and proposed coal lines in 
Wyoming and Montana which will likely be used and 9 existing and proposed PNW export coal 
terminals stretching from Prince Rupert, British Columbia to Coos Bay, Oregon.  In addition, 
BNSF has several available routing options in Montana and Washington, which could lessen the 
impact on certain areas, but also significantly broadens the total impact area.  As a result, the 
total rail route miles potentially impacted cover an extremely broad impact area covering a total 
rail distance of over 4,000 miles.  The impacted railroad route miles would directly impact over 
48,977 acres based on a 100 ft. right-of-way (ROW), as well as the adjoining and surrounding 
areas.  These routes and impacted areas are described in more detail herein. 
 

 The PNW destination areas and communities in Washington, Oregon and British 
Columbia will obviously be adversely impacted by the increase in coal trains and pollution from 
coal dust and diesel fumes.  Meeting these PNW export coal goals will also likely require coal 
companies to open brand new areas of mining and expand existing PRB coal mining operations 
in Montana and Wyoming, which could further increase air pollution, jeopardize water quality 
and require the industrialization of thousands of acres of agricultural land and wildlife habitat.  
The impacted areas will experience blocked vehicular traffic crossings and related traffic 
congestion, as well as an increase in related traffic accidents, injuries and deaths.  The increase in 
export coal traffic could also adversely impact wildlife, pollute the air and ground, create noise 
and result in numerous other environmental problems along the entire route.   

                                                 
 

79  Letter from Governor John A. Kitzhaber dated April 25, 2012.  Evaluating and quantifying the 
environmental impacts while they exist, is beyond the scope of this analysis. 
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Economic Impacts 
 
 In addition to the related environmental problems, however, there will be significant 
economic impacts.  The railroads, terminals companies and coal companies plan to spend 
millions in expanding and upgrading the PNW export terminals.  For example, Millennium Bulk 
Terminals is proposing to spend $600 million terminal for the proposed Longview export coal 
terminal.80 
 

 However, there are many areas along the railroad routes which will require major 
upgrading and expansion of existing railroad tracks and related infrastructure which could well 
cost billions of dollars.  In some cases new rail by-passes may be required around major 
populated areas.  Hundreds of miles of railroad lines will likely require expansion from single to 
double or even triple track.  Other railroad infrastructure, such as bridges, tunnels, high-way 
crossings, will also need to be replaced or upgraded in order to adequately, efficiently and safely 
handle the expected increase in traffic levels. 
 

 State and local governments will likely bear the brunt and burden of these related local 
infrastructure costs and will likely be required to spend hundreds of millions of dollars in related 
mitigation, litigation, debt and other costs associated with the necessary improvements to 
accommodate export coal traffic levels.   
 

 Railroad shippers will also likely experience higher costs in terms and railroad rates, 
charges and related expenses.  Many of the impacted rail lines are already at or near capacity.  
Even with substantial infrastructure improvements, such a significant increase in export coal rail 
tonnage and coal trains (as well as related construction projects) will likely significantly interrupt 
and disrupt other railroad traffic lanes and consume the majority of the existing rail capacity.   
Existing rail traffic, such as export grain traffic and import and export intermodal container 
traffic, will likely experience a deterioration of rail service, such as higher transit and cycle 
times, and will likely incur higher costs in the form of higher freight rates and equipment costs.  
 
 

                                                 
 

80  http://millenniumbulk.com/wp-content/uploads/pdfs/BerkStudy.pdf 
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Regulatory Review & Mitigation 
 
 There are many areas along the impacted railroad routes which would require significant 
mitigation in order to alleviate the adverse impacts associated with the significant increase in 
coal traffic.  State and local governments and other impacted and interested parties may have 
little input into related rail infrastructure requirements and needs. 
 
 The new PNW export coal terminals, such as Cherry Point and Longview, will have 
Environmental Impact Statements (EIS) associated with the local improvements and 
installations.  U.S. Army Corps of Engineers (USACE) will serve as the lead federal agency in 
the preparation of these EIS reviews.  USACE may look at the cumulative impacts as required by 
National Environmental Policy Act (NEPA), however, USACE has no authority over interstate 
railroad movements.81 
 
 The U.S. Surface Transportation Board (STB) is an economic regulatory agency that 
Congress has charged with resolving railroad rate and service disputes and reviewing proposed 
railroad mergers.   The STB has often been involved in cases which involved mitigation resulting 
from increased railroad traffic levels and has been involved in several cases involving the 
proposed expansion of PRB coal movements. 
 
 For example, in the 1995 railroad merger between UP and Southern Pacific (UP/SP), the 
city of Reno, Nevada, along with many other cities and impacted parties, protested the merger, 
which required STB approval, because of the predicted 40 to 50 trains per day which would run 
through town as a result of the merger.  Mitigation for Reno was a very expensive undertaking 
because the railroad tracks run through the heart of Reno’s casino district.  Several alternatives 
were considered and discarded, including track relocation or by-pass and a tunnel.  After a 
decade of litigation and negotiations, an agreement was finally reached to excavate a 2.25-mile 
long, 33-feet-deep, and 54-foot-wide trench through the city, which was not completed until 
2005.  The Reno trench cost an estimated $265 million (excluding debt), of which the railroad 
contributed only $17 million.82  

                                                 
 

81 Recently, the EPA requested that USACE conduct a “thorough and broadly scoped cumulative 
impacts analysis” of a project at Port of Morrow in Oregon which has “the potential to 
significantly impact human health and the environment.”  The EPA stated that the Corps should 
address overall impacts, including increases in greenhouse gas emissions, rail traffic and mining 
activity on public lands. 

82  See Railway Age article by Willie Albright: We told you so - Predictions of calamity was not 
enough to derail Reno’s runaway train trench. Now what ?, published July 11, 2011. 
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 Although Reno was forced to spend millions in order to mitigate the adverse impact 
resulting from the UP/SP merger and the railroad’s portion of the total cost was relatively small, 
Reno did obtain the benefit of STB-ordered mitigation.  STB ordered relief which was intended 
to preserve the “environmental status quo.”  As a result, UP was forced to negotiate and Reno 
had some leverage in its subsequent negotiations. 
 
 Previous other potential expansions of railroad PRB coal movements have also been 
under the jurisdiction of, and the subject of approval by, the STB, namely: 
 

 DM&E - The application filed by the Dakota, Minnesota & Eastern Railroad 
Corporation (DM&E) to construct and operate 280 miles of new rail line and the 
rehabilitation of approximately 600 miles of existing rail line in Wyoming, South 
Dakota, and Minnesota;83 and 

 

 TRRC - The Tongue River Railroad Company (TRRC), which involves the 
construction of an 89-mile coal line from Ashland, MT to Miles City, MT. 84 

 

 In both the DM&E and TRRC cases, the railroads projected the movement of million 
tons of coal through either populated or environmentally sensitive areas, or both.  As a result, 
STB identified and examined potential environmental and economic impacts associated with the 
project and ordered hundreds of environmental conditions. 
 
 For example, in the DM&E case, the STB prepared a Draft and a Final Environmental 
Impact Statement (EIS).  The STB conducted biological surveys for threatened and endangered 
species and cultural resource surveys for archaeological sites and historic structures. 
Additionally, the STB gathered extensive data on air quality, crossing safety and potential 

                                                 
 
83 DM&E filed an application for the expansion with the STB) on February 20, 1998.  The STB 

subsequently approved DM&E’s application in 2001.  In 2007, the Canadian Pacific (CP) acquired 
DM&E.  To date, no action has been taken on the construction of the line since CP’s acquisition of 
DM&E. 

84  A new coal line in Montana, which would be operated by the Tongue River Railroad Company 
(TRRC), has been proposed and approved for construction by the STB which would connect with 
BNSF’s mainline at Miles City, MT.  TRRC was first applied for regulatory approval in 1983 and 
has been the subject of numerous STB decisions and modifications.  A recent agreement between 
one of the major opponents, billionaire Forrest Mars, and BNSF and Arch Coal, appears to have 
limited the proposed rail route to the 89-mile line from Ashland, MT to Miles City, MT.  After a 
recent ruling in the 9th Circuit Court of Appeals, the STB in June reopened the Ashland to Miles 
City segment permit to require a revised application that reflects current plans to ship coal west to 
ports and the agency will conduct an environmental review of the revised project. 
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delays, railroad and vehicular traffic volumes, wetlands and aquatic resources, noise receptors, 
wildlife migration, and potential impacts to ranching operations. 
 
 There was extensive public involvement in the development of the original EIS.  STB 
worked with five cooperating Federal agencies, conducted dozens of meetings and received 
approximately nearly 10,000 comments from agencies, elected officials, tribes, organizations, 
businesses, affected communities, landowners, and other members of the public.  As a result, 
STB identified and examined potential environmental impacts associated with the project and 
ordered 147 environmental conditions. 
 
 The DM&E and TRRC proposals involved the construction of new rail lines in order to 
access PRB coal, whereas, the rail construction associated with the proposed PNW export 
terminals primarily involves the construction of railroad track, storage areas and unloading 
facilities.  The required new construction may be smaller, but the size, scope and problems 
associated with DM&E’s proposed PRB coal project are similar in many respects to the 
proposals to move PRB export coal tonnage to the PNW (i.e., same commodity (coal), same 
origin area (PRB), similar distances, similar congestion and environmental problems, etc.).  
Indeed, the traffic levels and adverse impacts associated with expansion of PRB to PNW export 
coal movements are likely bigger than the TRRC and DM&E cases combined:   
 

Figure 25 
 

Comparison of Projected PRB to PNW 
Export Coal Volumes With DM&E and TRRC 

 

Item Low High 

Projected PRB to PNW Export Coal Volumes 

PRB to PNW Export Coal Tons Per Year (Millions) 75 170 
PRB to PNW Export Coal Trains Per Day (L&E) 28 63 
   

Projected DM&E PRB to U.S. Coal Volumes  

DM&E Proposed PRB Coal Tons Per Year (Millions) 20 100 
DM&E Proposed PRB Coal Trains Per Day (L&E) 8 34 
   

Projected TRRC PRB to U.S. Coal Volumes 

TRRC Proposed PRB Coal Tons Per Year (Millions) 33 44 
TRRC Proposed PRB Coal Trains Per Day (L&E) 19 25 
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 In the previous STB cases involving the expansion of PRB coal movements, i.e., DM&E 
and TRRC, the STB considered the “downline” and overall impacts associated with the proposed 
construction projects.  Here, the size of the railroad track construction and expansion of the PNW 
export terminals may be smaller in comparison to the DM&E and TRRC PRB build-in 
proposals, but the “upline” and overall impacts will be much broader and more adverse to the 
areas along the impacted over 4,000 plus route miles. 
 
 However, the railroads, coal companies and other interested parties may resist an STB 
review of the cumulative impacts associated with the proposed expansion of PRB to PNW export 
coal movements - even though the proposed PRB to PNW export coal movements are much 
larger than any previous case that have been decided by the STB.  Consequently, impacted and 
interested parties may be required to advocate and promote Federal legislation which would 
require a thorough STB review of the proposed cumulative impacts associated with the projected 
increase in PRB to PNW export coal movements. 
 

 Given the vast increase in the number of trains per day that are anticipated, it is 
imperative that State and local governments must be made aware that they will likely bear the 
brunt and burden of the local impacts.  Without question, the increase will have substantial 
adverse environmental and economic consequences as it will increase the number of emissions, 
particulates, and delays in vehicular traffic.  In order to address the adverse consequences, State 
and local governments must be prepared to seek relief from the STB and/or Congress. 
 
 The railroads, coal companies and PNW terminal companies may resist STB jurisdiction 
in regard to the proposed increase in PRB to PNW export coal movements and maintain that 
little or no mitigation is required because the railroads are not constructing a new line or merging 
with another railroad, but are instead constructing new facilities within existing rail corridors.  
However, in the event that new construction is required to reach new export terminals, that 
construction would likely entail an extension of a line of railroad into new territory, which would 
require STB approval.   
 
 In addition, the reopened TRRC proceeding opens the door for further environmental 
impact studies.  As the Ninth Circuit recently recognized, “[t]he propose of TRRC II was to 
bring coal from Wyoming’s PRB to the BNSF main line in Miles City, and then on to other 
destinations in the Midwest.” (Slip Op. at 7, emphasis added).  Given the absence of any prior 
focus on potential PNW movements, the argument can be made that the Board must perform a 
new cumulative impact analysis and that the shift in market destinations is a material change.  
(The STB ruled on June 18, 2012, to reopen the TRRC application to review the revised plans to 
ship the coal west.) 
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 There are at least two STB precedents that provide some guidance regarding the STB’s 
jurisdiction to consider the entirety of a project that is composed of both new construction and 
the rehabilitation and expansion of an existing line.  In the DM&E case, the Board specifically 
rejected DM&E’s argument that it lacked “jurisdiction to impose conditions related to the 
existing line.”85  As the Board explained, while it may not have jurisdiction over proposed 
improvements and upgrades of an existing line, it has jurisdiction to examine the potential 
environmental impacts resulting from increased rail operations over the portion of the rebuilt line 
as well as the impacts from the construction of the new line.  As the Board further explained in 
slightly different terms: 
 

[W]e have broad power to impose conditions, so long as they are supported by the 
record and there is a sufficient nexus between the condition imposed and the 
transaction before us.  Accordingly, we plainly have authority to impose 
mitigation to address the effects of increased operations on the existing line that 
would not occur but for the expansion of [the railroad’s] system authorized here. 
(DM&E, 6 STB at 36). 

 
 It can also be anticipated that the railroad may argue that little or no mitigation is 
necessary and that the Board, as part of its conditioning authority, may not require the railroad to 
fund other than a small percentage of the cost of grade separations and other mitigation.  Once 
again, there are two recent proceedings in which the Board required a railroad applicant to 
assume more than the minimal 5% of costs generally associated with the construction of grade 
crossing separation projects initiated at the request of a community and funded with federal 
highway grants. 
 
 When the Board approved the Canadian National Railroad Company’s (CN) acquisition 
of EJ&E West Company, a wholly owned, non-carrier subsidiary of Elgin, Joliet and Eastern 
Railway Company (EJ&E), it reasoned that because the applicants were receiving the substantial 
benefit of the Board’s approval of the transaction, they would be responsible for a higher share 
of the cost of grade-separation costs than would be the case if local governments were seeking to 
impose a grade-separation project on the railroad.  As the STB realized in its approval of the 
transaction:  
 

                                                 
 

85  Dakota, MN & Eastern RR—Construction—Powder River Basin, 6 STB 8, 36 (2002) (DM&E).  
In so ruling, the STB relied on prior reasoning in Burlington Northern Santa Fe Corporation, 
BNSF Acquisition Corp., and Burlington Northern Railroad Company—Control—Washington 
Central Railroad Company, 1 STB 792 (1996), aff’d City of Auburn v. STB, 154 F.3d 1025 (9th 
Cir. 1998), cert. denied, 527 U.S. 1022 (1999) (City of Auburn). 
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. . . will change the character of the EJ&E line from a line serving local traffic that 
also facilitates longer-haul movements through haulage and trackage rights into a 
line that will be integrated into CN’s North American rail network at the very 
heart of the system.  As the Final EIS shows, this transaction would have a 
substantial adverse effect on vehicular traffic delays and, in some areas, regional 
and local mobility and safety at grade crossings. (Slip op. at 46)  Thus, CN’s 
“share of the cost should be more than the traditional railroad share for grade-
separation projects.”  (Id.)   

 
Although CN appealed the Board’s decision, the D.C. Circuit upheld the Board’s decision when 
it found that “the higher proportion of costs the Board imposed on Canadian National is not 
unusual where, as here, the railroad, as opposed to the government, proposes the action that 
creates the need from grade separation and where no federal funds are involved.”86  The court 
also found that the Board’s decision to require CN to pay as much as 78.5% of the cost of one 
grade separation and 67% of the cost of a second grade separation was “entirely consistent with 
[the Board’s] policy of ‘requiring {railroads} to mitigate transaction-related impacts, but not pre-
existing conditions.”  Id. 
 
 In the DM&E case, the Board also required the railroad applicant to fund more than the 
minimal 5% of the cost of crossing-protection upgrades on the existing line and not only on the 
new line.  See DM&E, 6 STB at 32.  Plainly, the foregoing rationale is applicable to the situation 
involved herein where the overall adverse impacts will be much broader and more adverse than 
was the case in either the EJ&E, DM&E or TRRC proceedings. 

                                                 
 

86  Village of Barrington, Illinois v. Surface Transportation Board, D.C. Cir. No. 09-1002 (March 15, 
2011), slip op. at 42.   
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Potential Legislation 
 
 Impacted and interested parties may want to consider seeking or promoting Federal 
legislation which would require STB approval for such increases in traffic levels or extensive 
infrastructure improvements. 
 
 For example, impacted and interested parties could seek and promote Federal legislation 
which would amend the Interstate Commerce Act to would require railroads, prior to engaging in 
extensive improvements and upgrades of an existing line that would increase the number of 
trains by more than a certain percentage (perhaps 25% to 50%), to notify the Board of such 
improvements so that the Board may determine whether such improvements and upgrades might 
have a significant impact on the human environment.  Should it determine that the planned 
improvements might have a likely adverse impact, the Board shall be required to hold public 
hearings on the proposed project to determine the safety and environmental effects of the 
proposed project, including the effects on local communities, such as public safety, grade 
crossing safety, hazardous materials transportation safety, emergency response time, noise, and 
socioeconomic impacts.  Should it determine after such hearings that the proposed improvements 
and upgrades would have an adverse impact, the Board would have jurisdiction to impose 
conditions that would mitigate the adverse impacts. 
 
 As an alternative approach, any increase in the number of trains above a specified 
percentage would establish a presumption that the project would have an adverse impact that the 
Board would be required to address.  As noted earlier, the expected rapid growth in PRB to PNW 
export coal traffic was not envisioned or considered when the Bridging the Valley plan was first 
designed (2000) and approved (2005).  Now, in a few short years, instead of the expected 70 
trains per day, Spokane could see as many as 140 trains per day, or 5.83 trains per hour moving 
through the city.  As a result, if the STB has no oversight jurisdiction to impose mitigation 
conditions, the State of Washington and the local communities will bear the burden of 
responding to the adverse environmental impacts even though they will not share in the resulting 
economic gains that will flow only to the railroads and the coal mines. 
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Conclusion & Recommendations 
 

 The movement of 75 to 170 million tons per year would equate to the movements of 27.9 
to 63.2 loaded and empty coal trains per day.  These repetitive 1¼-mile long loaded and empty 
coal trains will be going through numerous populated cities, towns, communities, parks, forests 
and other environmentally sensitive areas - blocking traffic, causing vehicular and railroad traffic 
congestion, creating logistics problems, adversely impacting wildlife, polluting the air and 
ground, creating noise and resulting in numerous other problems. 
 
 BNSF will likely dominate this large and expanding PRB to PNW export coal market.  
BNSF’s routes from the PRB to the PNW are significantly shorter than UP’s routes and BNSF 
has a lower cost structure.  As a result, BNSF can provide transportation rates which are 
significantly lower than UP and thus will likely capture the lion’s share of the expanding and 
lucrative PRB to PNW export coal market. BNSF’s shortest PRB to PNW railroad route covers 
a distance of 1,135 miles, however, the potentially impacted area is extremely broad covering a 
total rail distance of over 4,000 miles.  These railroad routes traverse many environmentally 
sensitive areas, such as Glacier National Park in Montana, as well as many major populated 
areas, such as Spokane, Washington, Seattle, Washington, and Billings, Montana and Portland, 
Oregon.   
 
 Many of the impacted railroad line segments already have significant rail capacity and 
congestion issues associated with the current rail traffic, such as PNW import and export 
intermodal container traffic and grain railroad traffic.  As a result of these capacity and 
congestion problems, there are many areas which will require major upgrading and expansion of 
existing railroad tracks.  In some cases (such as Spokane and Billings) new rail by-passes may be 
required around populated areas.  It is likely that hundreds of miles of railroad lines will require 
expansion from single to double or even triple track.  Other railroad infrastructure, such as 
bridges, tunnels, high-way crossings, will also need to be replaced or upgraded in order to 
adequately, efficiently and safely handle the expected traffic levels. 
 
 There are many areas along the impacted railroad routes which would require significant 
mitigation in order to alleviate the adverse impacts associated with the significant increase in 
coal traffic.  The required upgrading and expansion of railroad tracks and related infrastructure 
could well cost billions of dollars.  State and local governments will likely bear the brunt and 
burden of these related local costs and will likely be required to spend hundreds of millions of 
dollars in related mitigation, litigation, debt and other costs associated with the necessary 
improvements to accommodate export coal traffic levels. 
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 The STB is an economic regulatory agency that Congress charged with resolving railroad 
rate and service disputes and reviewing proposed railroad mergers.   The STB has often been 
involved in cases which involved mitigation resulting from increased railroad traffic levels.  In 
the previous STB cases involving the expansion of PRB coal movements, i.e., DM&E and 
TRRC, the STB considered the overall impacts associated with the proposed construction 
projects.  Here, the size of the railroad track construction and expansion of the PNW export 
terminals may be smaller in comparison to the DM&E and TRRC PRB build-in proposals, but 
the overall impacts will be much broader and more adverse to the areas along the over 4,000 
miles of impacted rail route. 
 
 Impacted and interested parties may want to consider seeking or promoting an STB full 
environmental review of the effects of exporting PRB coal via PNW ports or Federal legislation 
which would require STB approval for such increases in traffic levels or extensive infrastructure 
improvements. 
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Executive Summary 
This study is an assessment of the long-term capacity expansion needs of the 
continental U.S. freight railroads.  It provides a first approximation of the rail 
freight infrastructure improvements and investments needed to meet the U.S. 
Department of Transportation’s (U.S. DOT) projected demand for rail freight 
transportation in 2035.  The U.S. DOT estimates that the demand for rail freight 
transportation—measured in tonnage—will increase 88 percent by 2035. 

The study was commissioned by the Association of American Railroads (AAR) at 
the request of the National Surface Transportation Policy and Revenue Study 
Commission.  The Commission is charged by Congress to develop a plan of 
improvements to the nation’s surface transportation systems that will meet the 
needs of the United States for the 21st century. 

The study focuses on 52,340 miles of primary rail freight corridors, which carry 
the preponderance of rail freight traffic.1  These corridors, which constitute about 
one-third of all continental U.S. rail freight miles, are expected to absorb the bulk 
of the forecast traffic and nearly all of the investment to expand capacity. 

The study estimates the need for new tracks, signals, bridges, tunnels, terminals, 
and service facilities in the primary corridors.  The study does not estimate the 
cost of acquiring additional land, locomotives, and freight cars, or the cost of 
replacing and updating existing track, facilities, locomotives, and freight cars.  
The study assumes no shift in modal tonnage shares among rail, truck, and water 
beyond those projected by the U.S. DOT. 

The study does not forecast passenger rail demand or estimate future passenger 
rail capacity needs; however, capacity is provided for the long-distance Amtrak 
and local commuter passenger rail services that are currently operated over rail 
freight lines.  Additional investment, beyond that projected in this report, will be 
needed if the freight railroads host increased levels of passenger rail service.  The 
Commission has convened a passenger rail committee that is studying the need 
for improvements and investments to support passenger rail demand through 
2035.  The findings of that committee will be reported separately. 

This study estimates that an investment of $148 billion (in 2007 dollars) for infra-
structure expansion over the next 28 years is required to keep pace with eco-
nomic growth and meet the U.S. DOT’s forecast demand.  Of this amount, the 
Class I freight railroads’ share is projected to be $135 billion and the short line 

                                                      
1 Nearly all of these primary corridor miles are owned and operated by the seven Class I freight 

railroads:  BNSF Railway, Canadian National (Grand Trunk Corporation), Canadian Pacific (Soo 
Line), CSX Transportation, Kansas City Southern, Norfolk Southern, and Union Pacific.  There 
are more than 550 short line and regional freight railroads. 
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and regional freight railroads’ share is projected to be $13 billion.  Without this 
investment, 30 percent of the rail miles in the primary corridors will be operating 
above capacity by 2035, causing severe congestion that will affect every region of 
the country and potentially shift freight to an already heavily congested highway 
system. 

The investment requirement is driven by three factors:  demand, current system 
capacity, and infrastructure expansion costs.  The U.S. DOT estimates that 
population growth, economic development, and trade will almost double the 
demand for rail freight transportation by 2035.  The projected rate of growth over 
the next 30 years is not extraordinary, but it comes after two decades of growth 
in rail freight tonnage that has absorbed much of the excess capacity in the 
existing rail freight system.  Most of the moderate-cost capacity expansions have 
already been made; future capacity expansions will be purchased at a higher cost 
because they will require expensive new bridges and tunnels and more track and 
larger terminals in developed areas. 

Meeting the U.S. DOT’s forecast demand will require the Class I freight railroads 
to increase their investment in infrastructure expansion.  The Class I railroads 
anticipate that they will be able to generate approximately $96 billion of their 
$135 billion share through increased earnings from revenue growth, higher vol-
umes, and productivity improvements, while continuing to renew existing infra-
structure and equipment.  This would leave a balance for the Class I freight 
railroads of $39 billion or about $1.4 billion per year to be funded from railroad 
investment tax incentives, public-private partnerships, or other sources. 

These investment projections assume that the market will support rail freight 
prices sufficient to sustain long-term capital investments.  If regulatory changes 
or unfunded legislative mandates reduce railroad earnings and productivity, 
investment and capacity expansion will be slower and the freight railroads will 
be less able to meet the U.S. DOT’s forecast demand. 

The findings of this study provide a starting point for assessing future rail freight 
capacity and investment requirements.  The findings outline the improvements 
and investments required for the railroads to carry the freight tonnage forecast 
by the U.S. DOT.  Additional work is needed to determine how much more 
capacity and investment would be needed for the railroads to increase their share 
of freight tonnage and reduce the rate of growth in truck traffic on highways.  
Finally, the forecasts and improvement estimates in this study do not fully 
anticipate future changes in markets, technology, regulation, and the business 
plans of shippers and carriers.  Each could significantly reshape freight trans-
portation demand, freight flow patterns, and railroad productivity, and, thus, 
rail freight infrastructure investment needs. 

In summary, the findings point clearly to the need for more investment in rail 
freight infrastructure and a national strategy that supports rail capacity expan-
sion and investment. 

ES-2  Cambridge Systematics, Inc. 
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1.0 Objective 
The objective of this study is to identify rail freight infrastructure improvements 
and investments in the continental U.S. rail network that will allow the freight 
railroads to meet the U.S. Department of Transportation’s (U.S. DOT) projected 
demand for rail freight transportation in 2035.  The U.S. DOT estimates that the 
demand for rail freight transportation—measured in tonnage—will increase 
88 percent by 2035.  This projected rate of growth over the next 30 years is not 
extraordinary, but it comes after two decades of growth in rail freight tonnage 
that has absorbed much of the excess capacity in the existing rail freight system.  
The study assumes no shift in modal tonnage shares among rail, truck, and water 
beyond those projected by the U.S. DOT. 

The study looks at infrastructure improvements that expand the capacity of rail 
lines, bridges, tunnels, terminals, and service facilities along the 52,340 miles of 
primary rail corridors within the U.S. owned and operated primarily by the seven 
Class I railroads—BNSF Railway, Canadian National (Grand Trunk Corporation), 
Canadian Pacific (Soo Line), CSX Transportation, Kansas City Southern, Norfolk 
Southern, and Union Pacific.  These primary corridors constitute about one-third 
of all U.S. rail miles and carry the preponderance of rail freight traffic. 

The investment estimates include capital costs for expansion only; that is, the 
cost of the new rail lines and support facilities needed to accommodate future 
demand.  The estimates do not include costs to maintain and operate the new rail 
lines and support facilities; acquire additional locomotives and railcars to pro-
vide services; or operate, maintain, and replace existing rail lines and facilities.  
Finally, the study does not include the costs to rail shippers to accommodate 
growth in rail traffic volumes at their facilities.  The study does include a general 
estimate of the investment required to bring the weight-bearing capacity of 
Class I branch lines and short line and regional railroad lines up to current 
standards. 

The findings of this study provide a starting point for assessing future rail freight 
capacity and investment requirements.  The findings outline the improvements 
and investments required for the railroads to carry the freight tonnage forecast 
by the U.S. DOT.  Additional work is needed to determine how much more 
capacity and investment would be needed for the railroads to increase their share 
of freight tonnage and reduce the rate of growth in truck traffic on highways.  
Finally, the forecasts and improvement estimates in this study do not fully 
anticipate future changes in markets, technology, regulation, and the business 
plans of shippers and carriers.  Each could significantly reshape freight trans-
portation demand, freight flow patterns, and railroad productivity, and, thus, 
rail freight infrastructure investment needs. 
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2.0 Background 
The study was done at the request of the National Surface Transportation Policy 
and Revenue Study Commission.  The Commission was established by Congress 
in 2005 to provide a national vision and recommendations that will “preserve 
and enhance the surface transportation system to meet the needs of the United 
States for the 21st century.”2  The Commission is charged with completing a com-
prehensive study of the national surface transportation system and the Highway 
Trust Fund, then developing a conceptual plan with alternative approaches to 
ensure that the system continues to serve the needs of the United States. 

Since May 2006, the Commission has met regularly to hear about the challenges 
facing America’s surface transportation network.  The Commissioners have 
heard testimony from national transportation advocates, policymakers, industry, 
labor, and the general public.  Congress is actively following the activities of the 
Commission, and the Commission’s report (anticipated in December 2007) is 
expected to provide information that will be helpful to Congress as it considers 
reauthorization of the Federal surface transportation programs in 2009. 

Over the course of its hearings, the Commission has expressed concern about the 
capacity and future of the nation’s freight transportation systems.  Freight trans-
portation is vitally important to domestic economic productivity, the interna-
tional competitiveness of American businesses, and the economic well-being of 
all Americans. 

The demand for transportation is pressing the capacity of the nation’s transpor-
tation systems, especially its critical highway and rail freight transportation 
infrastructure.  On the highway system, vehicle-miles of travel grew by 96 per-
cent between 1980 and 2005, while lane miles of road increased by only 5.7 per-
cent.  Figure 2.1, based on Federal Highway Administration (FHWA) statistics, 
illustrates the widening gap between vehicle-miles of travel and roadway 
capacity. 

                                                      
2 See Section 1909 of the Safe, Accountable, Flexible, Efficient Transportation Equity Act—

A Legacy for Users (SAFETEA-LU). 
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Figure 2.1 Vehicle Miles of Travel and Lane Miles 
1980 to 2005 
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Source: Federal Highway Administration, Highway Statistics. 

 

The result has been increasing highway congestion.  The Texas Transportation 
Institute reports that over the decade between 1993 and 2003, the cost of highway 
congestion in the nation’s urban areas increased from $39.4 billion to 
$63.1 billion, an increase of 60.2 percent.3  The U.S. DOT estimates that the cost of 
congestion across all modes of transportation could be three times as high—
approaching $200 billion per year—if productivity losses, costs associated with 
cargo delays, and other economic impacts are included.  These include losses 
accruing to auto drivers, freight carriers, businesses, consumers, and the general 
public.4 

As the cost of highway congestion has increased, public policy-makers at all lev-
els of government have started looking to the railroads to carry more freight to 
relieve truck and highway congestion, and to help conserve energy, reduce 
engine emissions, and improve safety.  Shippers, too, have started looking to rail-
roads to carry more longer-distance shipments, especially as the costs of truck 
fuel and labor have increased. 

                                                      
3 David Schrank and Tim Lomax, The 2005 Urban Mobility Report, Texas Transportation 

Institute, May 2005, available at http://mobility.tamu.edu. 
4 U.S. Department of Transportation, National Strategy to Reduce Congestion on America’s 

Transportation Network, Washington, D.C., March 2007.   
See http://www.fightgridlocknow.gov/docs/conginitoverview070301.htm. 
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However, the growing demand for freight transportation is also pressing the 
capacity of the nation’s rail freight system.  Ton-miles of rail freight (one ton of 
freight moved one mile counts as one ton-mile) carried over the national rail 
system have doubled since 1980, and the density of train traffic—measured in 
ton-miles per mile of track—has tripled since 1980.  Figure 2.2 illustrates the wid-
ening gap between ton-miles of rail travel and track miles.5 

Figure 2.2 Rail Freight Ton-Miles and Track Miles 
Class I Railroads, 1980 to 2006 
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Source:  AAR and Annual Report Form R-1.
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The tightening of system capacity across all modes of freight transportation has 
likely contributed to the first notable increase in total logistics cost in over 
25 years.  Total logistics cost is the cost of managing, moving, and storing goods.  
Figure 2.3 shows the total logistics cost as a percentage of the U.S. gross domestic 
product (GDP). 

                                                      
5 Association of American Railroads data and Annual Report Form R-1. 
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Figure 2.3 Total Logistics Cost 
Percentage of Gross Domestic Product 
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Logistics costs rose through the 1970s to a high of about 16 percent of GDP in 
1980, reflecting rising fuel prices, increasing interest rates, and deteriorating pro-
ductivity across the freight transportation system.  Renewed investment in 
highways, economic deregulation of the freight transportation industry in the 
early 1980s, adoption of new technologies, and lower interest rates drove down 
the costs of truck, rail, air, and water freight transportation.  The total logistics 
cost declined through the 1980s and 1990s to a low of about 8.6 percent of GDP in 
2003.  Businesses and consumers benefited because lower transportation costs 
resulted in lower-cost goods and better access to global markets. 

But the total logistics cost is rising again.  In 2006, the total logistics cost was 
9.9 percent of GDP.6  The change reflects recent increases in fuel prices and 
increases in congestion on the nation’s highways and rail lines and at its interna-
tional trade gateways and ports.  Freight shippers and carriers are worried that 
the productivity of the nation’s freight systems may continue to drop and that 
logistics costs may rise further, undermining future domestic economic produc-
tivity, international competitiveness, and economic growth. 

                                                      
6 Rosalyn A. Wilson, State of Logistics Report, Council of Supply Chain Management 

Professionals, 2006 and 2007. 
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Freight shippers and carriers are especially concerned about the future capacity 
and productivity of the freight system because the demand for freight transpor-
tation is projected to nearly double by 2035.  The U.S. DOT Freight Analysis 
Framework (FAF Version 2.2) estimates that the demand for freight transporta-
tion will grow from 19.3 billion tons today to 37.2 billion tons in 2035, an increase 
of about 93 percent.7 

To absorb this growth and maintain their existing shares of the freight transpor-
tation market, the nation’s truck and rail freight systems must increase their 
capacity and productivity substantially.  Trucks and the highway system must 
add capacity to handle 98 percent more tonnage.  And railroads must add capac-
ity to handle 88 percent more tonnage.  The U.S. DOT estimates assume no shift 
in modal tonnage shares among rail and truck beyond those created by structural 
changes in the economy (i.e., different growth rates across freight-generating 
industries). 

The anticipated rates of growth for the U.S. economy and freight transportation 
demand are about the same as those experienced over the last 30 years; however, 
much of the capacity existing or created over those years has been filled, leaving 
the nation with a need to provide new capacity through expanded infrastructure 
and improved productivity.8 

Figure 2.4 shows the relative shares of freight—measured in ton-miles—carried 
by truck and rail in 2005.9  If railroads cannot carry their share in 2035, then 
freight will be shed to trucks and an already heavily congested highway system.  
Conversely, if trucks cannot carry their share in 2035, then freight must be shifted 
to rail and the capacity of the rail system expanded even more than currently 
forecast. 

                                                      
7 See U.S. Department of Transportation, Freight Analysis Framework, Freight Facts and 

Figures at http://www.ops.fhwa.dot.gov/freight/.  This study uses the current Freight 
Analysis Framework (FAF Version 2.2) forecasts. 

8 Global Insight, Inc. forecasts that the U.S. economy will grow at a compound annual 
rate of about 2.8 percent over the next 30 years.  Source:  Global Insight, Inc. in Freight 
Demand and Logistics Bottom Line Report prepared by Cambridge Systematics, Inc. for the 
American Association of State Highway and Transportation Officials (AASHTO), 
(forthcoming, 2007). 

9 Ton-miles estimated by Global Insight for the AASHTO Freight Demand and Logistics 
Bottom Line Report. 
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Figure 2.4 Truck and Rail Market Shares in Ton-Miles 
2005 and 2035 
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Source: Cambridge Systematics, Inc., based on Global Insight, Inc. freight demand forecasts. 

 

In response to these projections and concerns, the Commission asked the 
Association of American Railroads (AAR) to assess the capacity of the nation’s 
rail system to accommodate the estimated increase in freight-rail traffic.  The 
AAR, supported by the four largest Class I railroads—the BNSF Railway, CSX 
Transportation, the Norfolk Southern Corporation, and the Union Pacific 
Railroad—undertook this study to estimate the additional rail freight capacity 
and investment required to meet the U.S. DOT forecast. 

This study is a hallmark study, the first effort of its kind.  The U.S. DOT and the 
Federal Highway Administration (FHWA) have developed national infrastruc-
ture needs and cost estimates for the publicly owned highway systems, but no 
comparable, long-term, national estimates have been developed for the rail sys-
tem.  The railroads are publicly traded or privately owned companies, and the 
planning horizons for railroad capital projects typically do not extend out 30 
years.  And neither the U.S. DOT nor individual state DOTs have comprehensive 
rail infrastructure databases suitable for long-term planning.  This study is the 
first collective assessment by the major freight railroads of their long-term 
capacity expansion and investment needs. 

2-6  Cambridge Systematics, Inc. 
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3.0 Methodology 
This study provides a first approximation of the rail freight infrastructure 
improvements and investments in the continental U.S. rail network that will 
allow the freight railroads to meet the U.S. DOT’s projected demand for rail 
freight transportation in 2035.  It addresses two major rail freight infrastructure 
elements: 

• Line expansion: 

– Upgrades to the Class I railroad system mainline tracks and signal control 
systems; 

– Improvements to significant rail bridges and tunnels;10 

– Upgrades to Class I railroad secondary mainlines and branch lines to 
accommodate 286,000-pound freight cars; and 

– Upgrades to short line and regional railroad tracks and bridges to accom-
modate 286,000-pound freight cars.11 

• Facility expansion: 

– Expansion of carload terminals, intermodal yards, and international gate-
way facilities owned by railroads; and 

– Expansion of Class I railroad service and support facilities such as fueling 
stations and maintenance facilities. 

                                                      
10 Included in this category are expansions of major bridges and tunnels (or construction 

of new parallel bridges and tunnels) to add rail capacity along a corridor, and corridor 
overhead clearance projects, which typically involve raising dozens of highway bridges 
crossing a rail line to permit the movement of double-stacked intermodal container 
trains. 

11 Most Class I railroad tracks and bridges have been designed or reconstructed to carry 
railcars weighing 286,000 pounds, and some Class I lines accommodate railcars 
weighing up to 315,000 pounds.  Older rail lines, including some Class I railroad 
secondary mainlines and branch lines and about half of the short line and regional 
railroad tracks and bridges, were designed and constructed to carry railcars weighing 
up to 263,000 pounds.  The heavier, “standard,” 286,000-pound cars can be operated 
over many lines designed for lighter cars, but usually at very low speeds. 
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The study includes the cost of designing and constructing these improvements, 
but does not include the cost of acquiring real estate to accommodate new rail 
lines and terminals.12  This is consistent with the approach used in national high-
way system needs and investment studies, which do not estimate the cost of 
acquiring real estate for widening or adding highways.  The study does not 
include the cost of capital depreciation or the cost of buying additional locomo-
tives and rail cars to expand service.  Railroad maintenance and operating costs 
are not included, for either existing or expanded lines and facilities. 

The study assumes that capacity is provided for long-distance Amtrak and local 
commuter passenger rail services that are currently operated over rail freight 
lines, but the study does not forecast the need for new passenger rail services or 
the necessary capacity to support passenger rail growth.  The Commission has 
convened a passenger rail committee that is studying the need for improvements 
and investments to support passenger-rail demand through 2035.  The findings 
of that committee will be reported separately. 

This study estimates rail line capacity and investment requirements by: 

• Dividing the continental U.S. Class I railroad network into primary corridors; 

• Establishing current corridor volume in freight and passenger trains per day 
for each primary corridor, based on 2005 Surface Transportation Board 
Carload Waybill data, the most recent comprehensive information available; 

• Estimating current corridor capacity in trains per day for each primary corri-
dor, based on current information; 

• Comparing current corridor volume to current corridor capacity; 

• Estimating future corridor volume in trains per day, using U.S. DOT’s 
Freight Analysis Framework Version 2.2 forecasts of rail freight demand in 
2035 by type of commodity and by the origin and destination locations of 
shipments moving within the U.S. and through international land and port 
gateways; 

• Comparing the future corridor volume to current corridor capacity; 

                                                      
12 Current capital expenditures by the Class I railroads for expansion of lines and 

terminals (as reported in Section 4.5) include the cost of acquiring real estate.  However, 
with the exception of land acquired for new or expanded intermodal terminals, the cost 
of real estate acquisition has been a small part of current capital expenditures because 
most new rail lines have been constructed within existing railroad-owned rights-of-
way.  As the space in existing rights-of-way is used up, the cost of acquiring real estate 
for new lines is expected to be a larger percentage of capital expenditures for expan-
sion.  The real estate costs will be in addition to the infrastructure costs estimated in this 
study. 
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• Determining the additional capacity needed to accommodate future train vol-
umes at an acceptable level of service reliability; 

• Identifying the rail line and signal control system improvements required to 
provide the additional capacity; and 

• Estimating the costs of the improvements. 

The study estimates the need for expansion of Class I railroad carload terminals, 
intermodal yards, and railroad-owned international gateway facilities by ana-
lyzing the projected increases in the number of railcars and intermodal units 
(containers and truck trailers) handled at major facilities and comparing them to 
current handling capacity.  Expansion costs are estimated using unit costs per 
railcar or intermodal container, or estimated using recent and comparable termi-
nal expansion project costs.  Estimates of the cost of expanding service and sup-
port facilities such as fueling stations were provided by the railroads based on 
the anticipated changes in the number and type of trains. 

Finally, the study estimates the capacity and investment requirements for secon-
dary mainlines, branch lines, and short line and regional railroads by updating 
information from a prior study of short line system investment needs commis-
sioned by the American Short Line and Regional Railroad Association.13 

Wherever possible, the analysis is based upon existing and publicly available 
data sources.  The key sources of data are the following: 

• Oak Ridge National Laboratory (ORNL) Center for Transportation Analysis’ 
Rail Network (Version 5-5) is used to develop a primary corridor network 
model and identify the key corridor characteristics such as the number of 
tracks and type of signal system; 

• The U.S. DOT Surface Transportation Board’s (STB) 2005 Carload Waybill 
Sample is used to estimate current corridor volumes based on 2005 loaded-
car movements; 

• Data from the Surface Transportation Board’s Uniform Rail Costing System 
(URCS) on empty-return ratios by railroad, car type, and car ownership are 
used to estimate empty car movements; 

• The U.S. DOT’s Freight Analysis Framework (FAF Version 2.2) forecast is 
used to establish rail freight traffic growth by type of train service (e.g., 
intermodal train, manifest/carload train, auto train, and bulk train) from 
2005 to 2035; 

                                                      
13 Zeta-Tech Associates, Inc., An Estimation of the Investment in Track and Structures Needed 

to Handle 286,000-Pound Rail Cars, prepared for the American Short Line and Regional 
Railroad Association, May 26, 2000. 
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• Data from the railroads and the AAR are used to estimate the capacity in 
trains per day for archetypical rail corridors representing different combina-
tions of number of tracks and signal types.  The capacities of the archetypical 
rail corridors are used to identify the improvements needed to accommodate 
future train volumes. 

• Data from the Class I railroads, the AAR, and published construction indus-
try information are used to estimate the cost of adding tracks, upgrading sig-
nal systems, expanding terminals, and adding rail-support facilities. 

Appendix A describes the technical methodology in more detail. 
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4.0 Current Train Volumes and 
Capacity 

4.1 PRIMARY CORRIDORS 
The study focuses on the primary rail corridors within the national rail freight 
system.  Figure 4.1 shows the national rail network.  The primary corridors for 
each of the seven Class I railroads are shown in color; all other rail lines are 
shown in gray. 

Figure 4.1 National Rail Freight Network and Primary Rail Freight Corridors 

 
Source: Cambridge Systematics, Inc. 
Figure 4.2 shows just the primary corridors used for this study of rail freight 
capacity.  The primary corridors were designated by the Class I railroads for this 
study.  The primary corridors represent the higher-volume corridors for rail 
freight.  The primary corridors total about 52,340 miles of road (or centerline 
miles), representing about half of all Class I-operated miles in the U.S. and about 
one-third of the 140,810 miles in the U.S. rail freight network.  For comparison, 
the Interstate Highway System comprises about 47,000 route miles, and the 
National Highway System, which adds other major U.S. and state freight high-
ways, comprises about 162,000 route miles. 

Cambridge Systematics, Inc. 4-1 
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Figure 4.2 Primary Rail Freight Corridors 

 
Source: Cambridge Systematics, Inc. 

 

4.2 CURRENT VOLUMES 
Current corridor volumes in trains per day were established for each primary 
corridor using data from the Surface Transportation Board’s 2005 Carload 
Waybill Sample.  The Waybill Sample is an annual survey of railcar movements 
on the national rail network.  The survey collects information from a sample of 
loaded, revenue-producing railcar movements.  The data include information 
about the commodity shipped, the type of railcar used, the origin and destination 
station of the shipment, any interchanges between railroads, and the names of 
railroads handling the shipment.  The sample data are statistically expanded to 
represent 100 percent of the loaded revenue railcar moves in a year.  The Waybill 
Sample is used in many regulatory proceedings and is generally considered an 
accurate reflection of U.S. railroad shipments.  The 2005 Waybill Sample is the 
most recent comprehensive data available. 

The Waybill Sample does not collect information about empty, non-revenue-
producing railcar movements.  These were estimated using information from the 
Uniform Rail Costing System (URCS) on empty-return ratios by railroad, car 
type, and car ownership.  The number of empty, non-revenue-producing railcar 
movements were added to the number of loaded, revenue-producing railcar 
movements to estimate total railcar movements. 

4-2  Cambridge Systematics, Inc. 
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The number of carloads moving on the rail system varies daily, weekly, and sea-
sonally.  To select a representative day, the distribution of the number of carload 
movements for each day in 2005 was examined and the volume for the 85th per-
centile day was selected for analysis.  This approach is consistent with the analy-
sis procedures for highway needs studies. 

The carload volumes were then allocated among four types of train service based 
on the commodity being carried and the type of operation: 

1. Auto Train Service – For assembled automobiles, vans, and trucks moving in 
multilevel cars; 

2. Bulk Train Service – For grain, coal, and similar bulk commodities moving 
in unit trains; 

3. Intermodal Train Service – For commodities moving in containers or truck 
trailers on flat cars or specialized intermodal cars; and 

4. General-Merchandise Train Service – Everything else, including commodi-
ties moved in box cars and tank cars. 

The number of trains of each type needed to move the cars were estimated using 
information on the typical number of cars hauled by train service type, as sum-
marized in Table 4.1.  The number of intermodal trains needed is based on the 
number of intermodal units (e.g., container-on-flat-car [COFC] units and trailer-
on-flat-car [TOFC] units).  Separate calculations were made for Eastern and 
Western Class I railroads because differences in regional geography and topog-
raphy allow Western railroads to operate longer trains.14 

Table 4.1 Typical Number of Cars or Intermodal Units by Train Service Type 

Type of Train Service Eastern Railroads Western Railroads 

Auto 57.0 63.9 

Bulk 86.0 112.4 

General Merchandise 82.0 80.7 

Intermodal (TOFC/COFC count) 110.7 164.3 

Source: Class I railroad data. 

                                                      
14 For details, see Appendix A. 
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Finally, the number of long-distance Amtrak and local commuter passenger rail 
trains operating over the primary rail freight corridors was added to the number 
of freight trains to calculate the total number of trains per day per corridor.  The 
number of passenger trains was estimated from published information on 
Amtrak and commuter passenger rail schedules for 2007. 

Figure 4.3 maps the current corridor volumes in trains per day for the primary 
rail freight corridors.  The number of trains per day is indicated by the width of 
the corridor line.  The thinnest line indicates that a corridor carries up to 15 trains 
per day; the widest line indicates that a corridor carries between 100 and 200 
trains per day. 

Figure 4.3 Current Corridor Volumes by Primary Rail Freight Corridor 
2005 Freight Trains and 2007 Passenger Trains per Day 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 
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4.3 CURRENT CAPACITY 
To determine whether a corridor is congested, current volume was compared to 
current capacity.  Three variables were used to estimate the current capacity of 
the primary corridors:  the number of tracks, the type of control system, and the 
mix of train types.15 

• Tracks – Most sections of the national rail freight system are single-tracked 
with multiple sidings for trains to meet and pass each other, and a significant 
portion of the heaviest-volume corridors are double-tracked.  A limited 
number of sections have three or four tracks. 

• Control System – The type of control system affects capacity by maintaining 
a safe spacing between trains meeting and passing on the same track.  There 
are three major types of signal systems: 

– Automatic Block Signaling (ABS) is a signal system that controls when a 
train can advance into the next track block.  A block is a section of track 
with traffic control signals at each end.  The length of the block is based 
on the length of a typical train and the distance needed to stop the train in 
a safe manner.  When a train exits a block, the signal changes to yellow, 
indicating to the engineer of a following train that the block is now 
empty, but that the following train should be prepared to stop before 
entering the next block (currently occupied by the train ahead).  Auto-
matic block signaling is governed by block occupancy and cannot be 
controlled by a railroad dispatcher from a remote location. 

– Centralized Traffic Control (CTC) and Traffic Control System (TCS) are 
systems that use electrical circuits in the tracks to monitor the location of 
trains, allowing railroad dispatchers to control train movements from a 
remote location, typically a central dispatching office.  CTC and TCS 
increase capacity by detecting track occupancy and allowing dispatchers 
to safely decrease the spacing between trains because the signal systems 
automatically prevent trains from entering sections of track already occu-
pied by other trains. 

– No Signal (N/S) and Track Warrant Control (TWC) are basic train con-
trol systems that require the train crew to obtain permission or warrants 

                                                      
15 The capacity of rail corridors is determined by a large number of factors, including the 

number of tracks, the frequency and length of sidings, the capacity of the yards and 
terminals along a corridor to receive the traffic, the type of control systems, the terrain, 
the mix of train types, the power of the locomotives, track speed, and individual 
railroad operating practices.  Complete, consistent, and current information on all these 
factors was not available for the study, so the capacity of the primary corridors was 
estimated using only the three dominant factors (e.g., number of tracks, type of signal 
system, and mix of train types). 
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before entering a section of track.  Crews receive track warrants by radio, 
phone, or electronic transmission from dispatcher.  TWC is used on low-
volume track instead of more expensive ABS or CTC/TCS systems. 

• Train Types – The mix of train types determines the speed and spacing of 
trains on a track.  Different types of trains operate at different speeds and 
have different braking capabilities.  A corridor that serves a single type of 
train will usually accommodate more trains per day than a corridor that 
serves a mix of train types.  Trains of the single type can be operated at simi-
lar speeds and with more uniform spacing between the trains because they 
have similar braking capabilities.  This increases the total number of trains 
that can traverse the corridor per day.  When trains of different types—each 
with different length, speed, and braking characteristics—use a corridor, 
greater spacing is required to ensure safe braking distances.  As a result, the 
average speed drops, reducing the total number of trains that can traverse the 
corridor per day.  For the study, trains were grouped into three train-type 
groups based on their operating characteristics: 

– Train-Type Group 1 – includes merchandise/carload trains and bulk coal 
and grain trains.  These trains tend to haul heavier, bulkier commodities 
such as coal, grain, gravel, and phosphates, and operate at slower speeds. 

– Train-Type Group 2 – includes intermodal trains and multilevel auto 
carriers hauling assembled automobiles.  These trains tend to operate at 
higher speeds because they are lighter than merchandise and bulk trains 
and are run to more exacting schedules. 

– Train-Type Group 3 – includes passenger trains such as Amtrak’s long-
distance trains and local commuter rail trains.  Passenger trains operate at 
high speeds and on fixed schedules, similar to the speeds and schedules 
of intermodal trains.  They require close control to ensure safe operation 
and stopping distances, especially when operating along corridors car-
rying merchandise trains or a mix of merchandise and intermodal trains.  
By law, Amtrak passenger trains operating over rail freight lines must be 
given priority; this means that when Amtrak trains meet or overtake 
freight trains, the freight trains are shunted to sidings or parallel lines 
until the passenger train has passed. 

There are eight combinations of number of tracks and type of signal system that 
are in common use across the primary corridors today.  Table 4.2 lists the combi-
nations, along with five- and six-track corridor types, which are used in this 
study to accommodate future demand.  The first column lists the number of 
tracks, and the second column lists the type of control system.  For each combi-
nation of number of tracks and type of control system, the maximum number of 
trains that can typically be accommodated is determined by the mix of train 
types operating along the corridor.  The third column in the table lists the maxi-
mum practical capacity in trains per day that can be accommodated if multiple 
train types (e.g., merchandise, bulk, and passenger trains) use the corridor.  The 
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rightmost column lists the maximum practical capacity in trains per day that can be 
accommodated if a single train type (e.g., all intermodal trains) uses the corridor. 

Table 4.2 Average Capacities of Typical Rail-Freight Corridors 
Trains per Day 

  Trains per Day 

Number of Tracks Type of Control 

Practical Maximum If 
Multiple Train Types 

Use Corridor* 

Practical Maximum If 
Single Train Type 
Uses Corridor** 

1 N/S or TWC 16 20 

1 ABS 18 25 

2 N/S or TWC 28 35 

1 CTC or TCS 30 48 

2 ABS 53 80 

2  CTC or TCS 75 100 

3 CTC or TCS 133 163 

4  CTC or TCS 173 230 

5 CTC or TCS 248 340 

6 CTC or TCS 360 415 

Key: N/S-TWC – No Signal/Track Warrant Control. 
ABS – Automatic Block Signaling. 
CTC-TCS – Centralized Traffic Control/Traffic Control System. 

Notes: * For example, a mix of merchandise, intermodal, and passenger trains. 
** For example, all intermodal trains. 

The table presents average capacities for typical rail freight corridors.  The actual capacities of the 
corridors were estimated using railroad-specific capacity tables.  At the request of the railroads, 
these detailed capacity tables were not included in this report to protect confidential railroad busi-
ness information. 

Source: Class I railroad data aggregated by Cambridge Systematics, Inc. 

Typically, a corridor serving multiple train types will have a lower capacity than 
a corridor serving a single train type.  For example, a railroad corridor with two 
tracks, a centralized traffic control (CTC) system, and a mix of merchandise/bulk 
trains, intermodal/auto trains, and passenger trains would typically operate at a 
capacity of about 75 trains per day.  The same corridor, serving all merchandise 
trains, would typically operate at a capacity of about 100 trains per day. 

For the study, each primary corridor in the national rail network was assigned a 
capacity based its actual number of tracks, type of control system, and mix of 
train types.  The calculated capacity of each corridor was reviewed with the 
railroads.  The railroads made adjustments to update network information and 
better represent their actual corridor train volumes and capacities. 
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4.4 CURRENT VOLUMES COMPARED TO CURRENT 
CAPACITY 
Current corridor volumes were compared to current corridor capacity to assess 
congestion levels.  This was done by calculating a volume-to-capacity ratio 
expressed as a level of service (LOS) grade.  The LOS grades are listed in Table 4.3. 

Table 4.3 Volume-to-Capacity Ratios and Level of Service (LOS) Grades 
 LOS Grade Description Volume/Capacity Ratio 

 A 0.0 to 0.2 

 B 0.2 to 0.4 

 C 

Below Capacity 
Low to moderate train flows 
with capacity to accommodate 
maintenance and recover from 
incidents 0.4 to 0.7 

 
D Near Capacity 

Heavy train flow with moderate 
capacity to accommodate 
maintenance and recover from 
incidents 

0.7 to 0.8 
 

 
E At Capacity 

Very heavy train flow with very 
limited capacity to accommo-
date maintenance and recover 
from incidents 

0.8 to 1.0 

 F Above Capacity Unstable flows; service break-
down conditions 

> 1.00 

Source: Cambridge Systematics, Inc. 

 

Rail corridors operating at LOS A, B, or C are operating below capacity; they 
carry train flows with sufficient unused capacity to accommodate maintenance 
work and recover quickly from incidents such as weather delays, equipment 
failures, and minor accidents.  Corridors operating at LOS D are operating near 
capacity; they carry heavy train flows with only moderate capacity to accommo-
date maintenance and recover from incidents.  Corridors operating at LOS E are 
operating at capacity; they carry very heavy train flows and have very limited 
capacity to accommodate maintenance and recover from incidents without sub-
stantial service delays.  Corridors operating at LOS F are operating above capac-
ity; train flows are unstable, and congestion and service delays are persistent and 
substantial.  The LOS grades and descriptions correspond generally to the LOS 
grades used in highway system capacity and investment requirements studies. 
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National Rail Freight Infrastructure Capacity and Investment Study 

Cambridge Systematics, Inc. 4-9 

A rail corridor that is operating at a volume-to-capacity ratio of 0.7 (the boundary 
between LOS C and LOS D), is operating at 70 percent of its theoretical maxi-
mum capacity.  This is considered to be the corridor’s practical capacity because 
a portion of the theoretical maximum capacity is lost to maintenance, weather 
delays, equipment failures, and other factors.  A corridor operating at LOS C will 
have stable train flows, ensuring that schedules can be met reliably and safely, 
and permitting timely recovery from service disruptions.  At LOS D, a corridor 
will have stable operations under normal conditions, but service can quickly 
become unstable with unplanned and unanticipated disruptions.  At volume-to-
capacity ratios significantly greater than 0.8 (e.g., at LOS E or F), train flow rates 
and schedule reliability deteriorate and it takes longer and longer to recover 
from disruptions.  To provide acceptable and competitive service to shippers and 
receivers, railroads typically aim to operate rail corridors at LOS C/D or better. 

Figure 4.4 maps the volume-to-capacity ratios, expressed as LOS grades, for each 
primary rail corridor, based on current train volumes and current capacity.16  For 
legibility, rail corridors operating at LOS A, B and C (below practical capacity) 
have been mapped in green.  Corridors operating at LOS D (near practical 
capacity) have been mapped in yellow, and corridors operating at LOS E (at 
practical capacity) have been mapped in orange.  Rail corridors operating at 
LOS F (above capacity) have been mapped in red. 

Analysis of the current levels of service, summarized in Table 4.4, shows that 
88 percent of today’s primary corridor mileage is operating below practical 
capacity (LOS A/B/C), 12 percent is near or at practical capacity (LOS D/E), and 
less than 1 percent is operating above capacity (LOS F). 

                                                      
16 Current volumes are based primarily on shipment volumes reported in the 2005 STB 

Carload Waybill Sample.  These volumes do not reflect fully recent increases in coal 
shipments moving from Western coal fields (e.g., Powder River Basin) to Eastern 
utilities nor the recent increases in intermodal containers delivered by water to East 
Coast ports and transferred to rail for inland delivery.  Current capacity is based on 
2007 information. 
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Figure 4.4 Current Train Volumes Compared to Current Train Capacity 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 

 

Table 4.4 Primary Rail Corridor Mileage by Current Level of Service Grade 
Current Volumes and Current Capacity 

 LOS Grade Total Mileage Percentage 

 A  9,719  19% 

 B  15,417  30% 

 C  20,683  39% 

 D  4,952  9% 

 E  1,461  3% 

 F  108  <1% 

 Totals  52,340  100% 

Source: Cambridge Systematics, Inc. 
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4.5 CURRENT RAILROAD INVESTMENT IN CAPACITY 
The Class I railroads generated $52.2 billion in revenue in 2006 and incurred 
$41 billion in operating expenses.17  After deducting interest charges, taxes and 
other miscellaneous items, the Class I railroads earned a net income of $6.5 
billion in 2006. 

Of the $41 billion in expenses,  $21.1 billion (40 percent of revenue) was spent on 
transportation, which includes the costs of train crews and fuel; $8.5 billion 
(16 percent of revenue) on equipment; $6.8 billion (13 percent of revenue) on 
maintenance of roadway (e.g., rails, ties, ballast and substructure) and structures 
(e.g., bridges, tunnels, service building, etc.); and $4.6 billion (9 percent of reve-
nue) on general and administrative costs.  A breakdown of the operating expen-
ditures is shown in Figure 4.5. 

Figure 4.5 Class I Railroad Operating Expenditures 
2006 

Equipment
21%

Maintenance of 
Roadway Structures
17% 

General and 
Administrative Costs
11% Transportation 

(e.g., train crews, fuel, etc.)
51% 

 
Source: American Association of Railroads. 

In 2006, the Class I railroads’ capital expenditures totaled $8.5 billion.  Of this, 
$1.5 billion (about 18 percent) was spent on equipment, and $7.0 billion (about 

                                                      
17 In 2006, the operations and maintenance (O&M) cost for Class I railroads was $210,380 

per mile of track and $359,097 per mile of road.  This O&M cost is a fully burdened cost 
including transportation, equipment maintenance, G&A (but not maintenance of way 
and structures), and capital expenditures for equipment (but not way and structures).  
Depreciation is deducted to avoid double-counting.  The calculations are based on 
162,056 miles of operated track and 94,942 miles of road, less miles operated under 
trackage rights to avoid double-counting.  This information is for the seven Class I 
railroads, U.S. operations only. 
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82 percent) on roadway and structures.18  These capital expenditures include 
amounts for renewal of the existing roadway, structures, and equipment, as well 
as expenditures for expansion to serve additional traffic. 

Combining operating and capital spending and adjusting for depreciation, 
40 percent of the Class I railroads’ revenue is spend on maintenance, replace-
ment, or expansion of their track, structures, and equipment.19  In 2006, the 
Class I railroads spent $10.6 billion maintaining and improving their infrastruc-
ture, and another $8.7 billion on equipment.20 

The AAR estimates that the Class I railroads will spend approximately $1.9 
billion in 2007 for expansion of capacity through the construction of new road-
way and structures.  This is the highest level of investment for expansion in 
recent years and reflects a steady increase in investment in expansion of roadway 
and structures.  The Class I railroads invested $1.1 billion in expansion of road-
way and structures in 2005.  The Class I railroads invested $1.4 billion in infra-
structure expansion in 2006.  This was in addition to an expenditure of $17.9 
billion for renewal of roadway, structures, and equipment and additions to loco-
motives and freight cars.  The average annual investment in infrastructure expan-
sion over the three year period from 2005 to 2006 was $1.5 billion per year.21 

As these numbers demonstrate, rail transportation is capital intensive, requiring 
high levels of spending on infrastructure such as track, bridges, and signals; 
locomotives, freight cars, and maintenance equipment; and information technol-
ogy.  From 1996 through 2005, Class I railroad capital expenditures averaged 17 
percent of revenue.  (The comparable figure for the average U.S. manufacturer 
was 3 percent of revenue.)  Railroad capital expenditures for ties alone have ex-
ceeded $1 billion every year since 2003, and spending for rail has been even higher. 

Even though the railroads must invest heavily in infrastructure, the railroads 
have had substantial surplus capacity in the rail network for many years.  This 
has enabled them to absorb traffic growth with relatively modest additional 
capital commitments to expand infrastructure.  With this surplus capacity largely 
absorbed by two decades of growth and with major traffic increases in the past 
few years, an increasing portion of the capital investment in roadway and struc-
tures has been devoted to capacity expansion.  And with traffic growth through 
2035 expected to be significant, increasing amounts of capital will need to be 
devoted to expansion. 
                                                      
18 These capital expenditures do not include some equipment that was acquired under 

operating leases. 
19 Capital expenditures plus operating expenses for infrastructure and equipment, minus 

depreciation to avoid double-counting capital spending. 
20 Association of American Railroads economists estimate that each $1 billion of 

investment in rail infrastructure generates over 20,000 jobs. 
21 Association of American Railroads data. 
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5.0 Future Train Volumes and 
Capacity 

5.1 FUTURE VOLUMES 
2035 train volumes were projected using economic growth and commodity fore-
casts from the U.S. DOT’s Freight Analysis Framework (FAF Version 2.2).  The 
FAF forecasts are national freight transportation estimates covering all types of 
shipments by truck, rail, water, pipeline, and air.  The U.S. DOT and the Federal 
Highway Administration use the FAF forecasts to analyze truck freight demand 
and help estimate highway capacity needs and investment requirements. 

The FAF forecasts consider growth in population, the economy, and interna-
tional trade.  Forecasts of the demand for freight transportation are derived by 
examining production, consumption, and trade by major industry sector and 
economic region in the U.S., North America, and the rest of the world.  The rail 
freight forecasts cover over 40 categories of commodities and estimate the vol-
ume of each type of commodity moving among 138 economic zones (114 zones 
representing economic areas and international trade gateways within the U.S., 
and 24 zones representing economic areas in Canada, Mexico, and overseas). 

The forecasts are driven by demand only; they are not constrained by supply.  
This means that if an industry grows and the industry currently ships and 
receives a commodity by rail, then the industry will ship and receive more of that 
commodity by rail in the future.  Conversely, if an industry declines and the 
industry currently ships and receives a commodity by rail, then the industry will 
ship and receive less by rail in the future.  The forecasts assume that the rail sys-
tem (and other freight modes) will have the capacity to meet the future demand.  
The forecasts also do not attempt to presuppose how markets and demand will 
change in response to future, but unknown, changes in technology, regulation, 
and politics.  The forecasts are a starting point for consideration of the effect of 
future demand on infrastructure capacity and investment requirements, but are 
not comprehensive in their estimation of future freight demand. 

The FAF Version 2.2 2035 commodity forecasts were used to develop weighted 
growth rates for the four types of train services—auto train service (for finished 
automobiles), bulk train service (for grain, coal, and similar bulk commodities), 
intermodal train service (for commodities moving in containers or truck trailer 
on flat cars or specialized intermodal cars), and general-merchandise train ser-
vice (for everything else, including commodities moved in box cars and tank 
cars).  The growth rates were applied to the number of 2005 trains to approxi-
mate the number of 2035 trains.  The number of passenger trains was held at 
2007 levels and added to the estimated number of freight trains in 2035. 
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Figure 5.1 maps the future corridor volumes in trains per day for the primary rail 
freight corridors.  The number of trains per day is indicated by the width of the 
corridor line.  The thinnest line indicates that a corridor carries up to 15 trains per 
day; the widest line indicates that a corridor carries between 300 and 400 trains 
per day. 

Figure 5.1 Future Corridor Volumes by Primary Rail Freight Corridor 
2035 Freight Trains and 2007 Passenger Trains per Day 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 
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Figure 5.2 compares current and future volumes by primary corridor.  The figure 
shows the growth in trains per day between the 2005 volumes and the 2035 vol-
umes.  The growth is indicated by the width and color of the corridor line.  A 
thin black line indicates that a corridor will carry up to 30 additional trains per 
day by 2035; a green line indicates that a corridor will carry between 30 and 80 
additional trains per day; and a thick black line indicates that a corridor will 
carry between 80 and 200 additional trains per day. 

Figure 5.2 Growth in Trains per Day from 2005 to 2035 by Primary Rail 
Corridor 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 
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Figure 5.3 also compares current and future volumes by primary corridor, but 
the figure shows the percentage growth in trains per day from 2005 to 2035.  The 
percentage growth is indicated by the width and color of the corridor line.  A 
thin black line indicates that a corridor will carry up to 50 percent more trains per 
day by 2035; a blue line indicates that a corridor will carry between 50 and 
100 percent more trains per day; and a thick black line indicates that a corridor 
will carry over 100 percent more trains per day. 

Figure 5.3 Percentage Growth in Trains per Day from 2005 to 2035 by 
Primary Rail Corridor 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 
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5.2 FUTURE VOLUMES COMPARED TO CURRENT 
CAPACITY 
Future volumes were compared to current capacity to estimate future volume-to-
capacity ratios.  This information was used to determine where demand will 
exceed capacity and where improvements will be required to avoid congestion.  
Figure 5.4 compares 2035 volumes in trains per day to current corridor capacity.  
The volume-to-capacity ratios are expressed as LOS grades for each primary rail 
corridor.  Again, for legibility, rail corridors operating at LOS A, B, and C (below 
practical capacity) have been mapped in green.  Corridors operating at LOS D 
(near practical capacity) have been mapped in yellow, and corridors operating at 
LOS E (at practical capacity) have been mapped in orange.  Rail corridors oper-
ating at LOS  F (above capacity) have been mapped in red. 

Figure 5.4 Future Corridor Volumes Compared to Current Corridor Capacity 
2035 without Improvements 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 
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Analysis of the 2035 levels of service, summarized in Table 5.1, shows that—
without improvements—45 percent of primary corridor mileage will be oper-
ating below capacity (LOS A/B/C), 25 percent will be operating near or at 
capacity (LOS D/E), and 30 percent will be operating above capacity (LOS F).  
The resulting level of congestion would affect nearly every region of the country 
and would likely shut down the national rail network. 

Table 5.1 Primary Rail Corridor Mileage by Future Level of Service Grade 
2035 without Improvements 

 LOS Grade Total Mileage Percentage 

 A  4,895  9% 

 B  6,626  13% 

 C  11,708  23% 

 D  5,353  10% 

 E  7,980  15% 

 F  15,778  30% 

 Totals  52,340  100% 

Source: Cambridge Systematics, Inc. 
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6.0 Rail Capacity Improvements 

6.1 CAPACITY IMPROVEMENTS 
Rail improvements were determined by comparing the current capacity in each 
primary corridor to the capacity needed to accommodate future train volumes.  
Capacities estimates were based on the capacities of typical rail corridor combi-
nations of tracks, controls, and mix of train types as shown in Table 6.1.  (This 
table was described in Section 4.0 and is repeated here for reference.) 

Table 6.1 Average Capacities of Typical Rail-Freight Corridors 
Trains per Day 

  Trains per Day 

Number of Tracks Type of Control 

Practical Maximum If 
Multiple Train Types 

Use Corridor* 

Practical Maximum If 
Single Train Type 
Uses Corridor** 

1 N/S or TWC 16 20 

1 ABS 18 25 

2 N/S or TWC 28 35 

1 CTC or TCS 30 48 

2 ABS 53 80 

2  CTC or TCS 75 100 

3 CTC or TCS 133 163 

4  CTC or TCS 173 230 

5 CTC or TCS 248 340 

6 CTC or TCS 360 415 

Key: N/S-TWC – No Signal/Track Warrant Control. 
ABS – Automatic Block Signaling. 
CTC-TCS – Centralized Traffic Control/Traffic Control System. 

Notes: * For example, merchandise, intermodal, and passenger trains. 
** For example, all intermodal trains. 

The table presents average capacities for typical rail freight corridors.  The actual capacities of the 
corridors were estimated using railroad-specific capacity tables.  At the request of the railroads, 
these detailed capacity tables were not included in this report to protect confidential railroad busi-
ness information. 

Source: Class I railroad data aggregated by Cambridge Systematics, Inc. 
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For example, if a corridor with “one track and N/S-TWC control,” which today 
accommodates 15 trains per day, must accommodate 35 trains per day in 2035, it 
is upgraded to “one track with CTC-TCS control,” which accommodates 30 to 
48 trains per day, depending on the mix of train types operating in the corridor. 

To avoid double-counting improvements that are currently programmed or 
underway, new improvements were selected to accommodate only forecast 
demand, not to correct current capacity shortfalls.  If a corridor is at or above 
capacity today and needs additional capacity to accommodate future demand, 
improvements were programmed to bring the volume-to-capacity ratio back to 
the current ratio.  For example, if the current volume-to-capacity ratio of a corri-
dor is 0.85 and the future volume-to-capacity ratio without improvements is 
estimated to be 1.6, improvements were made to bring the volume-to-capacity 
ratio back to 0.85, not to 0.70.  If a corridor is below capacity today and needs 
additional capacity to accommodate future demand, improvements were 
selected to bring the volume-to-capacity ratio up to a maximum of 0.70. 

6.2 FUTURE VOLUMES COMPARED TO FUTURE 
CAPACITY 
Figure 6.1 compares projected future corridor volumes in trains per day to pro-
jected future corridor capacity assuming that the necessary improvements are 
made.  The volume-to-capacity ratios are expressed as LOS grades for each pri-
mary rail corridor.  Again, rail corridors operating at LOS A, B and C (below 
practical capacity) have been mapped in green.  Corridors operating at LOS D 
(near practical capacity) have been mapped in yellow, and corridors operating at 
LOS E (at practical capacity) have been mapped in orange.  Rail corridors oper-
ating at LOS F (above capacity) have been mapped in red. 

Analysis of the 2035 levels of service, summarized in Table 6.2, shows that—with 
improvements—97 percent of primary corridor mileage will be operating below 
capacity (LOS A/B/C), 2 percent will be near or at capacity (LOS D/E), and less 
than 1 percent will be operating above capacity (LOS F). 
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Figure 6.1 Future Train Volumes Compared to Future Train Capacity 
2035 with Improvements 

 
Source: Cambridge Systematics, Inc. 

Note: Volumes are for the 85th percentile day. 

 

Table 6.2 Primary Rail Corridor Mileage by Future Level of Service Grade 
2035 with Improvements 

 LOS Grade Total Mileage Percentage 

 A  4,895  9% 

 B  15,198  29% 

 C  31,036  59% 

 D  608  1% 

 E  597  1% 

 F  6  <1% 

 Totals  52,340  100% 

Source: Cambridge Systematics, Inc. 
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7.0 Investment Requirements 

7.1 COST OF IMPROVEMENTS 
The cost of improvements needed to accommodate rail freight demand in 2035 is 
estimated at $148 billion (in 2007 dollars).  The Class I freight railroads’ share of 
this cost is projected to be $135 billion; the short line and regional freight rail-
roads’ share is projected to be $13 billion.  The cost estimates cover: 

• Line expansion: 

– Upgrades to mainline tracks and signal control systems; 

– Improvements to significant rail bridges and tunnels; 

– Upgrades to Class I railroad secondary mainlines and branch lines to 
accommodate 286,000-pound freight cars; and 

– Upgrades to short line and regional railroad tracks and bridges to accom-
modate 286,000-pound freight cars. 

• Facility expansion: 

– Expansion of carload terminals, intermodal yards, and international gate-
way facilities owned by railroads; and 

– Expansion of Class I railroad service and support facilities such as fueling 
stations and maintenance facilities. 

Table 7.1 summarizes the investments required by type of improvement for the 
Class I and the short line and regional railroads. 
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Table 7.1 Cost of Rail Freight Infrastructure Improvements 
Millions of 2007 Dollars 

 

Class I 
Freight 

Railroads 

Short Line and 
Regional Freight 

Railroads Totals 

Line Haul Expansion $94,750 $320 $95,070 

Major Bridges, Tunnels, and Clearance $19,400 $5,000 $24,400 

Branch Line Upgrades $2,390 $7,230 $9,620 

Intermodal Terminal Expansion $9,320  $9,320 

Carload Terminal Expansion $6,620  $6,620 

Service Facilities $2,550  $2,550 

Totals $135,030 $12,550 $147,580 

Source: Cambridge Systematics, Inc. 

Notes: All estimates exclude real estate acquisition costs, consistent with national highway needs analysis 
study practices. 

Line expansion costs for short line and regional railroads are only for segments used to connect 
the primary corridors, not the entire system. 

The category Major Bridges, Tunnels, and Clearance covers very large projects such as expansion 
of major bridges and tunnels (or construction of new parallel bridges and tunnels) and corridor 
overhead clearance projects that are not adequately accounted for by per mile unit costs. 

The category Branch Line Upgrades covers upgrades to secondary main and branch lines to meet 
286,000-pound weight-limit standards for the Class I railroads.  A preliminary analysis shows lim-
ited need to upgrade the capacity of secondary mainlines and branch lines. 

Line expansion cost estimates were based on per mile construction costs to 
upgrade from one level of corridor capacity to another.  Table 7.2 lists the aver-
age construction cost per mile for each set of upgrades.  For example, upgrading 
a corridor from “one track and N/S-TWC control” to “one track with CTC-TCS 
control” would cost $700,000 per mile.  All costs are reported in current (2007) 
dollars. 
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Table 7.2 Average Unit Costs 
From To 

Tracks Control Tracks Control 

Construction 
Cost 

(per mile) 

1 N/S-TWC 1 CTC-TCS $700,000 

2 NS-TWC 2 CTC-TCS $700,000 

1 ABS 1 CTC-TCS $500,000 

2 ABS 2 CTC-TCS $600,000 

1 CTC-TCS 2 CTC-TCS $3,800,000 

2 CTC-TCS 3 CTC-TCS $4,400,000 

3 CTC-TCS 4 CTC-TCS $4,400,000 

4 CTC-TCS 5 CTC-TCS $4,400,000 

5 CTC-TCS 6 CTC-TCS $4,400,000 

Key: N/S-TWC – No Signal/Track Warrant Control. 
ABS – Automatic Block Signaling. 
CTC-TCS – Centralized Traffic Control/Traffic Control System. 

Note: The table presents average costs for typical rail freight corridors.  The actual costs of the corridors 
were estimated using railroad-specific capacity tables.  Per mile construction costs for Eastern rail 
corridors were higher than the averages presented in the table because of the number of urbanized 
areas, hilly terrain, and numerous river crossings.  Conversely, per mile construction costs for 
Western rail corridors in non-urban areas were lower than the averages presented in the table 
because of the prevalence of flatter, non-urbanized areas along some Western railroad primary 
corridors.  At the request of the railroads, the railroad-specific cost tables were not included in this 
report to protect confidential railroad business information. 

Source: Cambridge Systematics based on Association of American Railroads and Class I railroads’ data. 

 

Expansion costs for major bridges and tunnels were estimated separately for 
each facility based on the cost of recent and comparable projects.  Expansion 
costs for facilities such as intermodal yards, carload terminals, fueling stations, 
and maintenance facilities were estimated using the anticipated number of 
intermodal units, cars, and trains operating in the corridor. 

The estimates do not include all line expansion costs on short line and regional 
railroads, nor the cost of expanding tunnels, bridges, and service facilities on the 
short lines and regionals.  Neither the Class I nor the short line and regional rail-
road estimates include the cost of additional real estate, the cost to maintain or 
replace existing rail lines and facilities, or the cost to acquire additional locomo-
tives and railcars. 

Appendix A provides more information on the cost estimating methods. 
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7.2 COST SAVINGS FROM PRODUCTIVITY 
IMPROVEMENTS 
The recommended improvements and the cost estimates assume that the future 
demand for rail freight transportation will be met by using current technology 
and existing rail corridors.  The analysis also assumes that there will be no shift 
in freight traffic among modes (i.e., rail, truck, water), and no significant changes 
in regulation or other factors that could change the demand for or supply of rail 
freight services. 

However, there are alternative futures that could, and eventually should, be 
examined.  These include futures that assume significant changes in rail technol-
ogy, major shifts in markets or trade patterns, and new innovations in railroad 
operations.  A full examination of these alternative futures was not attempted for 
this first approximation study.  However, a preliminary estimate was made of 
the potential cost savings from productivity improvements. 

The railroads anticipate that they can improve train productivity by up to 
0.5 percent per year over the 28-year period from 2007 to 2035.  The productivity 
would be gained by carrying more freight over each primary rail corridor.  This 
would be done by increasing the number of trains, hauling more cars per train, 
and loading railcars more efficiently to make better use of the 286,000-pound 
capacity of current railcars.  These improvements would allow the railroads to 
carry the same amount of rail freight in 2035, but carry it with fewer trains. 

A 0.5 percent productivity improvement would reduce the number of trains to 
about 87 percent of the initial 2035 forecast number of trains.  This would reduce 
capacity expansion needs in many corridors, reducing the cost of line expansion 
across all railroads from $148 billion to about $121 billion.22  The Class I freight 
railroads’ share for infrastructure expansion would be reduced from $135 billion 
to $109 billion, a savings of $26 billion.  The short line and regional freight 
railroads’ share of capital expenditures would be reduced from $12.6 billion to 
$12.3 billion, a savings of about $0.3 billion. 

                                                      
22 Productivity improvements are only applied to line costs, not to terminals, yards, 

facilities, etc. 
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7.3 RAILROAD INVESTMENT CAPACITY 
In general, Class I railroad capital expenditures have tracked income, as shown 
in Figure 7.1, increasing consistently (in current dollars) since the economic 
deregulation of the railroad industry in 1980.  Class I capital expenditures for 
infrastructure expansion totaled $1.1 billion in 2005 and $1.4 billion in 2006.  The 
AAR estimates that Class I capital expenditures for infrastructure expansion will 
total $1.9 billion in 2007. 

Figure 7.1 Capital Investment and Income 
Class I Railroads, 1981 to 2006, in Current Dollars 

Capital Expenditures for Roadway and Equipment   
Net Income
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Source: American Association of Railroads data. 

 

If rail revenues grow proportionally to rail tonnage, currently forecast to increase 
by 88 percent by 2035, and if the railroads maintain their current level of effort 
for expansion, then the Class I railroads will invest cumulatively about 
$70 billion over the 28-year period. 
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7.4 INVESTMENT REQUIREMENTS FOR CLASS I 
RAILROADS 
The estimated cost of the improvements needed to accommodate rail freight 
demand in 2035 is $148 billion.  Of this amount, the Class I freight railroads’ 
share is projected to be $135 billion. 

The Class I railroads anticipate that they will be able to generate approximately 
$96 billion of their $135 billion share through increased earnings from revenue 
growth, higher volumes, and productivity improvements, while continuing to 
renew existing infrastructure and equipment.  If revenue and capital expendi-
tures for expansion follow the growth in rail tonnage, as the railroads expect, the 
Class I railroads could realize about $70 billion of the $135 billion from growth.  
And if the Class I railroads can continue to achieve train productivity gains of up 
to 0.5 percent per year, the railroads could realize savings of $26 billion in 
reduced capital expenditures.  This would leave a balance for the Class I freight 
railroads of $39 billion or about $1.4 billion per year to be funded from railroad 
investment tax incentives, public-private partnerships, or other sources. 

These investment projections assume that the market will support rail freight 
prices sufficient to sustain long-term capital investments.  If regulatory changes 
or unfunded legislative mandates reduce railroad earnings and productivity, 
investment and capacity expansion will be slower and the freight railroads may 
not be able to meet the U.S. DOT’s forecast demand. 
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8.0 Conclusions 
On first approximation, the investment in the continental U.S. rail network 
required to allow the freight railroads to meet the U.S. DOT’s projected demand 
for rail freight transportation is $148 billion (in 2007 dollars).  This level of 
investment would enable the freight railroads to keep pace with economic 
growth and meet the U.S. DOT’s forecast demand for rail freight transportation 
in 2035. 

The impact of the investment is illustrated in Figure 8.1, which compares the per-
centage of primary rail freight corridor miles by LOS grade and year. 

Figure 8.1 Percentage of Rail-Freight Primary Corridor Route Miles by Level 
of Service Grade in 2005, 2035 without Capacity Improvements, 
and 2035 with Capacity Improvements 
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Source: Cambridge Systematics, Inc. 

The left column shows the percentage of miles by LOS grade for the current rail 
system (2005 train volumes on the 85th percentile day compared to 2007 capac-
ity).  Red indicates the percentage of miles operating above capacity; yellow and 
orange the percentage of miles near or at capacity; and green, the percentage of 
miles below capacity.  The center column shows the percentage of miles by LOS 
grade for the primary corridors in 2035 without improvements.  Thirty percent of 
the rail miles in the primary corridors will be operating above capacity, causing 
severe congestion that will affect every region of the country and potentially shift 
freight to an already heavily congested highway system.  Finally, the right 
column shows the estimated LOS grades in 2035 with improvements.  The 
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improvements sharply reduce the number of primary corridor miles operating 
above capacity. 

Meeting the U.S. DOT’s forecast demand will require the Class I freight railroads 
to increase their investment in infrastructure expansion.  The AAR estimates that 
between 2005 and 2007, Class I freight railroad capital expenditures for infra-
structure expansion averaged $1.5 billion per year.  To meet the U.S. DOT’s fore-
cast demand for 2035, the Class I freight railroads must invest $135 billion over 
the next 28 years or about $4.8 billion per year. 

The Class I freight railroads anticipate that they will be able to meet most of this 
increase in investment through growth and productivity gains.  If revenue and 
capital expenditures for expansion follow the growth in rail tonnage, the Class I 
railroads could realize about $70 billion of the $135 billion from growth.  And if 
the Class I railroads can continue to achieve train productivity gains of up to 
0.5 percent per year, the railroads could realize savings of $26 billion in reduced 
capital expenditures.  This would leave a balance for the Class I freight railroads 
of $39 billion or about $1.4 billion per year to be funded from railroad investment 
tax incentives, public-private partnerships, or other sources. 

These investment projections assume that the market will support rail freight 
prices sufficient to sustain long-term capital investments.  If regulatory changes 
or unfunded legislative mandates reduce railroad earnings and productivity, 
investment and capacity expansion will be slower and the freight railroads may 
not be able to meet the U.S. DOT’s forecast demand. 

The findings of this study provide a starting point for assessing future rail freight 
capacity and investment requirements.  The findings outline the improvements 
and investments required for the railroads to carry the freight tonnage forecast 
by the U.S. DOT.  Additional work is needed to determine how much more 
capacity and investment would be needed for the railroads to increase their share 
of freight tonnage and reduce the rate of growth in truck traffic on highways.  
Finally, the forecasts and improvement estimates in this study do not fully 
anticipate future changes in markets, technology, regulation, and the business 
plans of shippers and carriers.  Each could significantly reshape freight trans-
portation demand, freight flow patterns, and railroad productivity, and, thus, 
rail freight infrastructure investment needs. 

In summary, the findings point clearly to the need for more investment in rail 
freight infrastructure and a national strategy that supports rail capacity expan-
sion and investment. 

 

8-2  Cambridge Systematics, Inc. 



National Rail Freight Infrastructure Capacity and Investment Study 
Appendix A 

Cambridge Systematics, Inc. A-1 

 A. National Rail Freight 
Infrastructure Capacity and 
Investment Study:  Methodology 

 A.1 INTRODUCTION 
The objective of this study is to identify rail freight infrastructure improvements 
and investments in the continental U.S. rail network that will allow the freight 
railroads to meet the U.S. Department of Transportation’s (DOT) projected 
demand for rail-freight transportation in 2035.  This requires an understanding of 
the current and forecasted demand for rail services and the current and projected 
capacity of the rail network.  The study encompasses the continental United 
States rail system. 

The general approach was to divide the continental U.S. Class I railroad network 
into primary corridors; establish the volume of trains in 2005 and 2035; compare 
those volumes to current capacity; determine the additional capacity needed to 
accommodate 2035 volumes; identify the types of improvements warranted; and 
estimate the investment needed for these improvements.  The improvements can be 
divided into line expansion and facility expansion, each with multiple components. 

• Line expansion includes: 

– Upgrades to the Class I system mainlines control systems and/or number 
of tracks; 

– Improvements to significant bridges, tunnels, clearances, and other items 
above average costs; 

– Upgrades to Class I railroad secondary mainlines and branch lines to 
accommodate 286,000-pound freight cars; and 

– Upgrades to short line and regional railroad track and bridges to accom-
modate 286,000-pound freight cars. 

• Facility expansion includes: 

– Expansion of capacity at Class I railroad-owned intermodal facilities, 
including terminals, ports and gateways; 

– Expansion of capacity at carload terminals (e.g., classification yards); and 

– Expansion of capacity at Class I railroad-owned service facilities (e.g., 
fueling stations, maintenance facilities). 
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 A.2 LINE CAPACITY EXPANSION 
The work steps to estimate the cost of expanding line capacity along primary 
Class I railroad corridors to meet U.S. DOT projected demand was as follows: 

1. Divide the continental U.S. Class I railroad network into primary corridors;23 

2. Establish the number of freight trains for a day representing the 85th percen-
tile of the maximum trains per day from the 2005 Surface Transportation 
Board (STB) Carload Waybill Sample (Waybill); 

3. Establish the number of scheduled passenger trains for a current average 
weekday, and combine with the freight trains; 

4. Estimate the number of freight trains per day in 2035 by applying forecast 
rates from the Freight Analysis Framework Version 2.2 to the 2005 STB 
Waybill.  Passenger train volumes were held constant; 

5. Estimate the current capacity on the nation’s primary rail corridors in trains 
per day based on current track configurations; 

6. Compare the 2005 and 2035 freight and passenger trains per day to the cur-
rent capacity, and identify the types of improvements necessary to maintain 
reliable rail service in 2035; 

7. Estimate the construction costs of the improvement lines; 

8. Estimate the cost of significant bridges, tunnels, clearance projects, etc.; and 

9. Estimate the cost to upgrade all Class I branch lines and all short line and 
regional lines that are currently below 286,000-pound weight standards to the 
current standard. 

Each of these is described in more detail in the following sections. 

Divide the Continental U.S. Class I Railroad Network into 
Primary Corridors 
The initial work step was to divide the continental U.S. Class I railroad network 
into primary corridors.  The corridors are mainline track and represent the lanes 
that haul the majority of the freight rail traffic.  A corridor is roughly homogene-
ous with respect to traffic mix and type of infrastructure (i.e., number of tracks 
and control system). 

                                                      
23 The Class I railroads covered in this study are BNSF, CN (U.S. operations), CP (U.S. 

operations), CSX, KCS, NS, and UP. 
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The beginnings and ends of the corridors are major urban areas corresponding 
with the U.S. Department of Transportation Freight Analysis Framework 
Version 2.2 (FAF2.2) zones, major rail traffic generators such as the Powder River 
Basin coal fields, port complexes, and major rail traffic junctions. 

Each of the Class I railroads participating in the study provided to Cambridge 
Systematics (CS) a map of their recommended primary corridors.  CS aggregated 
this information into a national network of primary corridors for use in this 
study. 

Figure A.1 National Rail Network and Primary Rail Corridors 

 
Source: Cambridge Systematics, Inc. 

The primary corridors were then mapped to a network combining the Oak Ridge 
National Laboratory (ORNL) Center for Transportation Analysis Rail Network 
Version 5-5 containing infrastructure attributes, with a network developed for 
the Tennessee Department of Transportation that assigns rail flows using mini-
mum distance paths.  In the course of this project the TDOT network was revised 
to include missing links with information from the ORNL network.  The 
mapping was done in TransCAD, a commercially available transportation net-
work modeling program. 
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Establish the Number of Freight Trains Operating on an 
85th Percentile Day along Each Corridor in 2005 
Data from the 2005 Surface Transportation Board Carload Waybill Sample was 
used to establish the total number of trains operating in each corridor with the 
following caveats:24 

• Northbound Canadian traffic and southbound Mexican traffic will not be 
accounted for fully in this study because much of this traffic is absent from 
the Waybill Sample.  Traffic terminating in Canada and Mexico (both U.S. 
originations and pass-through NAFTA traffic) often is waybilled to the U.S. 
border crossing, but much of the northbound Canadian traffic and south-
bound Mexican traffic is not reported. 

• The Waybill Sample will not provide a complete picture of rail shipments 
end-to-end.  The Waybill Sample is subject to “re-waybilling” (Rule 11 traffic) 
at key junctions such as Chicago.  For example, one waybill may be written to 
cover a shipment from Los Angeles to Chicago, and a second waybill written 
to cover the same shipment as it moves on from Chicago to New York.  This 
reporting practice makes it difficult to trace the entire route of some rail 
shipment.  This issue did not affect the estimate of the number of trains oper-
ating in each corridor, and no effort was made to “link” these movements. 

The Waybill Sample, which represents loaded revenue movements on the rail-
roads, was adjusted to account for empty rail car moves.  To estimate the empty 
car movements, empty return ratios were supplied by the AAR from the 
Uniform Rail Costing System (URCS), as shown in Table A.1.  CS matched the 
empty return ratios to the Waybill data based on origin railroad, car type, and 
the car ownership flag.  Table A.1 represents averaged empty return ratios for all 
cars ownerships – railroad, private, and leased.  For a car ownership flag in the 
STB Waybill of “railroad” or “Trailer Train,” specific ratios for railroad-owned 
cars were used.  For a car ownership flag of “private,” the privately owned car 
ratios were used.  When the loaded car originated on a Class I carrier, the ratios 
for that carrier were applied.  When a short line or regional railroad originated 
the load, the empty ratio was based on the East or West average, depending on 
whether the load originated east or west of the Mississippi River. 

The carloads and intermodal units in the Waybill Sample were multiplied by the 
appropriate empty return ratio, reverse routed to represent the return movement 
from destination to origin, and then appended to the loaded cars in the Waybill.  
The assumption of reverse routing of the empties does not accurately reflect rail-
road operations, but it does place the correct amount of empty car miles on the 
network and it offers a reasonable approximation for this analysis. 

                                                      
24 The Waybill Sample is expanded to represent 100 percent of the movements on U.S. 

railroads. 
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Table A.1 Empty Return Ratios Used in the STB’s URCS Phase 3 and Waybill Costing Programs 
All Cars, 2005 Ratios 

URCS CT 
Number Car Type BNSF CN (U.S.) CP (U.S.) CSX KCS NS UP East West 
1 Box – 40-foot 1.33 1.72 1.75 1.59 1.52 1.72 1.38 1.65 1.38 

2 Box – 50-foot 1.33 1.72 1.75 1.59 1.52 1.72 1.38 1.65 1.38 

3 Box – Equipped 1.69 1.89 1.86 1.87 1.76 1.99 1.76 1.92 1.74 

4 Gondola – Plain 1.96 1.86 2.31 1.94 1.97 1.91 2.36 1.92 2.26 

5 Gondola – Equipped 1.85 2.11 1.98 1.83 2.00 1.89 1.89 1.86 1.88 

6 Hopper – Covered 1.77 1.98 1.82 1.94 2.02 2.04 2.01 1.99 1.90 

7 Hopper – Open Top General 1.94 1.92 2.14 1.95 1.94 1.96 2.09 1.95 2.05 

8 Hopper – Open Top Special 1.96 2.03 2.11 1.95 2.00 2.01 2.13 1.98 2.09 

9 Reefer – Mechanical 1.73 1.73 1.36 1.77 1.51 1.93 1.75 1.79 1.74 

10 Reefer – Nonmechanical 1.58 2.35 1.88 1.93 5.42 1.81 1.86 1.90 1.72 

11 Flat – Intermodal 1.15 1.18 1.10 1.15 1.05 1.09 1.15 1.12 1.15 

12 Flat – Multilevel 1.27 1.45 1.38 1.54 1.19 1.59 1.45 1.55 1.41 

13 Flat – General 2.41 2.47 2.24 1.79 1.94 2.66 201 2.29 2.16 

14 Flat – Other 1.74 2.03 1.94 1.84 1.90 2.05 1.88 1.95 1.82 

15 Tank < 22,000 Gallons 1.47 1.70 6.16 1.97 2.01 2.01 2.08 1.98 1.80 

16 Tank >= 22,000 Gallons 1.54 1.88 2.30 2.01 2.06 2.03 2.04 2.02 1.83 

17 All Other Freight Cars 1.34 1.70 2.56 1.94 2.04 1.52 2.03 1.69 1.59 

18 Average Freight Car 1.51 1.85 1.59 1.75 1.83 1.70 1.82 1.74 1.69 

Note: Empty Return Ratio defined as total miles divided by loaded miles.  Ratios in spreadsheet are available to six significant digits – only three shown above.  Ratios for 40-
foot Box Cars use same value as 50-foot Box Car as a default.  URCS Phase 3 and Waybill costing use ratios for All Other Freight Cars as defaults for railroad-owned 
tank cars. 

Source: AAR, from the Uniform Rail Costing System. 
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Annual cars were then converted into average daily cars.  This was done by first 
summarizing the Waybill Sample by waybill date and number of cars.  The vol-
ume from the day representing the 85th percentile (based on volume of cars) was 
used to scale the annual volume to a daily volume.  The 85th percentile threshold 
is consistent with highway capacity analysis methods.25  This multiplier to con-
vert annual cars and intermodal units in the Waybill Sample to an 85th percentile 
day was 0.00357.  An 85th percentile day has 9.9 percent more cars than a 
50th percentile day in the 2005 Waybill Sample. 

The cars were subdivided into four service types – intermodal, bulk, general 
merchandise, and auto – the same four defined in the Waybill Sample.  For each 
service type, the number of daily cars was converted into daily trains based on 
average train lengths supplied by BNSF, CSX, NS and UP.  For the other rail-
roads, CS estimated the train lengths.  Table A.2 contains the average values used 
for eastern and western railroads.  Intermodal unit train conversions were based 
on TOFC/COFC counts rather than cars.  Adjustments were made in some corri-
dors (e.g., Powder River Basin) to reflect actual operations of significantly longer 
trains. 

Table A.2 Average Train Length 
Number of Cars 

Type of Service Eastern Railroads Western Railroads 
Auto 57.0 63.9 

Bulk 86.0 112.4 

General Merchandise 82.0 80.7 

Intermodal (TOFC/COFC count) 110.7 164.3 

Source:  Class I Railroad data averaged by Cambridge Systematics, Inc. 

The next step was to unlink the trips.  The Waybill Sample has records with a 
junction frequency up to six, indicating that seven railroads participated in the 
move (six junctions).  The unlinked records break these apart so that each “trip” 
is only for a single railroad.  The geographic endpoints of the trip can either be 
the origin and destination, or the junction location.  These are generically 
referred to as the on-point and off-point.  The Waybill does not have information 
on internal routings and classifications on an individual railroad. 

The final step was to assign the train estimates to the ORNL rail network, using 
an all or nothing assignment in TransCAD.  After combining the freight and 
                                                      
25 This method of scaling the annual volume based on the 85th percentile is preferred over 

simply selecting the traffic on the day representing the 85th percentile.  Scaling the 
annual volume will provide a more robust distribution of traffic over the rail lines that 
accounts for seasonality, instead of a snapshot of traffic for a single day. 
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passenger trains (see next section), density maps were developed and provided 
to BNSF, CSX, NS, and UP for review.  The AAR reviewed the traffic density 
maps for CN, CP, and KCS.  Corrections were made to the assignments and vol-
umes when needed, and new maps were generated for further review. 

As in all cases with this study, care was taken not to distribute confidential data 
about one railroad to the other railroads.  Only the AAR and CS had access to the 
full information. 

Establish the Current Number of Passenger Trains per Day 
In addition to the total number of freight trains, the number of passenger trains 
operating on the network was determined.  This includes estimates of Amtrak 
service, and commuter services such as the Virginia Railway Express and the 
Southeastern Pennsylvania Transportation Agency that make significant use of 
freight railroad lines.  Not every commuter service was included, only those 
operating on the primary corridor network. 

Most of the train information was obtained from available published schedules.  
Although the term “train” is used, it should more appropriately be called a 
“trip.”  A train that goes out and back was counted as two “trains.”  An average 
day was considered to be a weekday, not a weekend or holiday. 

The passenger train estimates were assigned directly to the ORNL rail network 
using TransCAD, rather than applying a traffic assignment algorithm.  Passenger 
train maps were generated and distributed to the study participants for review 
and comment. 

The final step was to add the daily passenger train counts directly to the freight 
trains that had been assigned to the network. 

Establish the Forecasted Number of Train Equivalents Operating 
Along Each Corridor for the Year 2035 
The U.S. Department of Transportation’s Freight Analysis Framework Version 2.2 
(FAF2.2) provides an estimate of all freight traffic moving in the U.S. by origin, 
destination, commodity, and mode.  It has a 2002 base year and forecasts from 
2010 to 2035 in five-year increments.  The geography is based on 138 zones, with 
114 zones in the U.S.  It includes domestic traffic, North American traffic (Canada 
and Mexico border crossings, with the gateway location), and international 
traffic (by foreign region and U.S. zone, with an intermediate port).  FAF2.2 con-
tains seven different modes of transportation:  air and truck, other intermodal, 
pipeline and unknown, rail, truck, truck-rail, and water. 

CS used the FAF2.2 forecasts for 2035 for the rail and truck-rail modes by origin, 
destination, and commodity.  The rail and truck-rail modes were combined into a 
single set of forecasts rates.  The Waybill data was geographically matched to the 
FAF2.2 zones by using a translation table mapping county to zone.  Since the 
Waybill “starts” and “stops” trips at ports, the international forecasts were 
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included in the forecast rates based on the location of the port.  For example, a 
move from Europe to the Atlanta zone with a port of Charleston, was considered 
a Charleston – Atlanta move and the forecasts rates were blended with the 
domestic forecast rates for other Charleston – Atlanta traffic by commodity.  
Rates by commodity for both Canadian and Mexican traffic were developed, and 
applied to Waybill data originating or terminating in those countries. 

FAF2.2 uses Standard Classification of Transported Goods (SCTG) codes.  CS 
developed weighted averages of the forecast growth rates to establish growth 
factors for the general merchandise, intermodal, bulk and auto service types, 
based on the assignments in Table A.3.  Weighted forecast growth rates for each 
service type were calculated for each FAF2.2 origin-destination zone. 

Table A.3 FAF2.2 Commodity Assignment to Rail Service Type for 
Establishing Forecast Growth Rates 

Auto Bulk Intermodal Merchandise 
• Motorized vehicles • Animal feed 

• Cereal grains 
• Coal 
• Coal-n.e.c. 
• Metallic ores 
• Gravel 
• Nonmetallic minerals 

• Alcoholic beverages 
• Electronics 
• Furniture 
• Machinery 
• Meat/seafood 
• Miscellaneous 

manufactured products 
• Mixed freight 
• Pharmaceuticals 
• Plastics/rubber 
• Precision instruments 
• Printed products 
• Textiles/leather 
• Tobacco products 
• Transport equipment 

• Articles-base metal 
• Base metals 
• Basic chemicals 
• Building stone 
• Chemical products 
• Crude petroleum 
• Fertilizers 
• Fuel oils 
• Gasoline 
• Live animals/fish 
• Logs 
• Milled grain products 
• Natural sands 
• Nonmetal mineral 

products 
• Other agriculture 

products 
• Other foodstuffs 
• Unknown 
• Waste/scrap 
• Wood products 
• Newsprint/paper 
• Paper articles 
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The 2035 forecast growth rates were applied to the 2005 base-year loaded and 
empty cars by FAF2.2 origin-destination zone and railroad service type.  (The 
rates were adjusted to reflect the difference between the FAF2.2 2002 base year the 
Waybill 2005 survey year).  This makes the assumption that empty return ratios 
will be the same in 2035 as they were in 2005.  For empty cars, the forecast rate 
was based on the last commodity hauled.  The forecast number of loaded and 
empty cars were converted into average trains per day, using the same conver-
sion factors established for the 2005 data (i.e., average train lengths were held 
constant.) 

The number of passenger trains was held at current levels.  This study did not 
attempt to forecast 2035 passenger rail demand and service.  A separate study 
is being conducted to develop passenger rail needs for presentation to the 
Commission. 

The forecasted 2035 freight trains were then assigned to the ORNL rail network 
using an all or nothing assignment based on minimum distances, adjusted to 
reflect current rail road operating restrictions validated against existing volumes.  
Current passenger trains were added directly to the network to provide the 
complete 2035 year volumes.  The results was mapped and sent to the railroads 
for review. 

Estimate the Current Capacity for Each of the Primary Corridors 
The capacity of the primary rail corridors was determined by defining a set of 
archetypical corridors, based on track and type of control, and then defining the 
capacity in terms of trains per day.  Readily available information was supplied 
by the railroads participating in this study drawing from previously performed 
simulation studies.  The information ranged from generic data to simulation 
results of specific corridors and general knowledge of operations. 

CS used this information to identify a set of archetypical corridors that repre-
sented the various track and control combinations present along the corridors.  
The number of tracks was 1, 2, 3, or 4 and the type of controls included no signal 
or track warrant control (N/S-TWC), automated block signal (ABS), and central-
ized traffic control or train control system (CTC-TCS).  To accommodate future 
demand, archetypical corridors of 5 and 6 tracks were added. 

Comparison of the capacity information from each railroad yielded a range of 
values.  One reason for this range was the mix of trains on the line.  Lines with a 
nearly homogenous train mix have a higher capacity than lines with a mixture of 
train types.  To adjust for this, each archetype was assigned a lower and an upper 
bound for the maximum number of trains.  The lower bound was defined as the 
maximum number of trains per day, assuming an equal mix of merchandise-
bulk, intermodal-auto, and passenger trains (one-third each).  The upper bound 
was defined as the maximum number of trains per day, assuming 100 percent 
one type, and 0 percent of the other two types (complete homogeneity).  To move 
between the lower bound and the upper bound, the standard deviation of the 
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train mix was used to scale the range between the bounds.  For a train mix of 
33 percent, 33 percent, and 33 percent for each of the three types, the standard 
deviation is zero; therefore a zero adjustment is added to the lower bound.  A 
train mix of 100 percent, 0 percent, and 0 percent yields a standard deviation of 
0.47, which was scaled to produce a factor that added to the lower bound 
equaled the upper bound.26  A standard deviation falling between the minimum 
of zero and the maximum of 0.47 produced a capacity somewhere between the 
lower and upper bounds.  Table A.4 contains the archetypes used in this study, 
along with the lower and upper capacity bounds. 

Another reason for differences in capacity is due to differences in geography and 
topography.  For similar types of track, a regions with longer runs and greater 
distances between urban areas can achieve higher speeds and greater throughput 
than areas with short runs and more closely spaced urban areas.  Therefore, dif-
ferent capacity tables were developed based on regional variations.  Table A.4 
contains the average lower and upper maximum capacity bounds for the arche-
types used in this study. 

Rail capacity can take two forms.  The “theoretical capacity” is the maximum 
number of trains assuming perfect conditions.  The “practical capacity” considers 
factors such as possible disruptions, maintenance, human decisions, weather, 
possible equipment failures, supply and demand imbalances, and seasonal 
demand.  Practical capacity is about 70 percent of the theoretical capacity and 
provides reliable service; it is similar to a highway level of service of C or D 
(described in the next section).  At higher percentages, rail congestion increases and 
service reliability begins to deteriorate.  The values established in Table A.4 rep-
resent practical capacity. 

Using the number of tracks and the control system information from the ORNL 
rail network, CS developed a series of maps of track characteristics that were 
reviewed by the railroads.  The track characteristics information was updated 
using feedback from the railroads, and then each of the primary rail corridors 
was assigned to one of the archetypes in Table A.4.  Using the capacity for each 
archetype, and adjusting between the lower and upper bounds based on the 
standard deviation of the train mix, a practical capacity in trains per day was 
assigned to each of the primary corridors. 

                                                      
26 The population standard deviation, not the sample standard deviation, was used since 

the three data points representing the percent mix of merchandise/bulk, intermodal/
auto, and passenger encompasses the entire population. 
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Table A.4 Average Capacities of Archetypical Rail Corridors 
Trains per Day 

  Trains per Day 

Number of Tracks Type of Control 

Practical Maximum If 
Multiple Train Types 

Use Corridor* 

Practical Maximum If 
Single Train Type 
Uses Corridor** 

1 N/S or TWC 16 20 

1 ABS 18 25 

2 N/S or TWC 28 35 

1 CTC or TCS 30 48 

2 ABS 53 80 

2 CTC or TCS 75 100 

3 CTC or TCS 133 163 

4 CTC or TCS 173 230 

5 CTC or TCS 248 340 

6 CTC or TCS 360 415 

Key: N/S-TWC – No Signal/Track Warrant Control. 
ABS – Automatic Block Signaling. 
CTC-TCS – Centralized Traffic Control/Traffic Control System. 

Notes: * For example, a mix of merchandise, intermodal, and passenger trains. 
** For example, all intermodal trains. 

Source: Class I railroads’ data aggregated by Cambridge Systematics, Inc. 
 

Compare the 2005 and 2035 Train Volumes to the Current 
Capacity, and Identify the Types of Improvements Needed to 
Maintain Reliable Rail Service in 2035 
Current corridor volumes were compared to current corridor capacity to assess 
congestion levels.  This was done by calculating a volume-to-capacity ratio 
expressed as a level of service (LOS) grade.  The LOS grades are listed in 
Table A.5.  The LOS designations and descriptions correspond to the LOS desig-
nations used in highway system capacity and investment requirements studies. 

Cambridge Systematics, Inc. A-11 



National Rail Freight Infrastructure Capacity and Investment Study 
Appendix A 

Table A.5 Volume-to-Capacity Ratios and Level of Service (LOS) Grades 
 LOS Grade Description Volume/Capacity Ratio 

 A 0.0 to 0.2 

 B 0.2 to 0.4 

 C 

Below Capacity 
Low to moderate train flows 
with capacity to accommodate 
maintenance and recover from 
incidents 0.4 to 0.7 

 
D Near Capacity 

Heavy train flow with moderate 
capacity to accommodate 
maintenance and recover from 
incidents 

0.7 to 0.8 
 

 
E At Capacity 

Very heavy train flow with very 
limited capacity to accommo-
date maintenance and recover 
from incidents 

0.8 to 1.0 

 F Above Capacity Unstable flows; service break-
down conditions 

> 1.00 

Source: Cambridge Systematics, Inc. 

Rail corridors operating at LOS A, B or C are operating below capacity; they 
carry light to moderate train flows with sufficient unused capacity to accommo-
date maintenance work and recover quickly from incidents such weather delays, 
equipment failures, and minor accidents.  Corridors operating at LOS D are 
operating near capacity; they carry heavy train flows with moderate capacity to 
accommodate maintenance and recover from incidents.  Corridors operating at 
LOS E are operating at capacity; they carry very heavy train flows and have very 
limited capacity to accommodate maintenance and recover from incidents with-
out substantial service delays.  Corridors operating at LOS F are operating above 
capacity; train flows are unstable, and congestion and service delays are persis-
tent and substantial.  The LOS grades and descriptions correspond generally to 
the LOS grades used in highway system capacity and investment requirements 
studies. 

Maps of the volume-to-capacity ratios, expressed as LOS classes, for the primary 
rail corridors are shown in Figure A.2.  Rail corridors operating under capacity 
(at LOS A, B, or C) have been mapped in green, corridors operating near capacity 
(LOS D) have been mapped in yellow, rail corridors operating at capacity 
(LOS E) have been mapped in orange, and rail corridors operating over capacity 
(LOS F) have been mapped in red.  Current volumes are those reported in the 
2005 STB Waybill Sample (factored for empties and using an 85th percentile day).  
These volumes do not reflect fully recent trends, such as the increase in coal 
shipments moving from the Powder River Basin in Wyoming and Montana to 
Eastern utilities, nor the recent increase in intermodal containers delivered to 
East Coast marine ports and transferred to rail for inland delivery.  Current 
capacity is the capacity as of 2007, and does not represent planned expansion. 
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Figure A.2 2005 and 2035 Train Volumes Compared to Current Train 
Capacity 

 

 
Source: Cambridge Systematics, Inc. 

Rail capacity line expansion improvements were estimated by identifying the 
upgrades to current capacity needed to accommodate future train volumes.  
To avoid double-counting improvements that are currently programmed or 
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underway, new improvements were selected to accommodate only forecast 
demand, not to correct current capacity shortfalls.  If a corridor is below capacity 
today and needs additional capacity to accommodate future demand, improve-
ments were selected to bring the volume-to-capacity ratio up to a maximum of 
0.70.  If a corridor is at or above capacity today and needs additional capacity to 
accommodate future demand, improvements were programmed to bring the 
volume-to-capacity ratio back to the current ratio.  For example, if the current 
volume-to-capacity ratio of a corridor is 0.85 and the future volume-to-capacity 
ratio without improvements is estimated to be 1.6, improvements were made to 
bring the volume-to-capacity ratio back to 0.85, not to 0.70. 

The hierarchy of corridor upgrades is shown in Table A.6.  This hierarchy was 
used to expand from one archetypical corridor to another, until the capacity of 
the corridor could accommodate the forecasted 2035 volumes at a LOS of C or at 
current LOS if already operating at LOS D, E, or F.  For example, if a corridor 
with “one track and N/S-TWC control” that today accommodates 16 to 20 trains 
per day needs to accommodate 35 trains per day in 2035, it would be upgraded 
to “one track with CTC-TCS control.”  As a rule, upgrades were selected to pro-
vide the appropriate level of service at the least cost.  For the primary corridors 
under consideration, it was determined that any new construction would at a 
minimum involve a one-track CTC system (e.g., no expansion of lines operating 
on track warrants or with ABS on the primary corridors). 

Table A.6 Hierarchy of Archetypical Rail-Freight Corridors 
Practical Capacity in Trains per Day 

From To 

Number of 
Tracks Control 

Lower 
Bound 

Upper 
Bound 

Number of 
Tracks Control 

Lower 
Bound 

Upper 
Bound 

1 NS-TWC 16 20 1 CTC-TCS 30 48 

2 NS-TWC 28 35 2 CTC-TCS 75 100 

1 ABS 18 25 1 CTC-TCS 30 48 

2 ABS 53 80 2 CTC-TCS 75 100 

1 CTC-TCS 30 48 2 CTC-TCS 75 100 

2 CTC-TCS 75 100 3 CTC-TCS 133 163 

3 CTC-TCS 133 163 4 CTC-TCS 173 230 

4 CTC-TCS 173 230 5 CTC-TCS 248 340 

5 CTC-TCS 248 340 6 CTC-TCS 360 415 

Source: Class I railroads’ data aggregated by Cambridge Systematics, Inc. 

Note: N/S-TWC is No Signal and Track Warrant Control.  ABS is Automatic Block Signaling.  CTC-TCS is 
Centralized Traffic Control and Traffic Control System. 
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Figure A.3 compares future corridor volumes in trains per day to future corridor 
capacity assuming the necessary improvements are made.  The volume-to-
capacity ratios are expressed as LOS classes for each primary rail corridor.  This 
map should look similar to the 2005 map in Figure A.2, since the goal was not to 
improve a corridor beyond the current level of service.  This is not entirely possi-
ble due to the step-function nature of adding capacity.  Adding an additional 
track can cause the LOS to drop several levels. 

Figure A.3 Future Train Volumes Compared to Future Train Capacity 
2035 with Improvements 

 
Source: Cambridge Systematics, Inc. 

Estimate the Construction Costs of the Improvement Lines 
The costs to upgrade from one level of corridor capacity to another are listed in 
Table A.7.  The costs are in unit costs per mile for construction.  All costs are 
reported in current (2007) dollars.  In the example cited above, upgrading a cor-
ridor from “one track and N/S-TWC control” to “one track with CTC-TCS con-
trol” would cost $700,000 per mile for construction.  This is inclusive of design, 
engineering, and installation expenses.  It is exclusive of any real estate costs. 

Table A.7 presents average costs for typical rail freight corridors.  The actual 
costs of the corridors were estimated using railroad-specific capacity tables.  Per 
mile construction costs for Eastern rail corridors were about 25 percent higher 
than the averages presented in the table because of the number of urbanized 
areas, hilly terrain, and numerous river crossings.  At the request of the railroads, 
the railroad-specific cost tables were not included in this report to protect confi-
dential railroad business information. 
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Table A.7 Hierarchy of Archetypical Rail-Freight Corridors 
Unit Cost to Upgrade Lines 

From To 

Number of 
Tracks Control 

Number of 
Tracks Control 

Average Construction 
Cost Per Mile 

1 NS-TWC 1 CTC-TCS $700,000 

2 NS-TWC 2 CTC-TCS $700,000 

1 ABS 1 CTC-TCS $500,000 

2 ABS 2 CTC-TCS $600,000 

1 CTC-TCS 2 CTC-TCS $3,800,000 

2 CTC-TCS 3 CTC-TCS $4,400,000 

3 CTC-TCS 4 CTC-TCS $4,400,000 

4 CTC-TCS 5 CTC-TCS $4,400,000 

5 CTC-TCS 6 CTC-TCS $4,400,000 

Source: AAR and Class I railroads’ data aggregated by Cambridge Systematics, Inc. 

 

The costs in Table A.7 are additive.  To expand from a one track CTC to a three 
track CTC would cost $8.2 million per mile ($3.8 million plus $4.4 million).  The 
lower cost to go from one to two tracks (as opposed to 2 to 3 and 3 to 4) reflects 
cost savings from connecting existing sidings, less need to upgrade drainage, and 
other savings.  The costs to maintain this additional track is not included in the 
total. 

Estimate the Cost of Significant Bridges, Tunnels, Clearance 
Projects, etc. 
Significant projects that are well outside the average unit cost in Table A.7, such 
as bridges spanning the Mississippi or Ohio River or expensive new or expanded 
tunnels and clearances, were included as additional costs in this study.  The rail-
roads, using maps provided by CS of where and how much capacity would be 
needed in 2035, individually provided estimates for significant structures. 

It should be noted that these estimates are not based on detailed engineering 
studies, and therefore only provide a rough approximation.  In most cases, the 
estimates were based on averages ranging from $200 to $300 million per struc-
ture.  A detailed list of these projects is not contained in the report, since the cost 
estimates are average and should not be attributed to a specific project. 

A significant structures cost estimate was developed for CN, CP, and KCS by 
prorating the total significant structures cost by the ratio of the line haul expan-
sion cost for these three railroads to the total line haul expansion cost. 
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Estimate the Cost to Upgrade Class I Branch Lines and Short Line 
and Regional Railroad Lines Currently Below 286,000-Pound 
Standards to Current Standards 
The American Short Line and Regional Railroad Association (ASLRRA) released 
a report in 2000 that identified $6.9 billion in costs (1999 dollars) to upgrade the 
track of America’s short line and regional railroads to accommodate the current 
standard weight of 286,000-pounds.  This estimate was updated as part of this 
study.  The update involved: 

• The cost was inflated to represent 2007 dollars based on a construction price 
index developed from the U.S. Bureau of Labor statistics.  This raised the cost 
from $6.9 billion to $10.8 billion. 

• The cost of upgrading bridges was removed, and an ASLRRA provided esti-
mate of $5 billion was included as a significant structures costs for short line 
and regional railroads. 

• The AAR provided an estimate 898 route miles that has been upgraded 
between 2004 and 2007, an average of 299 miles per year.  Using this ratio, an 
estimate of 2,395 miles were assumed to be upgraded to 286,000-pound stan-
dards between 1999 and 2007. 

• The inflated cost to upgrade was reduced to reflect track already upgraded. 

The final estimate for upgrading short line and regional railroad track to accom-
modate 286,000-pound loads is $7.2 billion (in 2007 dollars).  The calculations are 
contained in Table A.8. 

For the Class I railroad’s branch lines, an average cost to upgrade was calculated 
at $300,000 per mile using the revised estimates from the ASLRRA.  The miles of 
track not 286,000-pound ready was provided by BNSF, CSXT, NS, and UP.  For 
CN, CP, and KCS, the estimated cost was prorated from the ratio of line expan-
sion costs for those three railroads to the total line expansion costs. 
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Table A.8 Estimation of Cost to Upgrade Short Line and Regional Railroads to 286,000-Pound Weight Standard 

Year Inflation 
Cost 

(Millions) 

Cost Less 
Bridges 

(Millions) Total Miles 

Miles/Year 
Upgraded 

(2005 to 2007) 

Estimated 
Miles 

Upgraded 
(1999 to 2007) 

Assume 
50 Percent 

Not 286,000-
Ready (2007) 

Estimated 
Percent 

Upgraded 
Since 1999 

Estimated 
Cost to 

Upgrade 
(Millions) 

Cost/Mile to 
Use for Class 

I (Millions) 

1999 N/A $6,861 $5,100 49,985 N/A N/A N/A N/A N/A N/A 

2007 0.575 $10,806 $8,033 48,194 299 2,395 24,097 9.94% $7,234 $0.300 

Source: 1999 Information from ASLRRA An Estimation of the Investment in Track and Structures Needed to Handle 286,000-pound Rail Cars. 

Note: Assumption of 50 percent not 286,000 ready provided by AAR.  Based on 22,256 miles (46 percent) not 286,000 ready in 2004 less 898 miles upgraded between 2004 
and 2007.  Exact percentage unavailable since 10 percent of track has unknown weight limit. 
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 A.3 INTERMODAL AND CARLOAD TERMINALS, AND 
SERVICE FACILITY CAPACITY EXPANSION 
The work steps to estimate the cost of expanding terminal and facility capacity 
necessary for the Class I railroads to meet U.S. DOT projected demand was as 
follows: 

• Expansion of capacity at Class I railroad-owned intermodal facilities, 
including terminals, ports and gateways; 

• Expansion of capacity at carload terminals; and 

• Expansion of capacity at Class I railroad-owned service (e.g., fueling stations, 
maintenance facilities). 

Expand Capacity at Class I Railroad-Owned Intermodal Facilities, 
Including Terminals, Ports and Gateways 
The cost of expanding intermodal facilities, whether they are intermodal yards, 
railroad-owned port facilities, or international gateways, was provided by the 
railroads.  CS provided to each study participant a table of on-point and off-point 
volumes by county and railroad service type for 2005 and 2035.  The railroads 
individually provided costs estimates for expanding the largest and most 
important intermodal facilities to accommodate the projected growth between 
2005 and 2035.  Consistent with other parts of this study, real estate costs were 
excluded. 

It should be noted that these estimates are not based on detailed engineering 
studies, and therefore only provide a rough approximation.  A detailed list of 
these projects is not contained in the report, since the cost estimates are average 
and should not be attributed to a specific project. 

An intermodal facility cost estimate was developed for CN, CP, and KCS by pro-
rating the total intermodal facility expansion cost by the ratio of the line haul 
expansion cost for these three railroads to the total line haul expansion cost. 

Additional maintenance costs for these new and expanded intermodal facilities 
are not included. 

Expand Capacity at Carload Terminals 
The cost of expanding carload facilities (e.g., classification yards) was provided 
by the railroads.  CS provided to each study participant a table of on-point and 
off-point volumes by county and railroad service type for 2005 and 2035.  The 
railroads individually provided costs estimates for expanding the largest and 
most important carload facilities to accommodate the projected growth between 
2005 and 2035.  Consistent with other parts of this study, real estate costs were 
excluded. 



National Rail Freight Infrastructure Capacity and Investment Study 
Appendix A 

It should be noted that these estimates are not based on detailed engineering 
studies, and therefore only provide a rough approximation.  A detailed list of 
these projects is not contained in the report, since the cost estimates are average 
and should not be attributed to a specific project. 

A carload facility cost estimate was developed for CN, CP, and KCS by prorating 
the total carload facility expansion cost by the ratio of the line haul expansion 
cost for these three railroads to the total line haul expansion cost. 

Additional maintenance costs for these new and expanded carload facilities are 
not included. 

Expand Capacity at Class I Railroad-Owned Service Facilities 
The cost of expanding service facilities (e.g., fueling, car shops) was provided by 
the railroads.  CS provided to each study participant a table of on-point and off-
point volumes by county and railroad service type for 2005 and 2035, and a series 
of maps showing traffic volumes by corridor for 2035.  The railroads individually 
provided costs estimates for expanding service facilities to accommodate the 
projected growth between 2005 and 2035.  Consistent with other parts of this 
study, real estate costs were excluded. 

It should be noted that these estimates are not based on detailed engineering 
studies, and therefore only provide a rough approximation.  A detailed list of 
these projects is not contained in the report, since the cost estimates are average 
and should not be attributed to a specific project. 

A service facility cost estimate was developed for CN, CP, and KCS by prorating 
the total service facility expansion cost by the ratio of the line haul expansion cost 
for these three railroads to the total line haul expansion cost. 

Additional maintenance costs for these new and expanded service facilities are 
not included. 
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Abstract—In 2004, the first American Heart Association scientific statement on “Air Pollution and Cardiovascular
Disease” concluded that exposure to particulate matter (PM) air pollution contributes to cardiovascular morbidity and
mortality. In the interim, numerous studies have expanded our understanding of this association and further elucidated
the physiological and molecular mechanisms involved. The main objective of this updated American Heart Association
scientific statement is to provide a comprehensive review of the new evidence linking PM exposure with cardiovascular
disease, with a specific focus on highlighting the clinical implications for researchers and healthcare providers. The
writing group also sought to provide expert consensus opinions on many aspects of the current state of science and
updated suggestions for areas of future research. On the basis of the findings of this review, several new conclusions
were reached, including the following: Exposure to PM �2.5 �m in diameter (PM2.5) over a few hours to weeks can
trigger cardiovascular disease–related mortality and nonfatal events; longer-term exposure (eg, a few years) increases
the risk for cardiovascular mortality to an even greater extent than exposures over a few days and reduces life expectancy
within more highly exposed segments of the population by several months to a few years; reductions in PM levels are
associated with decreases in cardiovascular mortality within a time frame as short as a few years; and many credible
pathological mechanisms have been elucidated that lend biological plausibility to these findings. It is the opinion of the
writing group that the overall evidence is consistent with a causal relationship between PM2.5 exposure and
cardiovascular morbidity and mortality. This body of evidence has grown and been strengthened substantially since the
first American Heart Association scientific statement was published. Finally, PM2.5 exposure is deemed a modifiable
factor that contributes to cardiovascular morbidity and mortality. (Circulation. 2010;121:2331-2378.)

Key Words: AHA Scientific Statements � atherosclerosis � epidemiology � prevention
� air pollution � public policy

In 2004, the American Heart Association (AHA) published
its first scientific statement regarding air pollution and

cardiovascular disease (CVD).1 The rationale was to provide

researchers, healthcare providers, and regulatory agencies
with a comprehensive review of the evidence linking air
pollution exposure with cardiovascular morbidity and mor-

The American Heart Association makes every effort to avoid any actual or potential conflicts of interest that may arise as a result of an outside
relationship or a personal, professional, or business interest of a member of the writing panel. Specifically, all members of the writing group are required
to complete and submit a Disclosure Questionnaire showing all such relationships that might be perceived as real or potential conflicts of interest.

This statement was approved by the American Heart Association Science Advisory and Coordinating Committee on February 22, 2010. A copy of the
statement is available at http://www.americanheart.org/presenter.jhtml?identifier�3003999 by selecting either the “topic list” link or the “chronological
list” link (No. KB-0038). To purchase additional reprints, call 843-216-2533 or e-mail kelle.ramsay@wolterskluwer.com.

The American Heart Association requests that this document be cited as follows: Brook RD, Rajagopalan S, Pope CA 3rd, Brook JR, Bhatnagar A, Diez-Roux
AV, Holguin F, Hong Y, Luepker RV, Mittleman MA, Peters A, Siscovick D, Smith SC Jr, Whitsel L, Kaufman JD; on behalf of the American Heart Association
Council on Epidemiology and Prevention, Council on the Kidney in Cardiovascular Disease, and Council on Nutrition, Physical Activity and Metabolism. Particulate
matter air pollution and cardiovascular disease: an update to the scientific statement from the American Heart Association. Circulation. 2010;121:2331–2378.

Expert peer review of AHA Scientific Statements is conducted at the AHA National Center. For more on AHA statements and guidelines development,
visit http://www.americanheart.org/presenter.jhtml?identifier�3023366.

Permissions: Multiple copies, modification, alteration, enhancement, and/or distribution of this document are not permitted without the express
permission of the American Heart Association. Instructions for obtaining permission are located at http://www.americanheart.org/presenter.jhtml?
identifier�4431. A link to the “Permission Request Form” appears on the right side of the page.

© 2010 American Heart Association, Inc.

Circulation is available at http://circ.ahajournals.org DOI: 10.1161/CIR.0b013e3181dbece1

2331  by guest on July 24, 2011http://circ.ahajournals.org/Downloaded from 

http://circ.ahajournals.org/


tality. There was also an explicit aim to educate clinicians
about the importance of this issue, because the cardiovascular
health consequences of air pollution generally equal or
exceed those due to pulmonary diseases.1–4 Finally, a list of
key remaining scientific questions and strategic avenues for
investigation were provided to help foster and guide future
research.

The first AHA writing group concluded that short-term
exposure to particulate matter (PM) air pollution contributes
to acute cardiovascular morbidity and mortality1 and that
exposure to elevated PM levels over the long term can reduce
life expectancy by a few years. Although some mechanistic
details remained incompletely described, the existing science
was deemed adequate to substantiate several plausible bio-
logical pathways whereby PM could instigate acute cardio-
vascular events and promote chronic disease.

There is mounting evidence from a rapid growth of
published data since the previous statement related to the
harmful cardiovascular effects of air pollution.3,4 Most, but
not all, epidemiological studies corroborate the elevated risk
for cardiovascular events associated with exposure to fine PM
�2.5 �m in aerodynamic diameter (PM2.5). PM2.5 generally
has been associated with increased risks of myocardial
infarction (MI), stroke, arrhythmia, and heart failure exacer-
bation within hours to days of exposure in susceptible
individuals. Several new studies have also demonstrated that
residing in locations with higher long-term average PM levels
elevates the risk for cardiovascular morbidity and mortality.
Some recent evidence also implicates other size fractions,
such as ultrafine particles (UFPs) �0.1 �m, gaseous copol-
lutants (eg, ozone and nitrogen oxides [NOx]), and specific
sources of pollution (eg, traffic). In addition, there have been
many insights into the mechanisms whereby PM could prove
capable of promoting CVDs.2–4 Air pollutants have been
linked with endothelial dysfunction and vasoconstriction,
increased blood pressure (BP), prothrombotic and coagulant
changes, systemic inflammatory and oxidative stress re-
sponses, autonomic imbalance and arrhythmias, and the
progression of atherosclerosis. In the interim, the US Envi-
ronmental Protection Agency (EPA) completed its updated
“Air Quality Criteria for Particulate Matter”5 and afterward
strengthened the National Ambient Air Quality Standards
(NAAQS) for daily PM2.5 levels starting in 2006 (down from
65 to 35 �g/m3).6 The most recent scientific review coordi-
nated by the EPA, the final report of the Integrated Science
Assessment for Particulate Matter (http://cfpub.epa.gov/ncea/
cfm/recordisplay.cfm?deid�216546), has also been made
available publicly. These numerous changes and advances
provide the rationale for the present updated AHA scientific
statement on PM air pollution and CVD. This updated
statement is similar in scope, content, and overall structure to
the first document; however, it provides many additional
conclusions and recommendations that can now be made
because of the expanded number and quality of studies.

Objectives and Methods
The primary objective of this scientific statement is to
provide a comprehensive updated evaluation of the evidence

linking PM exposure with CVDs. The focus of this review is
explicitly on PM because the majority of air pollution studies
have centered on its cardiovascular effects, and the strength
of the evidence makes it possible to provide consensus
opinions and recommendations. Except for in a few circum-
stances, such as when copollutants have been shown to (or
not to) modify the responses to PM exposure or to have
independent cardiovascular effects in epidemiological studies
of major importance, a detailed discussion of other air
pollutants (eg, ozone and NO2) is beyond the scope of this
document. Additional objectives are to provide expert con-
sensus opinions on aspects related to the current state of
science, to specifically highlight the health and clinical
implications of the reviewed findings, and to provide prudent
and practical recommendations for measures to reduce PM
exposure that might thereby lower the associated cardiovas-
cular risk. This updated scientific statement is structured to
first provide a clinical perspective on the cardiovascular risks
posed by PM exposure and then briefly review the compo-
nents of air pollution. The following sections highlight the
major findings from epidemiological studies, including mor-
tality, morbidity, and surrogate outcome results. Next, the
animal and human mechanistic studies are reviewed, and an
overall framework whereby PM exposure could cause CVDs
is outlined. Finally, updated consensus opinions and conclu-
sions are provided, followed by suggestions for areas of
future research and policy considerations.

Members of the current writing group were selected from
across a broad range of disciplines, including cardiovascular
and environmental epidemiology and statistics, atmospheric
sciences, cardiovascular and pulmonary medicine, basic sci-
ence research, and public policy. The writing group identified
studies published in the English language between January 1,
2004, and March 31, 2009, by a World Wide Web–based
literature search using Medline, PubMed, and Google search
engines. Key terms included air pollution or particulate
matter plus any of the following: cardiovascular, myocardial,
heart, cardiac, stroke, heart failure, arrhythmia, heart rate
variability, autonomic, sympathetic, atherosclerosis, vascu-
lar, blood pressure, hypertension, diabetes, metabolic, throm-
bosis, and coagulation. Additional studies were identified
within the references of these publications and by the per-
sonal knowledge of the writing group members. A few
studies published after March 31, 2009, were added during
the review process. All of the identified epidemiological
studies that provided mortality data or hard cardiovascular
outcomes (eg, MIs) and controlled human exposure protocols
were included. In a few circumstances, studies before 2004
were included briefly in the discussion or tables when it was
believed that they provided contextual background and/or
relevant findings from earlier analyses of ongoing studies (eg,
Harvard Six Cities and American Cancer Society [ACS]
cohorts) from which new results after 2004 have been
published. It is a limitation of the present review that it was
not possible to cite all surrogate outcome human studies
because of the enormous number of publications. Some were
not included, without intentional bias with regard to results,
when multiple referenced studies demonstrated similar find-
ings. In such a situation (eg, heart rate variability [HRV]), this
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limitation was noted within the specific section. A main
theme of the present statement is to provide clinical context
and recommendations for healthcare providers, and thus, it
was beyond the scope and not the intent of this document to
include all animal, ex vivo, or toxicological studies. A
number of these publications were also not included, without
intentional bias with regard to results. The writing group
included publications that were believed to have relevant
implications for human cardiovascular health, those that
formed the foundation of the mechanistic hypotheses, and
studies that were deemed of major importance. Finally, the
“evidence summary” statements and all points in the conclu-
sions and recommendations represent consensus expert opin-
ions agreed on by all members of the writing group during
formal discussions. It is explicitly stated when no such
agreement was reached. These statements and the points
within Tables 6 and 7 do not represent the result of applying
the standard AHA criteria (ie, level and class) to the sum
findings of the present review, because those do not apply,
but rather the qualitative consensus opinions agreed on by the
writing group. The purpose is to provide expert opinions on
the comparative relative ranking and the strength of the
overall evidence regarding different areas within this field of
science.

Perspective on the Air Pollution–
Cardiovascular Risk Association

Traditional cardiovascular risk factors account for the major
portion of the risk for ischemic cardiac events within a
population.7 Individuals with optimal levels of all risk factors
have been shown to have a low lifetime cardiovascular event
rate.8 Thus, control of the traditional risk factors is recognized
to be of paramount importance to prevent CVDs. In this
context, there has been some debate about the overall clinical
relevance and utility of adding novel risk factors to risk-
prediction models to incrementally improve their overall
predictive value, even when assessed by multiple methodol-
ogies.9 On the other hand, the ability to predict future events
by existing models remains imperfect. In addition to several
mathematical and statistical explanations for this shortcom-
ing,10,11 it is important to recognize that the development of
vascular or atherosclerotic disease (the factor predicted by
most statistical models) is usually a necessary but insufficient
cause of future ischemic events in and of itself. Cardiovas-
cular events must also be triggered by an additional factor at
some unknowable future time, and therefore, they transpire as
a stochastic process within a population.12 This is one of
several reasons why PM air pollution is a uniquely important
public health issue among the list of novel risk factors; PM
inhalation is an established trigger of cardiovascular events
that occur within hours to days after exposure.12 Because of
the ubiquitous and involuntary nature of PM exposure, it may
continuously enhance acute cardiovascular risk among mil-
lions of susceptible people worldwide in an often inconspic-
uous manner. Moreover, beyond serving as a simple trigger,
PM elicits numerous adverse biological responses (eg, sys-
temic inflammation) that, in premise, may further augment

future cardiovascular risk over the long term after months to
years of exposure.

Effects of Short-Term Exposure
Time-series studies estimate that a 10-�g/m3 increase in
mean 24-hour PM2.5 concentration increases the relative risk
(RR) for daily cardiovascular mortality by approximately
0.4% to 1.0%.3 Despite theoretical statistical risks ascribed to
all individuals, this elevated risk from exposure is not equally
distributed within a population. At present-day levels, PM2.5

likely poses an acute threat principally to susceptible people,
even if seemingly healthy, such as the elderly and those with
(unrecognized) existing coronary artery or structural heart
disease.13 Therefore, the absolute risk rather than the RR of
exposure may more effectively convey the tangible health
burden within a population. A 10-�g/m3 increase during the
preceding day contributes on average to the premature death
of approximately 1 susceptible person per day in a region of
5 million people (based on annual US death rates in 2005).3,14

Although the dangers to 1 individual at any single time point
may be small, the public health burden derived from this
ubiquitous risk is enormous. Short-term increases in PM2.5

levels lead to the early mortality of tens of thousands of
individuals per year in the United States alone.1,3,5

Effects of Long-Term Exposure
Cohort studies estimate that the RR associated with living in
areas with higher PM levels over the long term is of greater
magnitude than that observed from short-term exposure
increases (RR between 1.06 and 1.76 per 10 �g/m3 PM2.5).3

In this context, the World Health Organization estimated that
PM2.5 contributes to approximately 800 000 premature deaths
per year, ranking it as the 13th leading cause of worldwide
mortality.15 Hence, PM air pollution appears to be an impor-
tant modifiable factor that affects the public health on a
global scale.

Air Pollution
The first AHA statement on air pollution reviewed the size
fractions, sources, and chemical constituents of PM and the
main gaseous air pollutants: Nitrogen oxides (NOx; ie,
NO�NO2), carbon monoxide (CO), sulfur dioxide (SO2), and
ozone (O3).1 Therefore, this section within the updated
statement focuses on several other contemporary aspects of
air pollution characterization and exposure assessment, par-
ticularly in relation to their potential influences on cardiovas-
cular health. In brief, PM is broadly categorized by aerody-
namic diameter: All particles �10 �m (thoracic particles
[PM10]), all particles �2.5 �m (fine particles [PM2.5]), all
particles �0.1 �m (UFP), and particles between 2.5 and
10 �m (coarse particles [PM10–2.5]). Hence, PM10 contains
within it the coarse and PM2.5 fractions, and PM2.5 includes
UFP particles. The concentrations of PM10 and PM2.5 are
typically measured in their mass per volume of air (�g/m3),
whereas UFPs are often measured by their number per cubic
centimeter (Table 1). The major source of PM2.5 throughout
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the world today is the human combustion of fossil fuels from
a variety of activities (eg, industry, traffic, and power gener-
ation). Biomass burning, heating, cooking, indoor activities,
and nonhuman sources (eg, fires) may also be relevant
sources, particularly in certain regions.

Common air pollutants and those designated as EPA
criteria pollutants (ie, specifically targeted in regulations
through limits on emissions or government standards such as
the NAAQS) are listed in Table 1. The World Health
Organization also provides ambient guidelines (http://www.
euro.who.int/Document/E90038.pdf). As a result, many pol-
lutant concentrations are tracked in the United States by
nationwide monitoring networks, with up to approximately
1200 sites for O3 and PM2.5. Data are archived by the EPA
and are available to the public (http://www.epa.gov/ttn/airs/
airsaqs/). O3 levels exceed the national standard in many
areas, and thus, daily information is provided to assist the public
in reducing their exposure. A lower standard for ozone concen-
trations was proposed recently, which will lead to more frequent
occurrences of outdoor exposures deemed to be excessive (Table
1). The reporting of PM2.5 is also becoming common because of
its impact on public health and frequent violations of standards.
Current and forecast air quality indices and information on both
PM2.5 and ozone are available (http://airnow.gov/). At the end of
2008, 211 US counties (or portions of counties) were in
nonattainment of the 2006 daily PM2.5 NAAQS (http://www.
epa.gov/pmdesignations/2006standards/state.htm). On a positive
note, the various regulations that have been established have led
to substantial reductions in PM and other pollutant levels over
the past 40 years in the United States and contributed toward
similar improvements in other countries. However, reducing the
levels of some pollutants, such as O3, remains a challenge
because of the complex chemical processes that lead to their
formation in the atmosphere.16 The population of many devel-
oping nations (China, India, Middle Eastern countries) continues
to be exposed to high levels, particularly of PM, which can
routinely exceed 100 �g/m3 for prolonged periods (http://
siteresources.worldbank.org/DATASTATISTICS/Resources/
table 3_13.pdf).

Air Pollution Mixtures, Chemistry, and Sources
Detailed information regarding PM sizes, composition, chem-
istry, sources, and atmospheric interactions is beyond the
scope of this document but can be found in the 2004 US EPA
Air Quality Criteria for Particulate Matter final report (http://
cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid�87903). The
source for much of the information provided in this brief
summary is this document, unless otherwise specifically
referenced. The typical range of ambient concentrations for
several air pollutants in the United States, including the latest
US NAAQS for the criteria pollutants, is given in Table 1.
Classification of air quality according to 1 single pollutant
and by size or mass provides an incomplete picture, because
ambient air pollution is a complex mixture of gases, particles,
and liquids that are continually changing and interacting with
each other and natural atmospheric gases. Although PM2.5

mass has rightfully attracted considerable attention as a target
for regulation and epidemiological study, more than 98% of

Table 1. Ambient Air Pollutants

Pollutant US Average Range
US Typical

Peak*

Most Recent
NAAQS for Criteria

Pollutants
(Averaging Time)

O3† 0–125 ppb 200 ppb 75 ppb (8 h)‡

NO2† 0.5–50 ppb 200 ppb 100 ppb (1 h)§
53 ppb (Annual

mean)

NO† 0–100 ppb 200 ppb

SO2† 0.1–50 ppb 150 ppb 140 ppb (24 h)�

30 ppb (Annual
mean)

CO† 0.1–5 ppm 20 ppm 35 ppm (1 h)�

9 ppm (8 h)�

PM10¶ 10–100 �g/m3 300 �g/m3 150 �g/m3 (24 h)#

PM2.5¶ 5–50 �g/m3

(Mean�13.4�5.6)
100 �g/m3 15 �g/m3 (Annual

mean) 35 �g/m3

(24 h)**

PM2.5 lead¶ 0.5–5 ng/m3 150 ng/m3 0.15 �g/m3

(Rolling 3-month
average)††

NH3† 0.1–20 ppb 100 ppb

HNO3† 0–5 ppb 10 ppb

Methane† 1–2 ppm 5 ppm

Formaldehyde† 0.1–10 ppb 40 ppb

Acetaldehyde† 0.1–5 ppb 20 ppb

NMHC (VOC)¶ 20–100 �g/m3 250 �g/m3

Propane¶ 2–20 �g/m3 500 �g/m3

Benzene¶ 0.5–10 �g/m3 100 �g/m3

1,3-Butadiene¶ 0.1–2 �g/m3 10 �g/m3

Total suspended
particles¶

20–300 �g/m3 1000 �g/m3

PM10–2.5¶ 5–50 �g/m3 200 �g/m3

Sulfate¶ 0.5–10 �g/m3 30 �g/m3

Nitrate¶ 0.1–5 �g/m3 20 �g/m3

Organic carbon¶ 1–20 �g/m3 30 �g/m3

Elemental
carbon¶

0.1–3 �g/m3 10 �g/m3

PAH¶ 2–50 ng/m3 200 ng/m3

UFP† 1000–20 000/cm3 100 000/cm3

ppb Indicates parts per billion; ppm, parts per million; and PAH, polycyclic
aromatic hydrocarbon.

*Generally not in concentrated plumes or locations of direct source emission
impact.

†Typical hourly average concentrations reached in US cities.
‡The 8-hour standard is met when the 3-year average of the 4th highest

daily maximum 8-hour average is less than or equal to the indicated number.
In January 2010, the EPA proposed a more stringent 8-hour standard within the
range of 60 to 70 ppb (http://www.epa.gov/air/ozonepollution/actions.html).

§To attain this standard, the 3-year average of the 98th percentile of the daily
maximum 1-hour average at each monitor within an area must not exceed this value.

�The level is not to be exceeded more than once per year.
¶Typical 24-hour average concentrations.
#The level is not to be exceeded more than once per year on average over 3 years.
**The daily standard is met when the 3-year average of the 98th percentile

of 24-hour PM level is less than or equal to the indicated number.
††Although the typical concentrations shown in the table are for PM2.5, the

lead standard continues to be based on measurements in total suspended
particulate.
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the air pollutant mass in the mixture we breathe in urban
settings is from gases or vapor-phase compounds such as CO,
nonmethane hydrocarbons or volatile organic carbons
(VOCs), NO2, NO, O3, and SO2. Each of these can have
independent and potentially synergistic or antagonistic effects
with each other and with PM; however, at present, the
cardiovascular health impact of exposure to combinations of
air pollutants is not well understood.

Most of the studies linking CVDs with PM exposures have
focused on particle mass; thus, this association is evaluated
and reported in the majority of epidemiological and toxico-
logical studies reviewed. Although PM is regulated by mass
concentration, the aspect of PM most harmful to cardiovas-
cular health may not be best quantified by mass measurement
alone. The sum effect of many features related to chemical
composition and size/morphology (eg, oxidative stress poten-
tial, solubility, charge, surface area, particle count, lung
deposition, and stability within the atmosphere and biological
tissues) is important to consider. With regard to specific
“toxic” compounds within PM, several lines of existing
evidence support the idea that transition metals, organic
compounds, semiquinones, and endotoxin are likely relevant
in relation to promoting CVDs. In addition, certain charac-
teristics of UFPs (eg, high surface area, particle number,
metal and organic carbon content) suggest that they may pose
a particularly high cardiovascular risk after short-term expo-
sure.17 Both the additional characterization of “criteria”
pollutants and the measurement of several other pollutants
(discussed below) are important to inform air quality man-
agement practices that involve air quality modeling, as well
as epidemiological studies and risk assessment, which ulti-
mately aim to improve risk-reduction strategies.

In addition to their mass concentration, pollutants can be
characterized on the basis of their origin or chemical and
physical properties. In terms of origin, nitrogen oxides
(NO�NO2), CO, SO2, and PM2.5, as well as carbon dioxide
(CO2), are mainly associated with combustion of fuel or other
high-temperature industrial processes. Combustion PM is
composed of many chemical compounds, including organic
carbon species, elemental or black carbon, and trace metals
(eg, lead and arsenic). They range in size from molecular
clusters a few nanometers in diameter to light-scattering
particles that peak on a mass contribution basis in the
diameter range of 200 to 1000 nm (0.2 to 1 �m). UFP
numbers are also strongly linked to fresh combustion and
traffic-related pollution. Ammonia, methane, pesticides (per-
sistent organic pollutants), reduced sulfur compounds, resus-
pended dust, and natural coarse particles (PM10–2.5) are
associated with noncombustion surface or fugitive releases
that arise from a variety of human (eg, agriculture) and
natural (eg, erosion) activities. Agricultural emissions and
releases from a range of industrial processes and waste
management are also important sources. Road and wind-
blown dust from agricultural practices and from certain
industrial facilities (eg, mineral industry) also contribute to
these particles, which are typically in the coarse (PM10–2.5) or
even larger (�PM10) range.

In addition to pollutants formed directly by combustion,
many others are produced primarily through chemical reac-

tions in the atmosphere among directly emitted pollutants.
These are known as secondary pollutants. Sunlight, water
vapor, and clouds are often involved in this atmospheric
chemistry, which leads to greater oxidation of the pollutants.
Examples include PM-associated sulfate, nitrate, and ammo-
nium and many of the organic compounds within PM2.5.
Besides O3, which is the most prevalent secondary gaseous
oxidant, a number of inorganic and organic acids and VOCs
form in the atmosphere. Examples are the hydroxyl radical,
peroxyacetyl nitrate, nitric acid, formic and acetic acid,
formaldehyde, and acrolein.

VOCs and semivolatile organic compounds (SVOCs), the
latter of which are found in both the gas and particle phase, are
an additional large class of pollutants. They are associated with
both combustion and fugitive emissions, as well as with second-
ary formation. Key examples are benzene, toluene, xylene,
1,3-butadiene, and polycyclic aromatic hydrocarbons. VOCs are
among the 188 hazardous air pollutants listed by the EPA, and
their main emission sources have been identified and are
regulated (http://www.epa.gov/ttn/atw/mactfnlalph.html).
VOCs can undergo reactions that convert toxic substances to
less toxic products or vice versa. Many VOCs contribute to
the formation of O3 and are oxidized in the atmosphere,
becoming SVOCs, and subsequently partition within particles
and contribute to the composition of PM2.5, as well as to its
mass. A great deal of research has focused on PM2.5 in the
past decade, which has led to advances in measurement
technologies18 and greater understanding of its chemistry and
atmospheric behavior.19 Nonetheless, understanding is in-
complete, particularly with regard to formation of the sec-
ondary organic fraction, the relative role of anthropogenic
and biogenic emissions to organics, surface chemistry, oxi-
dative potential,20 and gas-to-particle partitioning.

An alternative to attempting to identify one by one which
pollutant(s) or chemical compounds are most harmful is to
focus on identifying the sources, which typically emit mix-
tures of pollutants, of greatest concern. It may be the mixture
of pollutants (along with the source from which it is derived,
which determines its characteristics) that is most pertinent to
human health outcomes. Such information may actually be
more relevant for aiding the development of effective air
quality policies. One important example reviewed in the
epidemiology section is that the evidence continues to grow
regarding the harmful cardiovascular effects of traffic-related
pollution. Traffic is ubiquitous in modern society, with a
sizeable proportion of the population, particularly persons
disadvantaged by low socioeconomic status, living close
enough (within 500 m) to a major road or a freeway to be
chronically exposed to elevated concentrations. Additionally,
daily behavior brings most people close to this source, with
the average US citizen over 15 years of age spending 55
minutes each day traveling in motor vehicles.21 However,
despite the consistent epidemiological findings, these studies
have yet to elucidate which of the many pollutants or other
associated risks (ie, noise) produced by traffic are responsible
for the increase in risk for CVD. Until the most harmful
agents are identified, the only practical manner to potentially
reduce health consequences would be to reduce overall traffic
and related emissions and to configure cities and lifestyles
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such that there is greater separation between the people and
the source, so that we could spend less time in traffic (a major
source of personal exposures in our society). There are also a
myriad of other important pollutant sources of known toxic
pollutants that have been implicated in health-effect studies
(eg, power generation, industrial sources, steel mills, and
wood smoke). A better understanding of the factors that
influence population exposure to these sources, of how their
emissions and mixtures of different sources affect health, and
about the factors that make individuals more susceptible will
aid in the development of more effective environmental
health policies.

Determinants of Air Pollution Exposure
Many aspects of air pollution play a role in the characteristics
of population- and individual-level exposures. Pollutants vary
on multiple time scales, with emission rates, weather patterns,
and diurnal/seasonal cycles in solar radiation and temperature
having the greatest impact on concentrations. The temporal
behavior of a pollutant is also governed by its formation rate
and the length of time it remains in the atmosphere. As such,
the concentrations of many air pollutants tend to co-vary. For
example, NOx and CO are emitted during combustion, as are
some particle constituents (eg, elemental carbon) and VOCs,
and thus, their concentrations peak during rush hour. On the
other hand, O3 and other photochemical oxidants, including
secondary PM2.5 and secondary VOCs, peak in the afternoon,
particularly given certain meteorologic conditions (eg, more
sunshine). Among the common air pollutants, O3 and PM2.5

have the longest atmospheric lifetime and thus can build up
over multiple days and spread, by the prevailing winds, over
large geographic regions. This can lead to similarities in their
temporal and spatial patterns over broad regions and to
greater numbers of people being exposed to similar levels,
thus lessening interindividual variability in exposure.

Periods of suppressed horizontal and vertical mixing in the
lower atmosphere lead to the buildup of multiple pollutants.
These situations are most common under slow-moving or
stationary high-pressure systems, which bring light winds, a
stable atmosphere, and more sunshine. The frequency and
seasonality of these meteorologic conditions and how they
affect concentrations vary geographically, which leads to
differences in the characteristics of pollution episodes from
the western to the eastern United States, as well as within
these regions.

The commonality of meteorology and emission sources
leads to covariation in pollutant concentrations on multiple
temporal and spatial scales, which makes it more challenging
for epidemiological studies to identify the health effects of
individual pollutants and the effects of copollutants or mix-
tures. Studies that depend on daily counts of mortality or
morbidity events have difficulties separating the effects of the
different pollutants in the urban mix. Even prospective panel
studies measuring specific end points on a subdaily time scale
are hindered by pollutant covariation. Some of these chal-
lenges could potentially be addressed by undertaking studies
covering multiple geographic locations with differences in
the structure of pollutant covariation due to different meteo-

rology and source mixes. Indeed, this has been done, at least
in part, by several existing multicity studies. Consistency in
the findings in individual studies conducted in different cities
also helps isolate the pollutants that may be more responsible
for the health effects. The consistent positive findings with
certain pollutants (eg, PM mass concentration) have helped
strengthen the evidence regarding PM10 and PM2.5 effects,
but regardless of location, there remains the strong underlying
commonality of fossil fuel combustion for many pollutants.

A final issue to consider is the cardiovascular health effects
of exposures that occur at the personal level because of the
different microenvironments or activities an individual expe-
riences (eg, time in traffic, indoor sources, secondhand
tobacco smoke, occupational exposure, and degree of indoor
penetration of ambient PM into homes) versus the effects of
exposures from less variable urban- to regional-scale ambient
concentrations (ie, background pollution that most individu-
als encounter more uniformly). Personal monitoring demon-
strates substantial variations among individual pollution ex-
posures or characteristics among those living within the same
metropolitan area and even the same neighborhood.22,23

However, the differing additive, synergistic, and/or con-
founding effects on cardiovascular health of these 2 contrast-
ing components of a person’s overall exposure have not been
well described. For the most part, the magnitude of the
findings reported by the major epidemiological studies (see
next section) are indicative of the effects of the urban- to
regional-scale ambient concentrations. Actual exposures to
all pollutants also vary at the personal level. The cardiovas-
cular health importance of these individual-level variations
(above and beyond the effect of urban/regional levels) re-
mains largely unknown, in part because it has been difficult to
quantify. The degree to which measurement of personal expo-
sures or more precise exposure assessment (eg, use of geo-
graphic information systems, land-use regression models,
spatial-temporal models, and adjustments for indoor penetration)
can reduce the effects of exposure misclassification in epidemi-
ological studies also remains to be fully elucidated.24–26

Epidemiological Studies of Air Pollution
Epidemiological studies of air pollution have examined the
health effects of exposures observed in real-world settings at
ambient levels. Associations between relevant health end
points and measures of air pollution are evaluated while
attempting to control for effects of other pertinent factors (eg,
patient and environmental characteristics). Despite substan-
tial study and statistical improvements and the relative
consistency of results, some potential for residual confound-
ing of variables and publication bias27 of positive studies are
limitations to acknowledge. Probably the most relevant,
well-defined, and extensively studied health end points in-
clude mortality (all-cause and cause-specific), hospitaliza-
tions, and clinical cardiovascular events. This section reviews
the results of the epidemiological research with a focus on
new studies since the first AHA statement was published,1 as
well as on the cardiovascular health implications. In sum,
numerous studies of varied design have been published in the
interim that significantly add to the overall weight of evi-
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dence that exposure to air pollutants at present-day levels
contributes to cardiovascular morbidity and mortality.

Mortality and Air Pollution

Time-Series and Related Studies
Time-series and case-crossover studies explore associations
between short-term changes in air pollution and daily changes
in death counts. The sum of current evidence supports the
findings of an earlier review28 that demonstrated that short-
term elevations in daily PM levels lead to a greater absolute
risk for CVD-related mortality than for all other causes. Even
if similar acute RR elevations (�1.01) are estimated between
cardiovascular and pulmonary mortality, CVDs account for
69% of the increase in absolute mortality rates compared with
28% for pulmonary diseases attributable to short-term PM
exposure. Recently, more rigorous modeling techniques have
been used in attempts to better estimate pollution-mortality
associations while controlling for other time-dependent con-
founding covariables.29,30 There have been well over 100
published daily time-series studies reporting small but statis-
tically significant PM-mortality associations that have been
the subject of quantitative reviews or meta-analyses.3,27,31–33

Table 2 summarizes recent multicity analyses and studies
published since 2004.

To address concerns about city selection bias, publication
bias, and influences of copollutants, several large, multicity,

daily time-series studies have been conducted worldwide.
One of the largest was the National Morbidity, Mortality,
and Air Pollution Study (NMMAPS). Published reports
from this study included as few as 20 US cities,44,45 as
many as 100 cities,46,47 and more recently, data for
hundreds of counties (Table 2).48 The observed relation-
ship between PM exposure and excess mortality remained
independent of several gaseous copollutants (NO2, CO, or
SO2). Recent analyses suggest that O3 may also indepen-
dently contribute to cardiopulmonary mortality risk49,50;
however, coexposures to secondary particle pollutants may
be responsible in part for this latter association.51

Several studies have also been conducted outside the
United States, including the Air Pollution and Health: A
European Approach (APHEA and APHEA-2) projects,
which examined daily PM-related mortality effects in
multiple cities.36,52 PM air pollution was significantly
associated with daily mortality counts for all-cause, car-
diovascular, and respiratory mortality (Table 2). Further
analyses of the European data suggest that CVD deaths are
also associated with exposure to NO2

53 and CO.54 A few
new time-series studies have also confirmed similar in-
creases in cardiovascular mortality related to short-term
PM exposure in China55–57 and Bangkok, Thailand.42

Additional multicity studies have been conducted world-
wide with analyses of CVD deaths (Table 2).38 – 42,58 – 60

Finally, in a recent analysis that included several Asian

Table 2. Comparison of Pooled Estimated of Percent Increase (and 95% CI or Posterior Interval or t Value) in RR of Mortality
Estimated Across Meta-Analyses and Multicity Studies of Daily Changes in Exposure

Primary Source Exposure Increment

Percent Increases in Mortality (95% CI)

All-Cause Cardiovascular Respiratory

Meta-estimate with and without
adjustment for publication bias

Anderson et al27 2005 20 �g/m3 PM10 1.0 (0.8–1.2)
1.2 (1.0–1.4)

… …

Meta-estimates from COMEAP
report to the UK Department of
Health on CVD and air pollution

COMEAP31 2006 20 �g/m3 PM10

10 �g/m3 PM2.5

…
…

1.8 (1.4–2.4)
1.4 (0.7–2.2)

…
…

NMMAPS, 20 to 100 US cities Dominici et al34 2003 20 �g/m3 PM10 0.4 (0.2–0.8) 0.6 (0.3–1.0)* …

APHEA-2, 15 to 29 European cities Katsouyanni et al35 2003 20 �g/m3 PM10 1.2 (0.8–1.4) 1.5 (0.9–2.1) 1.2 (0.4–1.9)

Analitis et al36 2006

US, 6 cities Klemm and Mason37 2003 10 �g/m3 PM2.5 1.2 (0.8–1.6) 1.3 (0.3–2.4)† 0.6 (�2.9, 4.2)‡

US, 27 cities, case-crossover Franklin et al38 2007 10 �g/m3 PM2.5 1.2 (0.3–2.1) 0.9 (�.1, 2.0) 1.8 (0.2, 3.4)

California, 9 cities Ostro et al39 2006 10 �g/m3 PM2.5 0.6 (0.2–1.0) 0.6 (0.0, 1.1) 2.2 (0.6, 3.9)

France, 9 cities Le Tertre et al40 2002 20 �g/m3 BS 1.2 (0.5–1.8)§ 1.2 (0.2–2.2)§ 1.1 (�1.4, 3.2)§

Japan, 13 cities, age �65 y Omori et al41 2003 20 �g/m3 SPM 1.0 (0.8–1.3) 1.1 (0.7–1.5) 1.4 (0.9–2.1)

Asia, 4 cities Wong et al42 2008 10 �g/m3 PM10 0.55 (0.26–0.85) 0.59 (0.22–0.93) 0.62 (0.16–1.04)

US, 112 cities Zanobetti et al43 2009 10 �g/m3 PM2.5 0.98 (0.75–1.22) 0.85 (0.46–1.24) 1.68 (1.04–2.33)

10 �g/m3 PM10–2.5� 0.46 (0.21–0.71) 0.32 (0.00–0.64) 1.16 (0.43–1.89)

10 �g/m3 PM2.5¶ 0.77 (0.43–1.12) 0.61 (0.05–1.17) 1.63 (0.69–2.59)

10 �g/m3 PM10–2.5¶ 0.47 (0.21–0.73) 0.29 (�0.04, 0.61) 1.14 (0.043–1.85)

CI indicates confidence interval or posterior interval.
*Cardiovascular and respiratory deaths combined.
†Ischemic heart disease deaths.
‡Chronic obstructive pulmonary disease deaths.
§Includes general additive model–based analyses with potentially inadequate convergence.
�Results for PM10–2.5 are from 47 cities.
¶Results of 2 pollutant models controlling for alternate PM size in 47 cities.
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cities, SO2, NO2, O3, and PM10 were all associated with
excess cardiovascular mortality.42

In an attempt to evaluate the coherence of multicity studies
across continents, the Air Pollution and Health: A Combined
European and North American Approach (APHENA) study
analyzed data from the APHEA, NMMAPS, and Canadian
studies.61 The combined effect on all-cause mortality ranged
from 0.2% to 0.6% for a 10-�g/m3 elevation in daily ambient
PM10, with the largest effects observed in Canada. Among
individuals older than 75 years, the effects were greater for
cardiovascular mortality than for overall and pulmonary
mortality (0.47% to 1.30%). Older age (�75 years) and
higher rates of unemployment were related to greater PM
mortality risks in both continents. Higher NO2 levels were
associated with larger PM10 effects on mortality, particularly
in Europe. Finally, there appeared to be no lower-limit
threshold below which PM10 was not associated with excess
mortality across all regions.

Evidence Summary
The overall evidence from time-series analyses conducted
worldwide since publication of the first AHA statement1

confirms the existence of a small, yet consistent association
between increased mortality and short-term elevations in
PM10 and PM2.5 approximately equal to a 0.4% to 1.0%
increase in daily mortality (and cardiovascular death specif-
ically) due to a 10-�g/m3 elevation in PM2.5 during the
preceding 1 to 5 days (Table 2).

Cohort and Related Studies
Although short-term changes in PM concentrations have
deleterious health effects, longer-term exposures may have
a more pertinent clinical health effect on cardiovascular
morbidity and mortality given that individuals are typically
exposed to higher air pollution levels over extended
periods of time. An additional source of exposure variabil-
ity that has been exploited in epidemiological studies is
spatial variability, which includes differences in average
ambient concentrations over extended periods of time
across metropolitan areas or across smaller communities
within local areas. Recent emphasis has been on prospec-
tive cohort studies that control for individual differences in
multiple confounding variables and cardiovascular risk
factors. A summary of these studies is presented in Table
3 and Figure 1. These cohort studies generally demonstrate
larger overall mortality effects than the results of time-
series analyses.

Harvard Six Cities and ACS Studies
Two landmark cohort-based mortality studies, the Harvard
Six Cities62 and the ACS studies,66 were reported in the
mid 1990s and were discussed previously.1 In both, PM2.5

and sulfate particulate pollution were associated with
increases in all-cause and cardiopulmonary disease (Table
3). In addition, intensive independent reanalyses63 corrob-
orated the original findings of both studies and resulted in
innovative methodological contributions that demonstrated
the robustness of the results to alternative modeling

approaches. In both the Harvard Six Cities62,64 and the
ACS67 studies, PM air pollution–related mortality was
substantially higher for cardiovascular- than for pulmo-
nary-related causes.

Since 2004, there have been further analyses of both
studies. Laden et al64 extended the mortality follow-up of
the Harvard Six Cities cohort for an additional 8 years.
PM2.5 associations, similar to those found in the original
analysis, were observed for all-cause and CVD mortality
(Table 3). Furthermore, reductions in PM2.5 concentrations
for the extended follow-up period were associated with
reduced mortality risk. Further analysis suggested that the
health effects of changes in exposure were seen primarily
within 2 years.84 In addition to confirming the earlier
mortality relationship, the recent observations suggest that
the adverse health effects mediated by longer-term PM air
pollution exposure can be estimated reasonably accurately
by the previous few years of particle levels.

Extended analyses of the ACS cohort that emphasize
efforts to control for the effects of other covariates and risk
factors have corroborated the previously reported mortality
associations with particulate and sulfur oxide pollution.68

Elevated mortality risks were most strongly associated with
PM2.5. Coarse particles (PM10–2.5) and gaseous pollutants,
except for SO2, were generally not significantly related to
mortality. In another extended analysis,67 the death certificate
classifications of underlying causes of death due to PM2.5

exposures were observed to be principally ischemic heart
disease, arrhythmias, heart failure, and cardiac arrest. Finally,
recent additional analyses attempted to control for the fact
that variations in exposure to air pollution across cities or
within cities may correlate with socioeconomic or demo-
graphic gradients that influence health and susceptibility to
environmental exposures.85,86 When controlled for individual
risk factor data, the mortality associations for intrametropoli-
tan PM2.5 concentration differences within the Los Angeles,
Calif, area were generally larger than those observed in the
full cohort across metropolitan areas.69 However, the results
were somewhat sensitive to the inclusion of zip code–level
ecological variables, which suggests potential contextual
neighborhood confounding. Krewski et al70 subsequently
observed that full adjustments for multiple ecological covari-
ates did not reduce the estimated PM2.5-related mortality
effect. The association for ischemic heart disease mortality in
particular was highly robust across various study areas and
modeling strategies and after controlling for both individual
and ecological covariates.

An additional recent analysis of the ACS cohort evaluated
the health effects of ozone compared with PM2.5.87 The
findings reconfirmed the independent cardiovascular mortal-
ity increase related to fine-particle exposure. However, after
adjustment for PM2.5, ozone was associated solely with an
elevated risk of death due to respiratory causes; there was no
independent risk of ozone exposure on CVD-related mortal-
ity. This suggests that the positive findings reported in
NMMAPS50 regarding cardiopulmonary mortality and short-
term ozone exposure could be explained at least in part by the
enhanced risk of mortality due to lung disease categories.
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Table 3. Summary of Cohort Study Results

Study

Size of
Cohort
(000s)

Follow-Up
Period

Covariates
Controlled for

Percent Increases in Mortality (95% CI) Associated With 10 �g/m3 PM2.5

(or Other When Indicated)

All-Cause Cardiopulmonary Cardiovascular
Ischemic Heart

Disease

Harvard Six Cities, original
(Dockery et al62 1993)

�8 1974–1991 Individual
(smoking�others)

13 (4.2–23) 18 (6.0–32) … …

Harvard Six-Cities, HEI
reanalysis, Krewski et al63

2004

�8 1974–1991 Individual
(smoking�others)

14 (5.4–23) 19 (6.5–33) … …

Harvard Six-Cities, extended,
Laden et al64 2006

�8 1974–1998 Individual
(smoking�others)

16 (7–26) … 28 (13–44) …

Six-Cities Medicare cohort,
Eftim et al65 2008

�340 2000–2002 Individual (age,
sex)

21 (15–27) … … …

ACS, Original, Pope et al66

1995
�500 1982–1989 Individual

(smoking�others)
6.6 (3.5–9.8) 12 (6.7–17) … …

ACS, HEI reanalysis, Krewski
et al63 2004

�500 1982–1989 Individual
(smoking�others)

�ecological

7.0 (3.9 10) 12 (7.4–17) 13 (8.1–18) …

ACS, extended I, Pope et
al67,68 2002, 2004

�500 1982–1998 Individual
(smoking�others)

6.2 (1.6–11) 9.3 (3.3–16) 12 (8–15) 18 (14–23)

ACS, intrametro Los Angeles,
Jerrett et al69 2005

�23 1982–2000 Individual
(smoking�others)

�ecological

17 (5–30) 12 (�3–30) … 39 (12–73)

ACS, extended II, Krewski
et al70 2009

�500 1982–2000 Individual
(smoking�others)

�ecological

5.6 (3.5–7.8) 13 (9.5–16) … 24 (20–29)

ACS, Medicare cohort,
Eftim et al65 2008

7333 2000–2002 Individual (age,
sex)�ecological

�COPD

11 (9–13) … … …

US Medicare cohort,
east/central/west, Zeger
et al71 2008

13 200 2000–2005 Individual (age,
sex)�ecological

�COPD

6.8 (4.9–8.7),*
13 (9.5–17)

�1.1 (�3 to 0.8)

… … …

Women’s Health Initiative,
Miller et al72 2007

�66 1994–2002 Individual
(smoking�others)

… … 76 (25–147),
24 (9–41)†

…

Nurses’ Health Study,
Puett et al73 2008

�66 1992–2002 Individual
(smoking�others)

ecological

7.0 (�3.0 to 18)‡ … 30 (0–71)‡ …

AHSMOG, males only,
McDonnell et al74 2000

�4 1977–1992 Individual
(smoking�others)

8.5 (�2.3 to 21) 23 (�3 to 55) … …

AHSMOG, females only,
Chen et al75 2005

�4 1977–2000 Individual
(smoking�others)

… … 42 (6–90) …

VA hypertensive male I
study, Lipfert et al76 2006

�42 1989–1996 Individual
(smoking�others)

�ecological

15 (5–26)§ … … …

VA hypertensive male II
study, Lipfert et al77 2006

�30 1997–2001 Individual
(smoking�others)

�ecological

6 (�6 to 22) … … …

11 CA county, elderly,
Enstrom78 2005

�36 1973–2002 Individual
(smoking�others)

�ecological

4 (1–7)�,
1 (�0.6 to 2.6)

… … …

French PAARC, Filleul
et al79 2005

�14 1974–2000 Individual
(smoking�others)

7 (3–10)‡ 5 (�2 to 12)‡ … …

German women, Gehring
et al80 2006

�5 1980s,
1990s–2003

Individual
smoking and

socioeconomic
status

12 (�8 to 38) 52 (9–115) … …

(Continued)
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Additional Cohort Studies
Several additional cohort studies have been published in the
past few years (Table 3). Eftim and colleagues65 studied 2
very large “cohorts” of US Medicare participants who lived
in locations included in the Harvard Six Cities and ACS
studies. Effects of PM2.5 exposure on mortality for the period
2000 to 2002 were estimated after controlling for multiple
factors, although not at the individual patient level. For
all-cause mortality, the PM2.5-mortality associations were
larger than those observed in the Harvard Six Cities or ACS
cohorts. In an additional analysis of 13.2 million US Medi-
care participants for the time period 2000 to 2005,71 PM2.5-
mortality associations were shown to be similar to those
observed in the Harvard Six Cities and ACS studies in the
East and Central regions of the United States (and when the
data were pooled for the entire United States). However,
PM2.5 was not associated with mortality in the Western
United States or for the oldest age group (�85 years old).
These findings generally corroborate the earlier cohort stud-
ies and add evidence that aspects of exposure (PM sources or
composition) and patient susceptibility might play important
roles in determining the health risks.

In a cohort of postmenopausal women without prior CVD
from the Women’s Health Initiative Observational Study,72

an association between longer-term PM2.5 exposure (median
follow-up of 6 years) and cardiovascular events (primary end
point) was observed. After adjustment for age and other risk
factors, an incremental difference of 10 �g/m3 PM2.5 was
associated with a 24% (95% confidence interval [CI]9% to
41%) increase in all first cardiovascular events (fatal and
nonfatal, with a total of 1816 cases). Notably, an incremental
difference of 10 �g/m3 PM2.5 was also associated with a large
76% (95% CI 25% to 147%) increase in fatal cardiovascular
events, based on 261 deaths. The risks for both coronary heart
disease and strokes were found to be similarly elevated.

Interestingly, within-city PM2.5 gradients appeared to have
larger cardiovascular effects than those between cities, al-
though this difference was not statistically significant. Fi-
nally, overweight women (body mass index �24.8 kg/m2)
were at relatively greater cardiovascular risk due to particu-
late air pollution than leaner women. Noteworthy aspects of
this study were improved assessment of the end points by
medical record review (rather than by death certificate) and
long-term particle exposure estimation. The control for
individual-level confounding variables was also superior to
that of previous cohort studies.

In another cohort of women, a subset of the Nurses’ Health
Study from the northeastern United States,73 an increase of 10
�g/m3 modeled estimates of PM10 exposures was associated
with an approximately 7% to 16% increased risk of all-cause
mortality and a 30% to 40% increase in fatal coronary heart
disease, depending on the level of adjustment for covariates.
This study found that the strongest health risks for all-cause
and cardiovascular mortality were seen in association with
the average PM10 exposure during the previous 24 months
before death. Similar to the findings of the Women’s Health
Initiative, the cardiovascular mortality risk estimates were
larger than those of previous cohort studies. In addition,
obese women (body mass index �30 kg/m2) were at greater
relative risk, and the increases in mortality (all-cause and
cardiovascular) were larger than the effects on nonfatal
events. The results were also in accordance with the latest
Harvard Six Cities analyses64 that show that exposure over
the most recent preceding 1 to 2 years can accurately estimate
the majority of the health risks due to longer-term PM air
pollution exposures.

The pollution-mortality association has also been assessed
in several other cohort studies in the United States and
Europe (Table 3).76–83 In a recent analysis of the Adventist
Health Study of Smog (AHSMOG) cohort with a much

Table 3. Continued

Study

Size of
Cohort
(000s)

Follow-Up
Period

Covariates
Controlled for

Percent Increases in Mortality (95% CI) Associated With 10 �g/m3 PM2.5

(or Other When Indicated)

All-Cause Cardiopulmonary Cardiovascular
Ischemic Heart

Disease

Oslo, Norway, intrametro,
Naess et al81 2007

�144 1992–1998 Individual age,
occupational

class, education

… … 10 (5–16),¶
14 (6–21),
5 (1–8),
3 (0–5)

…

Dutch cohort, Beelen
et al82 2008

�121 1987–1996 Individual
(smoking�others)

�ecological

6 (�3 to 16) … 4 (�10 to 21) …

Great Britain, Elliott
et al83 2007

�660 1966–1998 Socioeconomic
status

1.3 (1.0–1.6)‡# 1.7 (1.3–2.2)‡# 1.2 (0.7–1.7)‡#

HEI indicates Health Effects Institute; VA, Veterans Affairs; COPD, chronic obstructive pulmonary disease; and CA, California.
*Three estimates are for the East, Central, and West regions of the United States, respectively.
†Any cardiovascular event.
‡Associated with 10 �g/m3 British Smoke (BS) or PM10.
§Estimates from the single-pollutant model. Effect estimates were smaller and statistically insignificant in analyses restricted to counties with nitrogen dioxide data.

County-level traffic density was a strong predictor of survival, and stronger than PM2.5 when included with PM2.5 in joint regressions.
�Two estimates are for the follow-up period 1973–1982 and the follow-up period 1983–2002, respectively.
¶Four estimates are for men 51–70 y old, women 51–70 y old, men 71–90 y old, and women 71–90 y old, respectively.
#Using last 0- to 4-year exposure window.
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longer follow-up than the original studies,74,88 fatal coronary
heart disease was significantly associated with PM2.5 among
females but not males.75 These observations along with the
remarkably robust health effects in the Women’s Health
Initiative Observational Study and Nurses’ Health Study
suggest that women may be at special risk from PM exposure.
The overall cohort study evidence demonstrates that a 10-
�g/m3 increase in PM2.5 exposure is in general positively
associated with excess mortality, largely driven by increases
in cardiopulmonary or cardiovascular deaths (Figure 1).
Independent results from the Women’s Health Initiative
Study,72 the US Medicare cohorts,71 the German women
cohort,80 and the intracity Oslo (Norway) study81 contribute
substantially to this evidence. Although the Dutch cohort,82

AHSMOG,74,75 French PAARC (Pollution Atmosphérique et
Affections Respiratoires Chroniques [air pollution and
chronic respiratory diseases]),79 Veterans Affairs hypertensive
male study,77 and 11 CA county78 studies observed increased
mortality risks associated with higher PM2.5 exposure that were
statistically significant in some analyses, the observed health
risks were less robust. A finding that is somewhat consistent
across the Veterans Affairs hypertensive male study,77 11 CA
county,78 Oslo,81 and US Medicare cohorts71 is that the PM2.5-
mortality effect estimates tend to decline with longer periods of
follow up or in a substantially older cohort. These studies also
often observed elevated mortality risks according to alternative
indicators of air pollution exposure, especially metrics of traffic-
related exposure.

Evidence Summary
The overall evidence from the cohort studies demonstrates on
average an approximate 10% increase in all-cause mortality
per 10-�g/m3 elevation in long-term average PM2.5 exposure.
The mortality risk specifically related to CVD appears to be
elevated to a similar (or perhaps even greater) extent, ranging
from 3% to 76% (Table 3). This broader estimated range in
risk compared with the short-term effects observed in time
series is due to several recent cohort studies72,73 that demon-
strated larger cardiovascular mortality risks (eg, �30%) than
in earlier cohort observations. This may reflect superior
aspects of these studies that allowed for a better character-
ization of the cardiovascular risk of long-term exposure, the
fact that these cohorts consisted of only women, or other
unclear reasons. Compared with cardiovascular mortality,
there is less existing evidence to support an increase in the
risk for nonfatal cardiovascular events related to PM2.5

exposure among the existing cohort studies, because many of
them did not specifically investigate nonfatal outcomes, and
several of the more recent studies reported nonsignificant
relationships.72,73

Natural Experiment and Intervention Studies
Several studies have shown improvements in health outcomes
in association with exposures using well-defined natural
experiments or interventions, such as abrupt reductions in air
pollution89–91 or changes over a longer period of time.64,92
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Figure 1. Risk estimates provided by several cohort studies per increment of 10 �g/m3 in PM2.5 or PM10. CPD indicates cardiopulmo-
nary disease; IHD, ischemic heart disease.
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Small but statistically significant drops in mortality were
associated with an 81⁄2-month copper smelter strike that
resulted in sharp reductions in sulfate PM and related air
pollutants across 4 Southwest states, even after controlling for
other factors.93 Data from US Medicare enrollment files were
used to estimate the association between changes in monthly
mortality rates for US counties and average PM2.5 concentra-
tions for the previous 12 months.94 PM2.5-mortality associa-
tions were observed at the national scale but not the local
scale, which raises concerns about possible statistical con-
founding due to unmeasured individual and ecological vari-
ables as a cause for any positive findings in this study.
However, a recent large study found that reductions in PM air
pollution exposure on a local scale (across US counties) over
a 2-decade period (1980s and 1990s) were associated with
increased life expectancy even after controlling for changes
in socioeconomic, demographic, and proxy smoking vari-
ables.95 Indeed, a decrease of 10 �g/m3 in the long-term
PM2.5 concentration was related to an increase in mean life
expectancy of 0.61�0.20 years.

Hospitalization Rates
There are many daily time-series or case-crossover studies
that have evaluated associations between cardiovascular hos-
pitalizations and short-term changes in air pollution. Because
of the great number of publications, all studies (particularly
those focusing on nonparticulate air pollutants) cannot be
discussed individually. Nevertheless, Table 4 presents a
comparison of pooled estimates of percent increase in RR of
hospital admission for general cardiac conditions across a
previous meta-analysis of 51 published estimates (COMEAP
[Committee on the Medical Effects of Air Pollutants]) and
results from many selected multicity studies published after
2004. Several studies before 2004 are included in Table 4
only to demonstrate the consistency of effect.

Because of its comparatively large size and importance, the
results of a recent analysis of Medicare files in 204 US urban

counties with 11.5 million individuals older than 65 years
merit discussion. Daily changes in PM2.5 levels were associ-
ated with a variety of cardiovascular hospital admission
subtypes.103 A 10-�g/m3 increase in PM2.5 exposure was
related to increases in hospitalizations for cerebrovascular
disease by 0.81% (95% CI 0.3% to 1.32%), peripheral
vascular disease by 0.86% (95% CI �0.06% to 1.79%),
ischemic heart disease by 0.44% (95% CI 0.02% to 0.86%),
arrhythmias by 0.57% (95% CI �0.01% to 1.15%), and heart
failure by 1.28 (95% CI 0.78% to 1.78%). The most rapid
effects, which occurred largely on the same day of PM2.5

elevation, were seen for cerebrovascular, arrhythmia, and
heart failure admissions. Ischemic heart disease events tended
to increase to a greater extent 2 days after exposures. A
consistent finding was that the cardiovascular effects of
pollution were much stronger in the Northeast than in other
regions. In fact, there were few significant associations in
Western US regions. It was speculated that these differences
reflected variations in particle composition (eg, greater sul-
fate in the East and nitrate components in the West) and
pollution sources (eg, power generation in the East and
transportation sources in the West). In a follow-up analysis by
Peng et al,104 PM10–2.5 levels were not statistically associated
with cardiovascular hospitalizations after adjustment for
PM2.5. This suggests that the smaller particles (ie, PM2.5) are
principally responsible for the cardiovascular hospitalizations
attributed in prior studies to the combination of both fine and
coarse particles (ie, PM10). Given the differences between the
size fractions, the results imply that particles and their
components derived from combustion sources (ie, PM2.5) are
more harmful to the cardiovascular system than larger coarse
particles. Finally, there is some evidence that gaseous pollut-
ants may also instigate hospitalizations. Hospital admissions
for cardiovascular causes, particularly ischemic heart disease,
were found to rise in relation to the previous-day and
same-day level of SO2, even after adjustment for PM10

levels.105

Table 4. Comparison of Pooled Estimated of Percent Increase in Risk of Hospital Admission for CVD
Estimated Across Meta-Analyses and Multicity Studies of Daily Changes in Exposure

Primary Source Exposure Increment % Increase (95% CI)

Cardiac admissions, meta-analysis of 51 estimates COMEAP31 2006 20 �g/m3 PM10 1.8 (1.4–1.2)

Cardiac admissions, 8 US cities Schwartz96 1999 20 �g/m3 PM10 2.0 (1.5–2.5)

Cardiac admissions, 10 US cities Zanobetti et al97 2000 20 �g/m3 PM10 2.6 (2.0–3.0)

Cardiac admissions, 14 US cities Samet et al98 2000 20 �g/m3 PM10 2.0 (1.5–2.5)

Schwartz et al99 2003

Cardiac admissions, 8 European cities Le Tertre et al40 2002 20 �g/m3 PM10 1.4 (0.8–2.0)

Cardiovascular admissions, 14 Spanish cities Ballester et al100 2006 20 �g/m3 PM10 1.8 (7–3.0)

Cardiovascular admission, 8 French cities Larrieu et al101 2007 20 �g/m3 PM10 1.6 (0.4–3.0)

Cardiovascular admissions, 202 US counties Bell et al102 2008 20 �g/m3 PM10 0.8 (0.6–1.0)

Medicare national claims history files Dominici et al103 2006 10 �g/m3 PM2.5

Ischemic heart disease, 0.44 (0.02–0.86)

Cerebrovascular disease 0.81 (0.30–1.32)

Heart failure 1.28 (0.78–1.78)

Heart rhythm 0.57 (�0.01 to 1.15)
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Evidence Summary
Excess cardiovascular mortality and increased rates of hos-
pitalizations are similarly associated with day-to-day changes
in PM air pollution (Tables 2 and 4). However, significant
differences between geographic regions in the risk relation-
ships have been observed, and more investigation is required
to explain this heterogeneity.

Specific Cardiovascular Events/Conditions

Ischemic Heart Disease
Among the cohort studies that provided relevant results, the
ACS study found a relationship between increased risk for
ischemic heart disease death and long-term exposure to
elevated PM2.5 levels (Table 3).67,69,106 Indeed, ischemic
cardiac events accounted for the largest relative (RR 1.18,
95% CI 1.14 to 1.23) and absolute risk for mortality per
10-�g/m3 elevation in PM2.5.67 A survival analysis of US
Medicare data for 196 000 survivors of acute MI in 21 cities
showed the risk of an adverse post-MI outcome (death,
subsequent MI, or first admission for congestive heart failure)
was increased with higher exposure to PM10.107 Data from the
Worcester Heart Attack study also found that long-term
exposure to traffic-related air pollution was associated with
significantly increased risk of acute MI.108 However, in the
Women’s Health Initiative72 and the Nurses’ Health Study,73

only disease categories that included fatal coronary events,
but not nonfatal MI alone, were statistically elevated in
relation to PM2.5. The effect size for cardiovascular mortality
was much larger and much more statistically robust than for
nonfatal events such as MI in both studies.

Various time-series and case-crossover studies have also
reported increased ischemic heart disease hospital admissions
associated with short-term elevated concentrations of inhal-
able and/or fine PM air pollution.31,40,103 In the US Medicare
study, a reduction of PM2.5 by 10 �g/m3 was estimated to

reduce ischemic heart disease admissions in 204 counties by
1523 (95% posterior interval 69 to 2976) cases per year.103

Several studies have also found positive associations between
elevated PM or traffic exposures over a period as brief as a
few hours109–111 or a few days and an elevated risk for MI
(Table 5).13,110,112–115 In general, acute increases in risk for
ischemic heart disease events have been observed consis-
tently, even as rapidly as 1 to 2 hours after exposure to
elevated PM, in case-crossover analyses.109–111 Other studies
have reported an increased risk for MI shortly after exposure
to traffic. Peters et al111 reported in 691 subjects in Augsburg,
Germany, a strong association (odds ratio 2.92, 95% CI 2.22
to 3.83) between onset of MI and traffic exposure within the
past hour, although whether this was a result of the air
pollution or a combination of other factors (eg, noise and
stress) is not certain. Additional analyses did not report an
association between recent UFP exposures and MI onset;
however, the levels of PM2.5 and several gaseous pollutants 2
days earlier were related to MI risk.116 The lack of relation-
ship between MI and UFPs may be due to the fact that the
levels were measured regionally and remote from the local-
ized source and may therefore reflect exposure misclassifica-
tion. Finally, in the only study in which participating subjects
had coronary angiograms performed previously, ischemic
cardiac events were found to occur in relation to PM air
pollution exposure solely among individuals with obstructive
coronary atherosclerosis in at least 1 vessel.13 This finding
suggests the importance of patient susceptibility (eg, the
presence of preexisting coronary artery disease) for PM to
trigger an acute ischemic event within hours to days after
exposure.

Heart Failure
In the ACS cohort study, it appeared that deaths due to
arrhythmias, heart failure, and cardiac arrest (RR 1.13, 95%
CI 1.05 to 1.21 per 10 �g/m3) were also associated with

Table 5. Comparisons of Estimated Percent Increase in Risk of Ischemic Heart Disease Events due to Concurrent or Recent Daily
PM Exposure

Event/Study Area Primary Source Exposure Increment % Increase (95% CI)

MI events–Boston, Mass Peters et al110 2001 10 �g/m3 PM2.5 20 (5.4–37)

MI, 1st hospitalization–Rome, Italy D’Ippoliti et al112 2003 30 �g/m3 TSP 7.1 (1.2–13.1)

MI, emergency hospitalizations–21 US cities Zanobetti and Schwartz113 2005 20 �g/m3 PM10 1.3 (0.2–2.4)

Hospital readmissions for MI, angina, dysrhythmia,
or heart failure of MI survivors–5 European cities

Von Klot et al114 2005 20 �g/m3 PM10 4.2 (0.8–8.0)

MI events–Seattle, Wash Sullivan et al115 2005 10 �g/m3 PM2.5 4.0 (�4.0–14.5)

MI and unstable angina events–Wasatch Front, Utah Pope et al13 2006 10 �g/m3 PM2.5 4.8 (1.0–6.6)

Tokyo metropolitan area Murakami et al109 2006 TSP �300 �g/m3 for 1 h vs
reference periods �99 �g/m3

40 (0–97)*

Nonfatal MI, Augsburg, Germany Peters et al111 2004 Exposure to traffic 1 h before MI
(note: not PM but self-reported

traffic exposure)

292 (222–383)

Nonfatal MI, Augsburg, Germany Peters et al116 2005 Ambient UFP, PM2.5, and PM10

levels
No association with UFP or PM2.5

on same day. Positive associations
with PM2.5 levels on

2 days prior

TSP indicates total suspended particulate matter.
*Adjusted rate ratio for MI deaths.
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prolonged exposure to PM2.5, although not as strongly as
ischemic heart disease mortality,67 although potential mortal-
ity misclassification on death certificates makes the actual
cause of death not entirely certain in all circumstances. Heart
failure rates or mortality associations were not reported in the
other cohort studies.

Daily hospitalizations for heart failure have also been
associated with short-term changes in PM exposure.31 Heart
failure associations with PM were observed in a large daily
time-series analysis of PM2.5 and cardiovascular and re-
spiratory hospitalizations by use of a national database
constructed from US Medicare files.103 A 10-�g/m3 in-
crease in concurrent-day PM2.5 was associated with a
1.28% (95% CI 0.78% to 1.78%) increase in heart failure
admissions, the single largest cause for hospitalization in
this cohort. A reduction of PM2.5 by 10 �g/m3 was
estimated to reduce heart failure admissions in 204 coun-
ties by 3156 (95% posterior interval 1923 to 4389) cases
per year.103 Another analysis in Medicare recipients in 7
US cities found a 10-�g/m3 increase in concurrent-day
PM10 was associated with a 0.72% (95% CI 0.35% to
1.10%) increase in heart failure admissions.117 Traffic-
related air pollution has also been shown to be signifi-
cantly associated with increased mortality risk after acute
heart failure.118 Finally, a study from Utah’s Wasatch
Front area explored longer lagged-exposure periods and
found that a 14-day lagged cumulative moving average of
10 �g/m3 PM2.5 was associated with a 13.1% (95% CI
1.3% to 26.2%) increase in heart failure admissions.119

Cerebrovascular Disease
Among the cohort studies that provided pertinent results, the
Women’s Health Initiative reported significant increases in
both nonfatal stroke (hazard ratio 1.28, 95% CI 1.02 to 1.61)
and fatal cerebrovascular disease (hazard ratio 1.83, 95% CI
1.11 to 3.00) per 10-�g/m3 elevation in prolonged exposure
to PM2.5.72 However, no significant association between
stroke mortality and PM air pollution was found in the ACS
study.67

Several studies have also reported small but statistically
significant associations between short-term PM exposure and
cerebrovascular disease. Daily time-series studies of stroke
mortality in Seoul, Korea,120,121 observed that elevated air
pollution (including measures of PM, NO2, CO, and O3) was
associated with increases in stroke mortality. When analyzed
separately by stroke type,121 the pollution association was
associated with ischemic but not hemorrhagic stroke. Risk of
stroke mortality was also associated with daily increases in
PM10 and NO2 in Shanghai, China.56 A daily time-series
study in Helsinki, Finland,122 found that PM2.5 and CO were
associated with stroke mortality in the warm but not the cold
seasons. Several studies have also observed increased stroke
or cerebrovascular hospital admissions associated with in-
creased exposure to PM or related pollutants.31,38,40,46,123–125

For example, a study of hospital admissions for Medicare
recipients in 9 US cities125 found that several measures of air
pollution (PM10, CO, NO2, and SO2) 0 to 2 days before
admission were associated with ischemic but not hemorrhagic

stroke. Studies of ischemic stroke and transient ischemic
attacks based on population-based surveillance have also
been conducted in Dijon, France,126 where O3 exposure (but
not PM10) was associated with ischemic stroke, and in Corpus
Christi, Tex,127 where both PM2.5 and O3 were associated
with ischemic strokes and transient ischemic attacks.

Peripheral Arterial and Venous Diseases
There have been only a few studies that have explored a
relationship between air pollution and peripheral vascular dis-
eases. Studies using Medicare data for 204 US counties observed
nearly statistically significant positive associations between
daily changes in measures of PM pollution and hospitalizations
for peripheral vascular diseases.103,104 The ACS cohort found no
association between other atherosclerotic and aortic aneurysm
deaths and long-term PM2.5 exposure.67

Recently, a case-control study from the Lombardy region
of Italy found a 70% increase in risk of deep vein thrombosis
per 10-�g/m3 elevation in long-term PM10 level.128 This is the
first observation that particulate air pollution can enhance
coagulation and thrombosis risk in a manner that adversely
affects the venous circulation in addition to the arterial
cardiovascular system.

Cardiac Arrhythmias and Arrest
Several studies have observed associations between fine PM
and related pollutants and cardiac arrhythmias, often based on
data from implanted cardioverter-defibrillators.129–136 How-
ever, no clear pollution-related associations were observed in
studies from a relatively clean metropolitan area, Vancouver,
British Columbia, Canada,137,138 or from a relatively large
study in Atlanta, Ga.139 Similarly, pollution-related associa-
tions have been observed with cardiac arrest in Rome,
Italy,140 and Indianapolis, Ind,141 but not in Seattle,
Wash.142,143 The mixed results may reflect different PM
compositions due to different sources or variations among the
methods used.

Evidence Summary
On the basis of the available epidemiological studies that
have reported the associations between PM exposures with
specific subsets of cardiovascular outcomes (morbidity, mor-
tality, or hospitalizations), the existing level of overall evi-
dence is strong for an effect of PM on ischemic heart disease,
moderate (yet growing) for heart failure and ischemic stroke,
and modest or mixed for peripheral vascular and cardiac
arrhythmia/arrest (Table 6).

Ambient Air Pollution and Subclinical
Pathophysiological Responses in

Human Populations
It is likely that many subclinical physiological changes occur
in individuals in response to PM2.5 exposures that do not
become overtly manifest as a cardiovascular event (eg, death
or MI). The illustration of these more subtle responses
bolsters the plausibility of the observable outcome associa-
tions and provides insight into the pathways whereby air
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pollutants mediate CVDs. The “Biological Mechanisms”
section discusses the hypothesized global pathways and
reviews the studies related to the fundamental cellular/
molecular mechanisms elucidated by controlled human and
animal exposures and toxicological/basic science experi-
ments. The following section reviews the recent evidence that
ambient exposure to air pollution can mediate potentially
harmful subclinical cardiovascular effects. In general, many
positive associations are found (Table 6). Numerous complex
interactions between variations in the characteristics, sources,
and chemistry of the particles, coupled with diversity in time
frames, mixtures of exposures, and degrees of individual

susceptibility, likely explain some of the disparity among
findings.

Systemic Inflammation
There is evidence that under some circumstances, exposure to
ambient PM can be associated with elevated circulating
proinflammatory biomarkers that are indicative of a systemic
response after PM air pollution inhalation that is not limited
to the confines of the lung. Early reports found associations
with day-to-day variation in acute-phase proteins, such as
C-reactive protein (CRP), fibrinogen, or white blood cell
counts,144–147 as reviewed previously.1 Limited evidence on
the association between cumulative PM exposures and fibrin-
ogen levels and counts of platelets and white blood cells was
also available.148

A number of more recent studies have reported positive
associations with short-term ambient PM exposure and day-
to-day elevations in inflammatory markers. These include
increases in CRP in an elderly population149 and individuals
with coronary atherosclerosis150; CRP and fibrinogen in
young adults151 and elderly overweight individuals152; and
CRP, tumor necrosis factor-� (TNF-�), and interleukin
(IL)-1� in children.153 Recent evidence has also been found
for an upregulation of circulating soluble adhesion molecules
(eg, intercellular adhesion molecule-1) in 92 Boston, Mass–
area individuals with diabetes154 and 57 male subjects with
coronary artery disease in Germany.150 In a larger analysis of
1003 MI survivors, also in Germany, CRP was not related to
PM exposure; however, ambient particle number concentra-
tion and PM10 were associated with increased IL-6 and
fibrinogen, respectively.155 Short-term levels of in-vehicle
PM2.5 have also been linked to increases in CRP among
healthy highway patrol troopers.156 In a follow-up analysis,
elevations in certain particulate components of traffic pollu-
tion (eg, chromium) were associated with increased white
blood cell counts and increased IL-6 levels.157 Short-term
changes in ambient PM levels have also been linked to acute
(1 to 3 days later) alterations in biomarkers of inflammation,
oxidative stress, and platelet activation among elderly adults
with coronary artery disease living in retirement communities
in Los Angeles, Calif.158,159 Pollutants associated with pri-
mary combustion (eg, elemental and black carbon, primary
organic carbon) and UFPs rather than PM2.5 appeared to be
strongly associated with adverse responses in this population.

Regarding more long-term exposures,160 a positive associ-
ation between white blood cell count and estimated long-term
1-year exposure to PM10 was reported in the Third National
Health and Nutrition Examination Survey. Among 4814
adults in Germany, small increases in annual mean PM2.5 (3.9
�g/m3) were associated with increases in high-sensitivity
CRP by 23.9% and in fibrinogen by 3.9% among men only.
Estimated long-term traffic exposure was not related to
inflammatory changes in either sex.161

Several studies, including some with improved exposure
assessment,162 some that included analyses of large popula-
tion cohorts,163,164 and a recent evaluation of long-term
annual PM10 levels in England,165 have not found a relation-
ship between particulate exposure and inflammation. It is

Table 6. Overall Summary of Epidemiological Evidence of the
Cardiovascular Effects of PM2.5, Traffic-Related, or
Combustion-Related Air Pollution Exposure at Ambient Levels

Health Outcomes

Short-Term
Exposure

(Days)

Longer-Term
Exposure (Months to

Years)

Clinical cardiovascular end
points from epidemiological
studies at ambient
pollution concentrations

Cardiovascular mortality 111 111

Cardiovascular hospitalizations 111 1

Ischemic heart disease* 111 111

Heart failure* 11 1

Ischemic stroke* 11 1

Vascular diseases 1 1†

Cardiac arrhythmia/cardiac arrest 1 1

Subclinical cardiovascular
end points and/or
surrogate measures in
human studies

Surrogate markers of
atherosclerosis

N/A 1

Systemic inflammation 11 1

Systemic oxidative stress 1

Endothelial cell activation/
blood coagulation

11 1

Vascular/endothelial
dysfunction

11

BP 11

Altered HRV 111 1

Cardiac ischemia 1

Arrhythmias 1

The arrows are not indicators of the relative size of the association but
represent a qualitative assessment based on the consensus of the writing
group of the strength of the epidemiological evidence based on the number
and/or quality, as well as the consistency, of the relevant epidemiological
studies.
111 Indicates strong overall epidemiological evidence.
11 Indicates moderate overall epidemiological evidence.
1 Indicates some but limited or weak available epidemiological evidence.
Blank indicates lack of evidence.
N/A indicates not applicable.
*Categories include fatal and nonfatal events.
†Deep venous thrombosis only.
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conceivable that differences in the magnitude or character of
the inflammatory response will occur because of variations in
the particulate chemistry and duration/intensity of exposures.
Certain individuals may also be more susceptible. The evi-
dence suggests that subjects with underlying cardiovascular
risk factors and the metabolic syndrome may exhibit stronger
associations.152,160,166 Conversely, antiinflammatory medica-
tions such as statins may mitigate the actions of ambient
particles.152,155 All together, there is some evidence for a
positive association between recent and long-term PM expo-
sure and a systemic proinflammatory response; nevertheless,
there is variation in the strength and consistency of changes
among the variety of biomarkers and patient populations
evaluated (Table 6).

Systemic Oxidative Stress
A state of oxidative stress refers to a condition in which levels
of free radicals or reactive oxygen/nitrogen species (eg, O2

�,
H2O2, ONOO�) are higher than normal (eg, healthy individ-
uals in whom they are countered by homeostatic processes
such as antioxidants) and thus are capable of exerting many
adverse biological effects (eg, lipid/protein/deoxyribonucleic
acid [DNA] oxidation, initiation of proinflammatory cas-
cades). Although many biomarkers of differing systemic
responses are available (eg, lipid or protein oxidation prod-
ucts), oxidative stress may occur at the local cellular/tissue
level and not be directly observable by circulating markers. In
addition, oxidative stress is often induced by and elicits
inflammatory processes. The 2 processes are biologically
linked. Therefore, human studies investigating the effect of
PM on oxidative stress per se are difficult to perform. Only a
few studies have directly investigated the occurrence of
systemic oxidative stress in humans in relation to ambient PM
exposure. Three studies of young adults conducted in Den-
mark demonstrated elevations in biomarkers of protein, lipid,
or DNA oxidation in relation to PM exposure from traffic
sources.167–169 In a study of 76 young adults from Taipei,
Taiwan,151 the investigators found evidence of increased
levels of 8-hydroxy-2�-deoxyguanosine adducts in DNA in
relation to short-term elevations in ambient PM. Two studies
have also demonstrated increases in plasma homocysteine,
evidence that exposure to ambient PM can elevate this
circulating mediator of oxidative stress.170,171 Finally,
Romieu et al172 found that dietary supplementation with
omega-3 polyunsaturated fatty acids might be capable of
altering the systemic oxidative stress response (reduction in
copper/zinc superoxide dismutase and glutathione) induced
by air pollutants among residents living in a nursing home in
Mexico City, Mexico. Because of the relatively small number
of studies, more investigation is required to make firm
conclusions and to understand the nature of the systemic
oxidative stress response potentially induced by ambient PM
(Table 6).

Thrombosis and Coagulation
Early reports indicated that increased plasma viscosity144

and elevated concentrations of fibrinogen146 are associated

with short-term changes in ambient PM concentrations.
More recent evidence was found for an upregulation of
circulating von Willebrand factor in 57 male subjects with
coronary artery disease in Germany150 and 92 Boston-area
individuals with diabetes.154 Riediker157 found that com-
ponents of in-vehicle PM2.5 were also related to increased
von Willebrand factor and decreased protein C among
highway patrol troopers. In the Atherosclerosis Risk in
Communities study, a 12.8-�g/m3 elevation in ambient
PM10 was associated with a 3.9% higher von Willebrand
factor level,173 but only among those with diabetes. There
was no linkage between PM10 exposure and fibrinogen or
white blood cell levels.

Alterations in other markers that indicate changes in
thrombosis, fibrinolysis, and global coagulation have also
been reported. An immediate elevation in soluble CD40-
ligand concentration, possibly reflecting platelet activa-
tion, recently was found to be related to ambient UFP and
accumulation-mode particle (PM0.1–1.0) levels in patients
with coronary artery disease.155 Ambient PM10 levels have
also been associated with augmented platelet aggregation
24 to 96 hours after exposure among healthy adults.174 In
this study, there were no concomitant observable changes
in thrombin generation, CRP, or fibrinogen induced by
PM10. Increases in plasminogen activator inhibitor-1 and
fibrinogen levels have been noted in healthy subjects,151 as
well as elevated plasminogen activator inhibitor-1 in
patients with coronary artery disease only,175 in association
with ambient PM levels in Taipei. Chronic indoor pollu-
tion exposure to biomass cooking in rural India has also
been associated with elevated circulating markers of plate-
let activation.176 Recently, Baccarelli et al128,177 demon-
strated in healthy subjects and among individuals with
deep venous thrombosis living in the Lombardy region of
Italy that prothrombin time was shortened in relation to
recent and long-term ambient PM10 concentrations. Nev-
ertheless, some studies found no effects of ambient pollu-
tion,178 nor have significant changes been reported among
all the biomarkers or subgroups of individuals investigat-
ed.150,154,170,173 Similar to the study on systemic inflamma-
tion, the results related to thrombosis/coagulation are quite
variable given the differences in study designs, patients,
biomarkers evaluated, and pollutants; however, these ad-
verse effects appear somewhat more consistent among
higher-risk individuals (Table 6).

Systemic and Pulmonary Arterial BP
Several studies have reported that higher daily PM levels
are related to acute increases in systemic arterial BP
(approximately a 1- to 4-mm Hg increase per 10-�g/m3

elevation in PM).179 –184 In a small study of patients with
severe heart failure,185 pulmonary artery and right ventric-
ular diastolic BP were found to increase slightly in relation
to same-day levels of PM. Chronic exposure to elevated
PM2.5 was associated with increased levels of circulating
endothelin (ET)-1 and elevated mean pulmonary arterial
pressure in children living in Mexico City.186 These results may
explain in part the risk for heart failure exacerbations due to PM
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exposure; however, not all studies of systemic arterial BP have
been positive.187–189

Recently, Dvonch et al190 demonstrated significant as-
sociations between increases in systolic BP and daily
elevations in PM2.5 across 347 adults living in 3 distinct
communities within metropolitan Detroit, Mich. Much
larger effects were observed 2 to 5 days after higher PM2.5

levels within a specific urban location of southwest Detroit
(8.6 mm Hg systolic BP increase per 10-�g/m3 PM2.5) than
throughout the entire region or cohort (3.2 mm Hg). This
suggests that specific air pollution sources and components
contribute significantly to the potential for PM exposure to
raise BP. Interestingly, it was recently reported in a
crossover study of 15 healthy individuals that systolic BP
was significantly lower (114 versus 121 mm Hg) during a
2-hour walk in Beijing, China, while the subjects were
wearing a high-efficiency particulate-filter facemask than
when they were not protected.191 Wearing the facemask
was also associated with increased HRV, which suggests
that the rapid BP-raising effects of particle inhalation may
be mediated through the autonomic nervous system (ANS).
In a similar fashion,192 reducing exposure to particulate
pollution from cooking stoves was shown to be associated
with lower systolic (3.7 mm Hg, 95% CI �8.1 to
0.6 mm Hg) and diastolic (3.0 mm Hg, 95% CI �5.7 to
�0.4 mm Hg) BP among Guatemalan women than among
control subjects after an average of 293 days. These
findings demonstrate that indoor sources of PM (eg,
cooking, biomass) may have important cardiovascular
health consequences and that reductions in particulate
exposure are capable of lowering BP, and they suggest that
chronic exposure to PM air pollution may alter long-term
basal BP levels. Even given the rapid variability of BP on a
short-term basis and the numerous factors involved in determin-
ing individual responses (eg, patient susceptibility, PM compo-
sition, and time frames of exposure), overall, it appears that
ambient PM can adversely affect systemic hemodynamics, at
least under certain circumstances (Table 6).

Vascular Function
In the first ambient PM study related to changes in
vascular function, O’Neill et al193 reported that both
endothelium-dependent and -independent vasodilation
were blunted in relation to air pollution levels in Boston.
The largest changes occurred in association with sulfate
and black carbon, suggestive of coal-burning and traffic
sources, respectively. Significant adverse responses were
observed within 1 day yet were still present and slightly
more robust up to 6 days after exposure. Moreover, the
adverse responses occurred solely among diabetic individ-
uals and not in patients at risk for diabetes mellitus. Two
other studies184,194 also demonstrated impaired vascular
function due to short-term changes in ambient PM among
diabetic patients. In the study by Schneider et al,194

endothelium-dependent vasodilation was blunted during
the first day, whereas small-artery compliance was im-
paired 1 to 3 days after elevated ambient PM levels.
Interestingly, higher concentrations of blood myeloperox-

idase were related to a greater degree of endothelial
dysfunction, which suggests that white blood cell sources
of reactive oxygen species (ROS) may be involved.

In healthy adults, very short-term exposure to elevated
levels of ambient PM from traffic sources while exercising
for 30 minutes near roadways195 and when resting by bus
stops for 2 hours196 has been related to impaired endothe-
lium-dependent vasodilation. Daily changes in ambient
gaseous pollutants (SO2 and NOx) in Paris, France, have
also been associated with impaired endothelium-dependent
vasodilation among nonsmoking men.197 Finally, indoor
particulate air pollution may also be harmful to vascular
function. Bräuner and colleagues198 recently reported that
reductions in 48-hour PM2.5 levels due to filtering of air in
subjects’ homes resulted in improved microvascular vas-
cular function among elderly subjects. Nevertheless,
changes in short-term ambient PM levels have not been
linked with impaired conduit197 or microvascular178 endo-
thelial function in all studies. Even when the few negative
studies are considered, the overall evidence supports the
concept that ambient PM is capable of impairing vascular
function, particularly among higher-risk individuals (eg,
those with diabetes) and after traffic-related exposure
(Table 6).

Atherosclerosis
A few cross-sectional studies have reported an association
between measures of atherosclerosis in humans and long-
term exposures to ambient air pollution levels. The first study
to demonstrate this relationship was an analysis of data from
798 participants in 2 clinical trials conducted in the Los
Angeles area. A cross-sectional contrast in exposure of 10
�g/m3 PM2.5 was associated with an adjusted nonsignificant
4.2% (95% CI �0.2% to 8.9%) increase in common carotid
intima-media thickness199; however, in certain subgroups of
patients, such as women, the effect was much larger (13.8%,
95% CI 4.0% to 24.5%). In a population-based sample of
4494 subjects from Germany,200 it was found that residential
proximity to major roadways was associated with increased
coronary artery calcification. A reduction in distance from a
major road by half was associated with a 7% (95% CI 0.1%
to 14.4%) higher coronary artery calcium score. Proximity to
traffic was also related to an increased risk for peripheral
artery disease in women but not men.201 In an analysis of 3
measures of subclinical disease (carotid intima-media thick-
ness, coronary calcium, and ankle-brachial index) among
5172 adults from the Multi-Ethnic Study of Atherosclerosis,
only common carotid intima-media thickness was modestly
(yet significantly) associated with 20-year exposure to
PM2.5.202 In a related study from the same cohort, abdominal
aortic calcium was associated with long-term PM2.5 exposure,
especially for residentially stable participants who resided
near a PM2.5 monitor.203 Although it appears that long-term
exposure to higher levels of ambient PM might accelerate the
progression of atherosclerosis, more investigations are
needed (Table 6).
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Heart Rate Variability
Numerous studies have continued to explore associations
between daily changes in PM air pollution exposure and
alterations (typically reductions) in HRV metrics, putative
markers of cardiac autonomic balance.129,149,156,204–242 Recent
observations in the Normative Aging Study cohort have
shown strong effect modification of the PM-HRV relation-
ship by obesity and genes that modulate endogenous oxida-
tive stress or xenobiotic metabolism, such as glutathione
S-transferase M1, methylenetetrahydrofolate reductase, and
the hemochromatosis gene.207,243,244 Additional findings
suggest protective effects of statins, dietary antioxidants,
and B vitamins, as well as omega-3 polyunsaturated fatty
acids.205,207,215,243,244 These results suggest that pathways
that reduce endogenous oxidative stress have a protective
effect that mitigates reductions in HRV due to ambient PM
exposure.

However, the overall results are not entirely consistent.
Some studies have reported increases in HRV mediated by
PM, specifically among younger healthy people and patients
with chronic obstructive lung disease.156,208,216 Nevertheless,
the general pattern suggests that PM exposure is associated
with increased heart rate and reductions in most indices of
HRV among older or susceptible individuals, such as those
with obesity and the metabolic syndrome. Typically, time-
domain measures (eg, standard deviation of normal RR
intervals) and total power are reduced within hours after
exposure. Most, but not all, pertinent studies have also found
that the largest reduction in power is within the high-
frequency domain. In sum, these observations provide some
evidence that ambient PM air pollution exposure rapidly
reduces HRV, a surrogate marker for a worse cardiovascular
prognosis (Table 6). Although studies corroborating changes
in autonomic activity by other methods (eg, microneurogra-
phy or norepinephrine kinetics) have not been performed, the
HRV findings are perhaps reflective of the instigation of a
generalized cardiovascular autonomic imbalance due to rela-
tively greater parasympathetic than sympathetic nervous sys-
tem withdrawal.

Cardiac Ischemia and
Repolarization Abnormalities
There has been limited direct evidence for the actual induc-
tion of cardiac ischemia or repolarization abnormalities in the
electrocardiogram (ECG) by exposure to ambient levels of
PM.223,245 Recent follow-up analyses from the initial ULTRA
study (Exposure and Risk Assessment for Fine and Ultrafine
Particles in Ambient Air)245 suggested that traffic-related
combustion pollutants were most strongly related to the
promotion of ST-segment depression among elderly non-
smokers during exercise stress testing.246 Moreover, even
very acute PM2.5 exposure within the past 1 or 4 hours has
been associated with cardiac ischemia during exercise.247

New findings support these associations in elderly subjects248

and in patients with coronary artery disease in Boston.249 In
the latter study, traffic-related PM was most strongly related
to the incidence of ST-segment depression during 24-hour
Holter monitoring, and the risk for ischemia was greatest

within the first month after a cardiac event among patients
with diabetes. Overall, there is a modest level of evidence that
PM exposure can promote cardiac ischemia in susceptible
individuals (Table 6).

Epigenetic Changes
There have been relatively few studies examining gene–air
pollution exposure interactions, and most have done so
while investigating a small number of loci for genetic
polymorphisms. Although some studies have suggested
greater air pollution susceptibility with one or another
genomic polymorphism,207,243,244 few have evaluated the
potential for epigenetic changes after exposures. Reduced
levels of DNA methylation have been linked to aging,
oxidative stress, and CVD. Recently, Baccarelli et al250

have shown among 718 elderly participants in the Norma-
tive Aging Study that short-term exposures (over 1 to 7
days) to PM2.5 and black carbon are associated with
decreased “global” DNA methylation in long interspersed
nucleotide elements. It was posited that oxidative stress
from air pollution exposure could have interfered with the
capacity for methyltransferases to interact with DNA or
altered the expression of genes involved in the methylation
process. This observed effect of pollution exposure was
analogous to changes seen with 3.4 years of aging in the
cohort. Additional findings among workers in a furnace
steel plant support these observations.251 Nevertheless, the
mechanisms involved and the cardiovascular implications
of these preliminary, although provocative, epigenetic
changes require more investigation.

Traditional Cardiovascular Risk Factors
In addition to the fact that individuals with traditional risk
factors are likely to be at higher risk for cardiovascular
events due to PM exposure, air pollutants may also
promote the development of these risk factors over a
prolonged period of time. Few published studies have
investigated this possibility. A report from the Multi-
Ethnic Study of Atherosclerosis has demonstrated that
residential proximity to major roadways was associated
with a higher left ventricular mass index as measured by
cardiac magnetic resonance imaging.252 The degree of
increase was analogous to a 5.6-mm Hg increase in sys-
tolic BP among the study participants. This suggests that
traffic-related exposures may have increased left ventric-
ular mass by chronically elevating systemic arterial BP, a
common cause of left ventricular hypertrophy. However,
other mechanisms cannot be excluded, such as systemic
inflammation and oxidative stress, which could potentially
activate neurohormonal pathways (eg, ANS imbalance,
renin-angiotensin system) that could directly mediate such
a finding. In addition, a recent study of adults older than 30
years of age (n�132 224) participating in the National
Health Interview Survey reported a significant association
between self-reported hypertension and estimated annual
PM2.5 exposure using US EPA monitoring data.253 A
10-�g/m3 elevation in PM2.5 was associated with an
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adjusted odds ratio of 1.05 (CI 1.00 to 1.10) for the
presence of hypertension. The increase in risk was found
only among non-Hispanic whites. These studies provide
some initial evidence that longer-term PM exposures may
augment the risk for developing chronically elevated BP
levels or even overt hypertension.

Brook et al254 have also demonstrated a novel relation-
ship between a metric of long-term traffic exposure (NO2

level by residence) and the odds of having the diagnosis of
diabetes mellitus among patients in 2 respiratory clinics in
Ontario, Canada. In women only, the odds ratio of diabetes
was 1.04 (95% CI 1.00 to 1.08) for each increase of 1 parts
per billion (ppb) of NO2. Across the interquartile range (4
ppb NO2), exposures were associated with nearly a 17%
increase in odds for diabetes mellitus. The first biological
support for this finding comes from a study in Iran that
demonstrated that the previous 7-day-long exposure to
PM10 was independently associated with worse metabolic
insulin sensitivity among 374 children 10 to 18 years of
age.255 These findings suggest that the systemic proinflam-
matory and oxidative responses due to long-term PM air
pollution exposure could potentially increase the risk for
developing clinically important aspects of the metabolic
syndrome, such as hypertension and diabetes mellitus.
Further studies in this regard are warranted.

Evidence Summary
Table 6 provides a consensus qualitative synopsis based on
the expert opinions of the writing group members of the
overall level of existing support, linking each surrogate or
intermediate cardiovascular outcome with exposures to PM at
ambient concentrations, based solely on the database of
observational studies.

Additional Epidemiological Findings and
Areas of Continued Research

Responsible Sources and Pollution Constituents
Although PM concentration (mass per cubic meter) has
been associated with cardiovascular events in numerous
studies, the specific particulate constituents and the
sources responsible remain less clear. Despite the fact that
it is a difficult undertaking, several epidemiological stud-
ies have attempted to identify the culprit components
within the PM mixtures. With regard to PM-associated
inorganic ions (nitrate and sulfate), it has been suggested
that the overall toxicological data do not clearly implicate
these compounds as responsible for mediating the cardio-
vascular health effects of PM2.5.256 Nevertheless, sulfate
particles have been associated with cardiopulmonary mor-
tality in the ACS and Harvard Six Cities studies.62,68 A
recent time-series analysis among 25 US cities found that
cardiovascular risk was increased when PM mass con-
tained a higher proportion of sulfate, as well as some
metals (aluminum, arsenic, silicon, and nickel).257 It is
possible that these positive findings represent sulfate
serving as a marker for an effect mediated by a toxic PM
mixture derived from commonly associated sources (eg,

coal combustion). Nevertheless, a direct role for particle
sulfate in causing cardiovascular events cannot be ex-
cluded entirely.256

In California, short-term exposures to several different PM
constituents that likely reflect combustion-derived particu-
lates, including organic and elemental carbon and nitrates,
were most strongly associated with higher cardiovascular
mortality.258 Certain metals (zinc, titanium, potassium, and
iron) and sulfate levels in the winter months were also
positively related. Similarly, ambient levels of organic and
elemental carbon have been most strongly linked among PM
constituents with hospitalizations for CVDs in multipollutant
models in a study among 119 US cities.259 Finally, PM2.5

composed of higher levels of elemental carbon, along with
the metals nickel and vanadium,48 has also been linked with
greater risks for cardiovascular hospitalizations.260 These
results support that the chemistry or composition of the PM2.5

(eg, organic/elemental carbon and certain metals) along with
the responsible source from which these mixtures are derived
(eg, fresh combustion, traffic) may play important roles in
determining the risk for cardiovascular events. However,
the extent to which these constituents mediate specific
responses, alone or together, and their importance beyond
the concentration of PM2.5 mass alone represent an area of
active research that requires more investigation to reach
firm conclusions.

Many experiments have demonstrated the especially toxic
properties and strong oxidizing potential of the smallest
particle sizes (eg, UFP) and of the specific chemical species
typically rich within this size fraction (eg, transition metals,
organic compounds, and semiquinones).261 Although some
epidemiological evidence suggests that exposure to ultrafine
compounds17 may be associated with higher cardiovascular
risk (eg, an elevation of UFP count by 9748/cm3 has been
associated with an increase in cardiovascular mortality of
approximately 3% within 4 days in Erfurt, Germany262) and
adverse responses,158,159 there have been few such studies
because they are challenging to conduct, for numerous
reasons. Moreover, there are few UFP monitors, and the
levels measured at regional sites may not accurately reflect
an individual person’s exposure because of marked spatial
heterogeneity, because the concentrations are dominated
by local point sources of fresh combustion (eg, roadways).
This could help explain some of the previously negative
study findings.116

Similarly, coarse particulates between 0.25 and 1.0 �m
in diameter may affect the cardiovascular system,221,264,265

and although the available data related to hard events and
cardiovascular mortality have suggested a relation-
ship,265,266 recent findings have been less consistent.104 In
the most recent time-series analysis of 112 US cities,
coarse PM was independently associated with elevated
all-cause, stroke, and pulmonary, but not cardiovascular,
mortality after controlling for PM2.5.43 Coarse PM was also
not associated with either fatal or nonfatal cardiovascular
events after controlling for PM2.5 levels in the Nurses’
Health Study267 or the Women’s Health Initiative cohort
analyses.72 Additional research is required to establish
whether there are independent health effects of the other
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particulate size fractions beyond those posed by fine
particles. On the other hand, PM2.5 mass concentration is
the metric most consistently associated with cardiovascu-
lar morbidity and mortality. It remains to be determined
whether this reflects limitations of available data, the
long-lived and regionally homogenous atmospheric nature
of PM2.5, that few studies have investigated the indepen-
dent effects of the other sizes, difficulties in performing
epidemiology studies with adequate UFP exposure esti-
mates, or that specific constituents within the fine PM
fraction (or another unidentified agent correlated with that
fraction) are actually responsible for causing cardiovascu-
lar events. Although particles �0.1 �m (ie, UFPs) do make
up a small fraction of PM2.5 mass, the correlation between
UFP particle number and total PM2.5 mass concentration is
often weak. Because of their minute size, UFPs make up
only a small portion of the total PM2.5 mass, even though
they represent the largest actual number of particles within
fine PM. They also have the highest surface area and a
differing surface chemistry. Therefore, changes in the
underlying UFP concentration do not likely account for or
explain the linkages between PM2.5 mass concentration
and cardiovascular events observed in large multicity
studies. The overall epidemiological evidence thus indi-
cates that fine PM poses an independent cardiovascular
risk and that any putative effects of these other size
fractions cannot fully explain the observed PM2.5– cardio-
vascular morbidity/mortality relationship.

On the other hand, there is mounting evidence for a
distinctive role played by motor vehicle traffic–related expo-
sures in elevating cardiovascular risk.108,111,268,269 Lipfert et
al76,77 interpreted the results of their analysis of the Veterans
Affairs hypertensive male cohort as suggesting that traffic
density was a more “significant and robust predictor of
survival in this cohort” than PM2.5. Analyses of the Oslo,81

Dutch,82 AHSMOG,74,75,88 French PAARC,79 and German
women cohorts80 and related studies from areas in the United
Kingdom,270 Canada,271 Norway,272 and Rome273 found that
measures that often indicate traffic-related exposure (NO2,
NOx, traffic density, and living near major roads) were also
associated with increased mortality. Long-term 5-year aver-
age traffic-generated air pollution exposure has been associ-
ated with an increased risk of fatal MI (odds ratio 1.23, 95%
CI 1.15 to 1.32 per 31-�g/m3 increase in NO2) but not
nonfatal MI in Stockholm County, Sweden.274 The results
mirror the results of several cohort studies72,73 that found that
air pollution exposures appeared to be more strongly linked
with cardiovascular mortality than nonfatal events. Recently,
an analysis from a cohort in the Netherlands demonstrated
that several metrics of traffic-related air pollution exposure
remained significantly associated with increased risk for
cardiovascular events even after adjustment for higher levels
of traffic noise.275

The effect of long-term traffic-related exposure on inci-
dence of fatal and nonfatal coronary heart disease was
recently assessed after adjustment for background air pollut-
ants and cardiovascular risk factors in 13 309 adults in the
Atherosclerosis Risk in Communities study.276 Interestingly,
background chronic ambient PM2.5 concentrations were not

related to the interpolated traffic exposure levels or to heart
disease outcomes, which supports the highly localized nature
of traffic sources of exposure. After 13 years of follow-up in
4 US communities, individuals residing within the highest
quartile of traffic density had a relative risk of 1.32 (95% CI
1.06 to 1.65) for fatal and nonfatal heart disease events.
Despite multiple statistical adjustments, the investigators also
acknowledged the possibility for residual confounding as a
potential source of bias. The specific traffic-related pollution
components, such as UFP or gaseous-phase chemicals (eg,
SVOCs), that are responsible for the positive findings among
these studies remain unknown. The close proximity to road-
ways within these epidemiological studies (eg, 400 m)
required to observe an association with elevated cardiovas-
cular risk, however, matches the atmospheric fate of these
shorter-lived pollutants. The findings may thus suggest the
existence of cardiovascular health effects mediated by spe-
cific air pollutants rather than PM2.5 per se. There is room for
improvement in assessment of traffic exposures in epidemi-
ological research, and better approaches are now being
incorporated into research projects, such as accounting for
associated factors (eg, noise or spatial autocorrelation with
socioeconomic status).275,277

Geographic differences in cardiovascular risk due to PM
have also been observed across US regions, with more
consistent or stronger effects observed in Eastern versus
Western states.71,103,257 Differences between North American
and European cities have also been reported.61 PM exposures
are typically, but not always,258 associated with larger effects
during warmer months (spring through fall) than in the
winter.45,103,257 Variations in pollution characteristics (eg,
sulfate), time spent outdoors, air conditioning usage and
particle penetration indoors, ambient temperature and mete-
orology, and mobile (eg, diesel) or stationary (eg, coal
combustion) sources of exposure may help explain these
differences. Finally, variations in the cardiovascular risk
posed by PM may also occur because of heterogeneity in the
metric of exposure, such as personal versus background
regional,25 indoor versus outdoor sources, and differences in
intracity versus intercity gradients.69 A better understanding
of the responsible constituents and sources is important and
could potentially lead to more targeted and effective regula-
tions. On the other hand, finding continued evidence that the
adverse cardiovascular health effects cannot be linked con-
clusively to a particular or specific chemical species or source
of pollution but rather that they occur in response to a variety
of exposure types or mixtures would support the present-day
policy of reducing exposure to overall fine particulate mass to
achieve public health benefits.

Time Course and
Concentration-Response Relationships
Many studies have demonstrated that PM air pollution expo-
sure does not simply advance the mortality by a few days of
critically ill individuals who would have otherwise died (eg,
mortality displacement or “harvesting”).278,279 There also
appears to be a monotonic (eg, linear or log-linear)
concentration-response relationship between PM2.5 and mor-
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tality risk observed in cohort studies that extends below
present-day regulations of 15 �g/m3 for mean annual levels,
without a discernable “safe” threshold.67,70,84 Cardiovascular
risk due to particle exposure was also shown to extend below
15 �g/m3 in the recent analysis of the Women’s Health
Initiative Observational Study.72 This monotonic association
supports the idea that any reduction in particulate pollution
will translate into health benefits within a population of
people, each with their own individual level of susceptibility.
It also suggests that a larger decrease in PM2.5 exposures will
produce a greater reduction in mortality. Finally, a recent
analysis of the literature provided important new insights into
the nature of the PM exposure-response relationship.280 The
risk for cardiovascular mortality was shown to increase in a
linear fashion across a logarithmically increasing dosage of
inhaled fine-particle levels that ranged from ambient PM air
pollution (�0.2 mg/d), through secondhand smoke (�1
mg/d), to active smoking (200 mg/d). This means that the
exposure response is extremely steep at very low PM levels
(ie, ambient air pollution) and flattens out at higher concen-
trations (ie, active smoking). This may help explain the
seemingly incongruent and comparatively very high degree
of cardiovascular risk posed by the much lower levels of PM
exposure from ambient pollution and secondhand smoke
versus the much higher doses due to active smoking. Thus,
the cardiovascular system may be extremely sensitive to very
low levels of PM inhalation as encountered with ambient
pollution.

At present, the underlying nature and full scope of the
temporal-risk relationship posed by longer-term PM expo-

sures remain uncertain.2,281 The writing group members did
concur that the available epidemiological studies demonstrate
larger cardiovascular risks posed by more prolonged expo-
sures to higher PM levels than observed over only a few days
(Figure 2). Cohort studies using Cox regression survival
analyses (over months to years) are capable of evaluating a
more complete portion of the temporal-risk relationship than
time-series analyses over only a few days that use Poisson
regression. However, given the lack of complete information,
no conclusions could be drawn on the full magnitude of the
augmented risk posed by chronic exposures, the time window
(a few months versus decades) required to exhibit this
enhanced risk, the underlying biological causes, the extent to
which statistical differences between study types explain the
variations in risk, and whether clinically relevant chronic
CVDs are precipitated by chronic exposures. Some writing
group members believe it is important to differentiate as 2
distinct issues the potentially greater effect of long-term
exposures on increasing the risk for acute events (eg, cardio-
vascular mortality) compared with the putative effect on
initiating or accelerating the development of chronic CVD
processes per se (eg, coronary atherosclerosis). As such, it is
possible that the greater risks observed in cohort studies could
be capturing the fact that repetitive exposures over months or
years augment the risk for sudden cardiovascular events in
susceptible people, without actually worsening an underlying
“chronic” disease process.

On the one hand, the available studies demonstrate that the
majority of the larger risk-effect sizes posed by longer-term
versus short-term exposures appear to be manifested within
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only 1 to 2 years of follow-up. Extending the duration of
follow-up increases cardiovascular risk, but to a progressively
smaller degree over time (Figure 2). The discrepancy in the
effect sizes among study types (eg, cohort versus time-series
studies) could also reflect differences in statistical methodol-
ogies or population susceptibilities.282–284 Recent attempts to
investigate this matter64,84 suggest that the risk for acute
events associated with chronic exposures may be reasonably
well estimated by only the most proximal 1 to 2 years of PM
levels. The most recent time frames of exposure also explain
a substantial portion of the excess cardiovascular risk ob-
served in several cohort studies.70,72,73,83 These findings
bolster the argument that relatively rapid and pliable (and
potentially reversible) biological responses, such as the insti-
gation of plaque instability or the enhanced thrombotic
potential caused by PM-mediated inflammation or endothe-
lial dysfunction (which can occur and abate over only a few
weeks to months), could explain the biology responsible for
this greater relative risk.

On the other hand, cogent alternative arguments can be
made to explain the differences in relative risk between the
cohort and time-series studies. The likely high correlation of
a recent year’s exposure levels with exposures over many
years, as well as the uniform rank ordering of exposure
severity over time among cities, can explain why only a short
period of PM exposure assessment is required to understand
the risk of longer-term exposures. In addition, no studies have
evaluated the potential risks of exposure over decades or a
lifetime. PM augments the ability of traditional risk factors to
accelerate the development of atherosclerosis in experimental
settings. As such, it is also plausible that long-term exposures
may enhance cardiovascular risk to an even greater extent by
increasing an individual’s susceptibility for future cardiovas-
cular events or acute exposures. In addition, the full extent of
this possibility may not be illustrated by the limited follow-up
period (4 to 5 years) of the majority of cohort studies. The
writing group thus agreed that this important issue requires
more investigation.

It is also possible that these 2 explanations are not mutually
exclusive. Furthermore, it cannot be concluded from avail-
able information that a long period of time is required for
reductions in PM levels to translate into a decrease in
cardiovascular risk. On the contrary, reductions in second-
hand smoke285 and PM air pollution levels64,84,90,95 appear to
produce fairly rapid decreases in cardiovascular event rates,
within a few months to years.284 At present, the available data
do not allow for firm conclusions regarding the underlying
biology and the full extent of the potentially nonuniform PM
exposure–to–cardiovascular risk temporal relationship.

Susceptibility to Air Pollution Exposure
Susceptibility refers to a heightened risk for a particular
cardiovascular end point or event to occur compared with the
general population at the same concentration of PM exposure.
Typically, this is indicative of an underlying medical condi-
tion (eg, diabetes) or personal characteristic (eg, old age) that
causes this enhanced risk. This is in contrast to the term

“vulnerability,” which refers to a population of individuals at
greater risk for more frequent or high levels of exposures.

Earlier studies reviewed in the first AHA scientific state-
ment1 suggested that susceptible populations include the
elderly; individuals with diabetes; patients with preexisting
coronary heart disease, chronic lung disease, or heart failure;
and individuals with low education or socioeconomic status.
In the ACS study, current and previous smokers appeared to
be at the same or greater degree of risk.67 Among more recent
studies, the Women’s Health Initiative also reported positive
findings among active smokers and an elevated risk for
cardiovascular mortality induced by PM2.5.72 Conversely,
current smokers were found to be at no increased risk for
cardiovascular mortality in response to PM2.5 exposure in the
Nurses’ Health Study.73 Thus, the effect modification of
smoking status requires more investigation. The APHENA
study of European and North American cities recently con-
firmed that elderly and unemployed individuals are at higher
risk of short-term PM exposure.61 In a multicity time-series
study in Asia, women, the elderly, and individuals with lower
education and socioeconomic status were also shown to be at
elevated risk.286 A few additional studies have reported some
evidence of susceptibility to short-term PM exposures among
older individuals, people with diabetes, and those with a
lower level of education.287–289 Finally, a recent study illus-
trated that present-day levels of PM2.5 likely increase the risk
for a cardiac event within a few days of exposure principally
(or even solely) among individuals with preexisting signifi-
cant coronary artery disease, even if they are seemingly
healthy (eg, without anginal symptoms). Patients without
obstructive lesions on heart catheterization were not at any
risk for PM2.5-induced myocardial events over the short
term.13 This is not surprising, because most acute cardiovas-
cular events occur among individuals with underlying vul-
nerable substrate (eg, unstable plaques) and not in individuals
with normal coronary arteries.

Obesity has been newly recognized as a possible suscep-
tibility factor. Two cohort studies have shown that a greater
body mass index enhances the susceptibility for PM-induced
cardiovascular mortality, at least among women.72,73 Al-
though individuals with diabetes showed a trend toward
greater risk in the Women’s Health Initiative,72 hypertension,
high cholesterol, smoking, elderly age, education, and income
did not alter the risk association. Overall, there appears to be
little effect modification by race, hypercholesterolemia, or BP
among the studies. Finally, sex may also be a risk-effect
modifier. The particularly robust risk estimates of the 2
cohort studies that included only women,72,73 the fact that PM
increased cardiovascular risk in female but not male partici-
pants of the AHSMOG study,75 and the multicity time-series
findings in Asia286 suggest that women may be at greater risk
for cardiovascular mortality related to PM. Further studies are
needed to clarify whether obese individuals and women are
indeed susceptible populations.

Biological Mechanisms
There has been substantial improvement in our understanding
of the biological mechanisms involved in PM-mediated
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cardiovascular effects. Studies before 2004 were reviewed
previously,1 and only some are again discussed here for
contextual background. A number of new experiments have
demonstrated very rapid effects of air pollution, such as
vascular dysfunction, which argues for the existence of
pathways that convey signals systemically within hours of
PM inhalation. On the other hand, there is also support for
chronic biological effects, such as the promotion of athero-
sclerosis. At the molecular level, persuasive evidence sup-
ports an integral role for ROS-dependent pathways at multi-
ple stages, such as in the instigation of pulmonary oxidative
stress, systemic proinflammatory responses, vascular dys-
function, and atherosclerosis. In sum, new studies continue to
support the idea that inhalation of PM can instigate extrapul-
monary effects on the cardiovascular system by 3 general
“intermediary” pathways. These include pathway 1, the
release of proinflammatory mediators (eg, cytokines, acti-
vated immune cells, or platelets) or vasculoactive molecules
(eg, ET, possibly histamine, or microparticles) from lung-
based cells; pathway 2, perturbation of systemic ANS balance
or heart rhythm by particle interactions with lung receptors or

nerves; and pathway 3, potentially the translocation of PM
(ie, UFPs) or particle constituents (organic compounds, met-
als) into the systemic circulation (Figure 3).

Exposure Considerations
Animal and human exposure studies are discussed separately
and apart from the effect of ambient PM because their
methodologies and clinical relevancies vary widely. Con-
trolled exposure studies involve exposing a subject to various
size fractions of PM within a chamber connected to ambient
air (concentrated or nonconcentrated) or a source of aerosol-
ized particles. Virtual impactor systems that deliver concen-
trated ambient particles (CAPs) from “real-world” ambient
air are a commonly used approach for mimicking exposures
to higher levels of ambient particles without requiring inva-
sive methods or the generation of artificial particles.3 Both a
strength and limitation, however, is that CAPs can vary
considerably from day to day in composition. Additionally,
only certain particle size ranges are typically concentrated
(eg, PM from 0.1 to 2.5 �m in the fine-CAP system), whereas

Figure 3. Biological pathways linking PM exposure with CVDs. The 3 generalized intermediary pathways and the subsequent specific
biological responses that could be capable of instigating cardiovascular events are shown. MPO indicates myeloperoxidase; PAI, plas-
minogen activator inhibitor; PSNS, parasympathetic nervous system; SNS, sympathetic nervous system; and WBCs, white blood cells.
A question mark (?) indicates a pathway/mechanism with weak or mixed evidence or a mechanism of likely yet primarily theoretical
existence based on the literature.
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ambient air contains a mixture of particle sizes, volatile
organics, and gases that are not concentrated (and can be
lowered). Potential interactions between PM and gaseous
copollutants on health end points are therefore excluded,
unless the latter are reintroduced in an artificial fashion. Other
methods of controlled-inhalation exposures include diesel
engine exhaust (diluted and aged mixtures of high numbers of
fresh combustion UFPs with vapor-phase components), road-
side aerosols, and wood-burning sources. Regarding animal
exposures, intratracheal instillation methods may sometimes
be required because of the limited availability of inhalation
exposure systems. Unfortunately, particle size and surface
characteristics—mostly retained in inhalation systems with
fresh sources of pollution and which may be important in
influencing biological effects—are likely significantly altered
in instillation systems or by methods that use previously
collected particulate. However, the use of carefully modeled
exposures (eg, deposition calculation) and the recognition
that areas of “hot spots” containing markedly higher PM
levels within the lung may occur even during normal inhala-
tion make the results of these experiments potentially rele-
vant.2 Further detailed discussions of exposure considerations
are reviewed elsewhere.290

The protocol details vary considerably among the studies.
Many aspects of exposure, including the duration, concentra-
tion, PM size ranges and composition, and gaseous copollut-
ants, are important to consider. A wide variety of outcomes
may be anticipated depending on the biological pathways
evoked by differing exposures. Moreover, there are multiple
determinants of the subsequent physiological responses, in-
cluding the time frames of investigation, preexisting suscep-
tibility, animal models, and the details of the outcomes
investigated. All of these factors may explain some of the
heterogeneity in the reported study results and must be taken
into consideration when interpreting the findings.

Animal Exposure and Toxicological Studies
Studies that investigate the effects of exposure on susceptible
animals (eg, those with preexisting cardiovascular or meta-
bolic abnormalities) may be preferable in many circum-
stances because of the increasing recognition that the path-
ways underlying the biological effects of PM overlap (ie,
modify and/or enhance) those of conventional cardiovascular
risk factors. Such factors (eg, hypertension or atherosclerosis)
may also be necessary or at least responsible for the evocation
of a more readily observable or robust response. For example,
in the context of systemic oxidative stress or inflammation,
the cellular machinery for the generation of excess ROS and
proinflammatory responses (eg, adhesion molecule and cyto-
kine expression) is already primed or operational in suscep-
tible animals.

Pulmonary Oxidative Stress and Inflammation
The molecular events responsible for triggering pulmonary
oxidative stress and inflammation, along with the interactions
between lung and immune cells, the inhaled PM, and the
protective secretions (eg, surfactant, proteins, and antioxi-
dants), are highly complex,4–6 as reviewed in detail

elsewhere.290a,290b,414 In brief, size, charge, solubility, aggre-
gation, ROS-producing potential, and chemistry play roles in
determining the responses. These include the particle fate (eg,
lung clearance versus retention rates), the nature of the
PM-cell interactions (eg, immune versus lung cell uptake,
host cell responses, and intracellular sequestration/location),
and the dose (likely typically a small percentage of inhaled
PM) and pathways of potential systemic transmission of PM
or its constituents, such as in the circulation [free, intracellu-
lar within circulating cells, (lipo)protein-bound] or via lym-
phatic spread.4,5,290a,290b Because of their nano-scale size,
UFPs may directly enter multiple lung cell types via nonph-
agocytic pathways and adversely affect organelles, such as
mitochondria.6,290a,290b Larger unopsonized fine particles are
more typically taken up by phagocytes through interactions
with innate immunity receptors such as MARCO (macro-
phage receptor with collagenous structure) or other scavenger
receptors.5,290a,290b This may in fact be a protective mecha-
nism that sometimes prevents harmful lung inflammation.
Certain particle compounds may directly generate ROS in
vivo because of their surface chemistry (eg, metals, organic
compounds, and semiquinones) or after bioactivation by
cytochrome P450 systems (eg, polycyclic aromatic hydrocar-
bon conversion to quinones).6,290a,290b A particle surface or
anions present on otherwise more inert particles may disrupt
iron homeostasis in the lung and thereby also generate ROS
via Fenton reactions.291 Other PM constituents may do so
indirectly by the upregulation of endogenous cellular sources
(eg, nicotinamide adenine dinucleotide phosphate [NADPH])
oxidase)292,293 or by perturbing organelle function (eg, mito-
chondria) by taken-up PM components.261 Particle stimula-
tion of irritant and afferent ANS fibers may also play a role
in local and systemic oxidative stress formation.294 Given the
rich antioxidant defenses in the lung fluid, secondarily
generated oxidization products of endogenous molecules (eg,
oxidized phospholipids, proteins) or a reduction in endoge-
nous antioxidants per se may be responsible at least in part for
the state of oxidative stress in the lungs (along with instigat-
ing the subsequent cellular responses) rather than ROS
derived directly from PM and its constituents.

Subsequent to oxidative stress, antioxidant and phase II
defenses may be activated (eg, inducible nitric oxide syn-
thase, glutathione) via transcription factor Nrf2-dependent
pathways.261 When inadequate, pathological oxidative stress
can initiate a variety of pulmonary inflammatory responses.
For example, ROS in the lungs has been shown to augment
the signal transduction of membrane ligand (eg, epidermal
growth factor by disrupting phosphatases) or pattern-
recognition receptors (eg, toll-like receptors [TLR])295–299

and/or stimulate intracellular pathways (eg, mitogen-acti-
vated protein kinases) that lead to the activation of proinflam-
matory transcription factors (eg, nuclear factor-��) that
upregulate expression of a variety of cytokines and chemo-
kines.261 Alteration in lung cell redox status may itself
stimulate nuclear factor-��. Biological components within
coarse PM could also directly trigger inflammation (eg,
nuclear factor-�� pathways) by binding to TLR2 or TLR4
receptors or other innate immune pattern-recognition recep-
tors.297 It is also possible that other components of metal-rich
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PM could instigate inflammatory pathways via TLR activa-
tion directly or via the oxidation of endogenous biological
compounds that then serve as TLR ligands.300 Finally, there is
some evidence that PM can activate inflammatory mitogen-
activated protein kinase signaling by angiotensin II receptor–
dependent pathways.295 These inflammatory responses can
also exacerbate the initial oxidative stress [eg, via upregula-
tion of cellular NAD(P)H oxidase] and thus initiate a
positive-feedback cycle.

Available studies support important contributions to pul-
monary inflammation from innate immune cells such as
neutrophils and macrophages (TNF-�, IL-6), as well as from
the adaptive immune system, such as T cells (IL-1, IL-4, IL-6,
and IL-10). Although the dominant source of cytokines likely
represents the alveolar macrophages and lung epithelial cells,
the role of other innate and adaptive immune cells cannot be
ruled out.299,301,302 Recently, myeloperoxidase activity was
shown to increase after PM exposure in the same time course
of appearance of cellular inflammation (primarily neutro-
phils) in the lung.303 Gaseous components such as ozone may
also amplify the toxicity of PM.304

Systemic Inflammation
In the context of examining the cardiovascular effects of air
pollution, it is important to consider the inflammatory medi-
ators that are released from lung cells after contact with PM,
because some could conceivably spill over to the general
circulation or increase liver production of acute-phase pro-
teins (eg, CRP, fibrinogen). An increase in circulating proin-
flammatory mediators (eg, activated immune cells, cytokines)
could thus serve as a pathway to instigate adverse effects on
the heart and vasculature. Numerous experiments have dem-
onstrated increased cellular and inflammatory cytokine con-
tent, such as IL-6, IL-1�, TNF-�, interferon-�, and IL-8, of
bronchial fluid and sometimes in circulating blood after acute
exposure to a variety of pollutants.292,305–311

Critical roles for the elevations in systemic and pulmonary
levels of IL-6 and TNF-� have been observed after PM
exposure, typically coincident with pulmonary inflamma-
tion.292,302,306,309,311–314 There is at least some evidence that
the degree of pulmonary inflammation and systemic inflam-
mation (IL-6) correlates with the elevation of systemic
cytokines and systemic vascular dysfunction.314 In a 4-week
inhalation exposure to freshly generated diesel exhaust, IL-6
knockout mice did not demonstrate increased cellular inflam-
mation or TNF-� in bronchial fluid, which implies a role for
IL-6.315 Consistent with these findings, acute intratracheal
exposure to PM10 resulted in an increase in IL-6, TNF-�, and
interferon-� in the bronchial fluid.316 However, in this study,
IL-6�/� mice showed roughly the same levels of TNF-� in
bronchial fluid as wild-type mice, although interferon-� was
decreased to control values.316 The results also suggested that
lung macrophages play an important role, because depletion
of these cells abolished the increases in some of the cytokines
and systemic cardiovascular responses. Although our under-
standing of the source of IL-6 and TNF-� and their involve-
ment in the systemic inflammatory response after PM expo-
sure remains incomplete, these and other experiments appear

to suggest that at least with PM10 particles, alveolar macro-
phages play a dominant role.309,314,316

Among remaining uncertainties, the upstream signaling
pathway responsible for the recognition of PM components
that in turn produce the systemic inflammation has not been
fully elucidated317; however, there is some evidence with
other particulates and experimental models of lung injury that
ROS generated by NADPH oxidase or pattern-recognition
receptors may modulate some of these responses.292,299,318

NADPH-oxidase knockout mice demonstrated significantly
lower IL-6 and macrophage inflammatory protein-2 re-
sponses to collected PM than wild-type mice.292 Extrapulmo-
nary sources may also be involved in promulgating the
systemic inflammation. PM2.5 exposure in a model of diet-
induced obesity in C57Bl/6 mice for a duration of 24 weeks
resulted in elevations in TNF-� and IL-6. In addition, there
were increases in circulating adipokines, such as resistin and
plasminogen activator inhibitor-1.319 The elevation in cyto-
kines, thought to be derived from adipose sources, in addition
to findings of adipose inflammation in that study, raises the
possibility of additional systemic nonpulmonary sources of
such cytokines.

Systemic Oxidative Stress
Numerous in vitro studies have demonstrated activation of
ROS-generating pathways by PM incubation, such as
NADPH oxidases, mitochondrial sources, cytochrome P450
enzymes, and endothelial nitric oxide synthase in cultured
cells or in pulmonary and vascular tissue.293,311,320–329 Similar
to inflammation, the oxidative stress after PM inhalation may
not always stay confined within the lungs.330 The sources of
excess ROS within cardiovascular tissue may include circu-
lating immune cells or cytokines, depletion of defense mech-
anisms (eg, impaired high-density lipoprotein function), ox-
idation of lipoproteins or other plasma constituents,331

activation of ANS pathways,294 or circulating PM constitu-
ents (eg, soluble metals, organic compounds) reaching the
vasculature.261 Activation of ROS-dependent pathways mod-
ulates diverse responses with far-reaching consequences,
including vascular inflammation/activation, atherosclerosis,
impaired basal vasomotor balance, enhanced coagulation/
thrombosis, and platelet activation.290b

Recent experiments have indeed confirmed the existence
of footprints or markers of oxidative stress within the cardio-
vascular system in the in vivo context. Acute-exposure
studies332 have shown a relationship between the vascular
dysfunction in spinotrapezius microvessels and the release of
myeloperoxidase from leukocytes into the vasculature within
only hours after the pulmonary instillation of PM.332 Inter-
estingly, an insoluble particle (TiO2) induced very similar
effects. More long-term studies333 have demonstrated that 10
weeks of exposure to PM2.5 increased superoxide production
in response to angiotensin II and resulted in upregulation of
NAD(P)H oxidase subunits and depletion of tetrahydrobiop-
terin in the vasculature. These effects had functional conse-
quences in terms of increases in systemic vascular resistance
and BP. In another investigation that involved apolipoprotein
E–deficient (ApoE�/�) fed a high-fat diet, chronic exposure

Brook et al Particulate Matter Air Pollution and CVD 2355

 by guest on July 24, 2011http://circ.ahajournals.org/Downloaded from 

http://circ.ahajournals.org/


to PM2.5 exacerbated vascular oxidant stress and promoted
atherosclerosis progression.334 The proatherogenic effects of
ambient UFPs331 versus PM2.5 in genetically susceptible
ApoE�/� mice in a mobile facility close to a Los Angeles
freeway have also been compared. Exposure to UFPs resulted
in an inhibition of the antiinflammatory capacity of plasma
high-density lipoprotein and greater systemic oxidative stress,
as evidenced by increased hepatic malondialdehyde and
upregulation of Nrf2-regulated antioxidant genes.331

Other experiments294 have suggested that ANS imbalance
may play an important role in PM-induced cardiac oxidative
stress. Pharmacological inhibition of the ANS could signifi-
cantly reduce chemiluminescence in the heart after expo-
sure.303 More recently, an upstream modulator, the transient
receptor potential vanilloid receptor-1, within the lung was
identified as central to the inhaled CAP-mediated induction
of cardiac chemiluminescence.335 In these studies, capsaz-
epine was able to abrogate ECG alterations in rats during the
5-hour exposure, which suggests that neural ANS pathways
are crucial.

Thrombosis and Coagulation
Earlier studies using intratracheal instillation of high concen-
trations of diesel exhaust particles demonstrated the induction
of lung inflammation, platelet activation, and increased pe-
ripheral vascular thrombosis in both arteries and veins after
photochemical injury.336,337 Thrombosis susceptibility was
ascribed to direct passage of the instilled UFPs in the blood,
because large polystyrene particles unlikely to cross the
lung-blood barrier did not increase peripheral thrombosis. In
a subsequent study, a persistent increase in thrombosis
susceptibility to diesel exhaust particles was shown after 24
hours, an effect that was mitigated by pretreatment with
sodium cromoglycate, which indicates that this response was
secondary to histamine release from basophil degranula-
tion.338 These same effects, however, were mimicked by
400-nm polystyrene particles with a low likelihood of trans-
gressing the pulmonary barrier, which implicates pulmonary
release of histamine as a mediator of thrombosis at the later
time point. Because histamine was increased in the plasma at
6 and 24 hours after exposure, and diphenhydramine miti-
gated diesel PM–induced thrombosis at later time points but
not at 1 hour, it was hypothesized that additional direct effects
of PM constituents reaching the circulation may be respon-
sible for the earliest prothrombotic effects.339 No increase in
circulating von Willebrand factor was observed after instil-
lation of both particles. Finally, pulmonary instillation of
carbon nanotubes produced neutrophil lung influx 24 hours
later. Circulating platelet-leukocyte conjugates were elevated
6 hours after exposure, whereas procoagulant microvesicular
tissue factor activity and peripheral thrombotic potential were
increased 24 hours later. Inhibition of P-selectin abrogated
these responses, which demonstrates that rapid activation of
circulating platelets by the pulmonary deposition of PM plays
a vital role.340 This series of studies suggests that release of
lung cell–derived mediators (eg, histamine) after several
hours along with the more rapid activation of circulating
platelets by lung inflammation via P-selectin–dependent

processes may mediate distant system prothrombotic effects
without necessarily inducing systemic endothelial damage.

In a study using C57BL/6J mice, intratracheal PM10

particles rich in transition metals decreased bleeding, pro-
thrombin, and activated partial thromboplastin times and
enhanced the levels of several coagulation factors as well as
thrombosis times in response to experimental FeCl3 injury.316

This prothrombotic effect was mitigated in IL-6�/� and
macrophage-depleted mice, which suggests that IL-6, lung
macrophages, and pulmonary inflammation are necessary
initial steps. It is possible, however, that coarse-particle
components (eg, endotoxin) could have been important mech-
anistically via TLR activation. The effect of fine PM or UFPs
per se requires more investigation. Chronic ambient exposure
to PM2.5 has also been shown to increase tissue factor
expression in macrophages and smooth muscle cells in
atherosclerotic lesions. Complementary in vitro studies with
cultured human smooth muscle cells and monocytes demon-
strate dose-dependent increases in tissue factor in response to
collected ambient particles.341 Other findings also support
potential procoagulant and thrombotic effects of PM.342,343

These collective studies suggest that both short- and long-
term PM inhalation can enhance thrombotic and coagulation
tendencies, potentially via increases in circulating histamine
and inflammatory cytokines and/or activated white cells and
platelets. The plausibility of these pathways is supported by
the well-recognized cross talk between inflammation and
thrombosis.344 Potential additional roles for UFPs or soluble
constituents that reach the circulation and directly enhance
platelet aggregation or systemic oxidative stress (thus acti-
vating the endothelium and blunting platelet-derived nitric
oxide) require more investigation.

Systemic and Pulmonary Hypertension
Early animal studies suggested small or inconsistent effects
of PM on BP,345–347 sometimes dependent on the season348 of
exposures. A potential explanation may be variations in
experimental protocols, including differences in the delivery,
duration, and composition of exposure and the methods used
to measure BP. Moreover, PM by itself may represent a
relatively weak stimulus but may act more robustly in concert
with other predisposing factors to affect BP. Sun et al333

recently demonstrated a significant interactive effect of fine-
CAP exposure with the vasoconstrictor angiotensin II in rats.
Preexposure to PM2.5 for a 10-week period resulted in
enhancement of its prohypertensive response measured con-
tinuously by intra-arterial radiotelemetry. The exaggerated
BP elevation was accompanied by endothelial dysfunction,
including blunted endothelium-dependent vasodilation and
enhanced vasoconstrictor reactivity, along with upregulation
of NAPDH oxidase and Rho-kinase–signaling pathways. In
vitro exposure to UFPs and PM2.5 was also associated with an
increase in Rho-kinase activity, phosphorylation of myosin
light chain, and myosin phosphatase target subunit. Pretreat-
ment with the nonspecific antioxidant N-acetylcysteine and
Rho-kinase inhibitors prevented these responses, which sug-
gests an ROS-mediated mechanism for particle-mediated
effects on vascular smooth muscle constriction. Further
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studies corroborated the role of exaggerated Rho-kinase
pathway activity in potentiating the hypertensive response to
angiotensin II in mice exposed to PM2.5.349 Moreover, parti-
cle exposure augmented angiotensin-mediated cardiac hyper-
trophy and collagen deposition. Blockade of Rho-kinase
abolished these effects. These responses suggest that chronic
PM2.5 exposure disrupts normal vascular homeostasis and
vasoactive mediator balance through ROS-dependent mech-
anisms in a manner that sensitizes the vessel toward vaso-
constrictors. Activation of RhoA/Rho-kinase signaling path-
ways appears to play an important mechanistic role.

In conscious canines with implanted BP catheters, systemic
arterial BP increased and baroreceptor sensitivity was rapidly
altered over a few hours during CAP exposure.350 Interest-
ingly, �-adrenergic antagonism abrogated the responses. The
findings support a mechanistic role for acute activation of the
sympathetic nervous system by inhaled particles. In a study
with Wistar-Kyoto male rats, CAP exposure for 4 days
upregulated ET-A receptor expression in the heart. This
alteration was also weakly correlated with an increase in BP,
which suggests a role for enhance ET activity.351 PM has also
been demonstrated to alter the release of ET-1 and ET-3 from
the lungs.352 Elevation in pulmonary vascular resistance and
pulmonary arterial pressure, which suggests constriction of
the pulmonary vessels, has also been demonstrated in re-
sponse to respirable carbon black particles.353 Recently,
ultrafine carbon particles were shown to increase BP in
spontaneously hypertensive rats 1 to 3 days after a 24-hour
exposure.354 This response occurred concomitant with in-
creased ET-1 messenger ribonucleic acid levels in lung tissue
and small elevations in plasma renin concentration and
angiotensin I and II in the systemic circulation. These
findings further support the idea that ET may play a role in
cardiovascular responses to PM exposure and suggest that
activation of the renin-angiotensin system may also be
involved. It is not clear whether the elevated circulating ET
levels reflect increased release from the lungs and whether
this mediates a systemic vasoconstrictor response. Alterna-
tively, the increase may be more indicative of enhanced
vascular tissue activity of these systems. Longer-term expo-
sures of carbon black for 4 weeks in Sprague-Dawley rats has
also been shown to significantly increase systolic BP con-
comitant with increases in serum levels of IL-6 and CRP.355

Finally, in vitro exposure to soluble and insoluble compo-
nents of UFPs induces constriction in isolated pulmonary
arterial rings and activates intracellular signaling pathways
such as phosphorylation of extracellular signal–regulated
kinase-1/2 and p38 mitogen-activated protein kinase in pul-
monary endothelial cells. These effects were antagonized by
losartan, and several metal components (copper and zinc)
could replicate the responses.295 This suggests a possible role
for activation of angiotensin II receptor pathways relevant for
the maintenance of vasomotor tone and smooth muscle
constriction after inhalation of metal constituents within PM.

In sum, the studies demonstrate that long-term PM expo-
sures over a period of weeks are capable of enhancing
vasoconstrictive responsiveness of the vasculature (eg, in-
creased Rho-kinase activity and reduced nitric oxide bioavail-
ability) by inflammatory and ROS-dependent cell-signaling

pathways. Shorter-term exposures over several hours to days
may lead to vasoconstriction and increased pulmonary and
systemic BP by pathways dependent on enhanced ET or
angiotensin II signaling. Lung cells may release ET into the
systemic circulation and thus increase its systemic activity, or
the vascular ET system may be relatively upregulated be-
cause of increased ROS or reduced nitric oxide. Activation of
the renin-angiotensin system may also occur because of
systemic oxidative stress or inflammation or as a conse-
quence of ANS imbalance. The very acute increase in BP that
occurs concomitant with the inhalation of particles or within
only minutes to hours after exposure appears to be mediated
by autonomic imbalance that favors a relative activation of
the sympathetic nervous system. No study has evaluated the
effect of air pollution on renal sodium handling or long-term
pressure natriuresis mechanisms, which are fundamental to
the generation of chronic hypertension.

Vascular Dysfunction and Atherosclerosis
Many early experiments demonstrated the capacity of PM
constituents to blunt nitric oxide–dependent dilation and
enhance vasoconstrictor tone in ex vivo vascular studies
because of excess ROS formation.1 The first in vivo experi-
ment demonstrated the proatherosclerotic actions of intratra-
cheal PM10 instillation.356 More recently, the pulmonary
instillation of several different PM types was shown to
rapidly impair microvascular endothelium-dependent vasodi-
lation within days, likely by proinflammatory or ROS-
dependent mechanisms (eg, myeloperoxidase).332 Several
animal studies have now demonstrated that long-term expo-
sure to ambient PM2.5, by use of ambient-exposure facilities
without direct pulmonary instillation, not only causes endo-
thelial dysfunction but also accelerates the progression of
atherosclerosis. Sun et al334 demonstrated that exposure of
atherosclerosis-prone ApoE�/� mice to environmentally rel-
evant levels of CAP, derived from regional northeastern
PM2.5, for 6 months in conjunction with a high-fat chow diet
potentiated plaque development and heightened vascular
inflammation (CD68� macrophage infiltration and inducible
nitric oxide synthase expression) and oxidant stress. The
atherosclerotic plaque progression was also accompanied by
alterations in vasomotor tone, including decreased endothe-
lium-dependent vasodilation and heightened vasoconstriction
to adrenergic stimuli. Importantly, the normalized average
PM2.5 concentration over the entire period was 15.2 �g/m3,
which approximates the annual NAAQS. Similar findings
were reported in other chronic CAP exposures that involved
an ApoE�/� model.357 However, exposures to a double-
knockout model of ApoE-deficient and low-density lipopro-
tein receptor–deficient mice increased plaque cellularity,
reflective of inflammation, but did not enhance plaque
burden. It is possible that the atherosclerotic severity of this
phenotype precluded the observation of more subtle effects of
CAP exposures.

Intratracheal instillation of UFP can acutely impair aortic
endothelium-dependent vasodilation.358 Moreover, repeated
10-week-long endotracheal dispersion of UFP carbon black
increased atherosclerosis in low-density lipoprotein receptor–
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knockout mice.359 This occurred without evidence of sys-
temic translocation of particles into the cardiovascular tis-
sues. UFP inhalation by use of exposure facilities has also
recently been shown to augment atherosclerosis, perhaps to a
greater degree than PM2.5. When investigating the effects of
different PM size fractions, Araujo et al331 compared the
proatherogenic potential of exposure over 40 days to ambient
particles �0.18 �m versus PM2.5 in ApoE�/� mice. UFPs
caused more adverse cardiovascular responses (eg, systemic
oxidative stress, impaired high-density lipoprotein function)
and greater potency in accelerating atherosclerotic lesion
formation, although PM2.5 did demonstrate qualitatively sim-
ilar effects. Recent studies have also demonstrated that PM
exposure likely promulgates systemic atherosclerosis by
mechanisms that overlap those of other conventional cardio-
vascular risk factors.360 Intratracheal instillation of PM10

particles caused a rapid impairment in endothelium-
dependent vasodilation, stimulation of bone marrow–derived
cells, and increased migration of monocytes into atheroscle-
rotic plaques.361,362 Systemic inflammation (IL-6) was also
related to the degree of endothelial dysfunction.314 Finally,
the most compelling evidence for rapid impairment in nitric
oxide bioavailability being directly involved in the origin of
PM-induced endothelial dysfunction was demonstrated re-
cently. Both fine-PM and UFM inhalation for only a few
hours in normal rats blunted agonist-stimulated nitric oxide
production within the microvasculature, measured by direct
electrochemical sensors, concomitant with an observed im-
pairment in vasomotor relaxation. Inhibition of myeloperox-
idase or NADP(H) oxidase partially restored normal nitric
oxide bioavailability and endothelial function, which suggests
a role of activation of these endogenous radical-generating
enzymes in this biological response.363

Potentially relevant adverse vascular effects of nonparticu-
late PM components should not be discounted. There may
also exist some synergy between vapor phase, gas, and
particle constituents in relation to instigation of cardiovascu-
lar responses. Recently,364 it was demonstrated in apoE�/�

mice that whole gasoline engine exhaust over 1 or 7 days
increased vascular messenger ribonucleic acid expression of
matrix metalloproteinase (MMP)-2 and MMP-9. Levels of
ET-1 and ROS were similarly increased. The vascular ROS
and MMP-2 elevations were attenuated by tempol. Endothe-
lial receptor antagonism ameliorated the vascular expression
of MMP-2, MMP-9, and ROS. In separate experiments,
diesel exhaust exposure to rats for 5 hours augmented
ET-induced vasoconstriction, potentially via a blunting of
ET-B–induced nitric oxide release.365 The findings suggest
that exposure to a fresh mixture of PM, gases, and vapors may
play a role in rapidly triggering atherosclerotic plaque vul-
nerability via ROS and ET-dependent upregulation of MMP
levels.

Some studies suggest that predisposed animals may be
more susceptible to air pollution–mediated vascular dysfunc-
tion. Diesel exhaust particles delivered by intraperitoneal
injection impaired nitric oxide–dependent vasodilation only
in apoE�/� mice with atherosclerosis and not in healthy
control animals.366 Aortas from prediabetic rats were found to
be more susceptible to repeated exposures to oil combustion

particles in causing noradrenergic-mediated constriction and
impaired endothelium-dependent vasodilation.367

Taken together, the available studies suggest that short-
and long-term particle exposures (including PM10, PM2.5, and
UFP) can impair conduit and resistance arterial endothelium-
dependent vasodilation. Chronic exposures have been shown
to be capable of promoting atherosclerosis progression and
enhancing plaque vulnerability. The underlying mechanisms
likely involve vascular sequelae of systemic inflammation
(due to interactions with innate immune cells and cytokines)
or exaggerated oxidative stress pathways. Excess vascular
ROS and inflammation will impair endogenous vasodilator
bioavailability (eg, nitric oxide), enhance vasoconstrictor
tone (eg, ET), and chronically activate multiple intracellular
pathways that promote atherosclerosis.368–370

Heart Rate Variability
Some of the earliest indications of systemic effects of PM
came from ECG studies in rats.371 In general, reductions in
several measures of HRV have been shown.372–376 Most of the
recent research has focused on exploring the roles of suscep-
tibility and exposure characteristics. Decreases in heart rate
and HRV indices have been reported to be pronounced in
senescent mice, which indicates that aging may be a suscep-
tibility factor.353 Using an anesthetized model of postinfarc-
tion myocardium sensitivity, Wellenius and colleagues377 did
not demonstrate an effect of 1 hour of CAP exposure on heart
rate or spontaneous ventricular arrhythmias. In contrast, in a
post-MI heart failure model in Sprague-Dawley rats, diesel
exhaust emissions reduced HRV in both healthy and heart
failure groups and increased the incidence of premature
ventricular contractions. Studies in mice have also indicated a
potential role for transition metals and nickel in HRV
alterations376 and provide initial clues on the PM components
that could influence autonomic tone.48

Some beginning insight into the neural pathways involved
has been reported recently. PM-induced ECG changes in rats
were shown to be prevented by inhibiting the transient
receptor potential vanilloid receptor in the lungs. This sug-
gests that the relevant neural mechanism that leads to alter-
ations in HRV or heart rhythm may be induced by activation
of receptor-mediated autonomic reflexes in the lung.335 Cir-
culating particle constituents or inflammatory mediators in-
teracting with myocardial ion channels or electrophysiology
did not appear to be a pertinent mechanism, at least in these
studies.335 However, it is unknown whether similar mecha-
nisms can account for the HRV changes observed in humans,
and a more detailed understanding of the anatomic pathways
involved is required. Finally, it remains unclear whether the
changes in cardiac HRV are actually caused by or merely
illustrate an underlying alteration in ANS balance. Experi-
ments that clearly define the direct contribution of sympa-
thetic and parasympathetic nervous system activities (eg,
microneurography, norepinephrine spillover rates, or auto-
nomic receptor or ganglionic blockade) are needed.

MI and Arrhythmia
PM exposure can increase experimental infarct size and
potentiate myocardial ischemia and arrhythmias in experi-
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mental MI models. Relatively high concentrations of intra-
tracheal UFP instillation induced pulmonary inflammation
and doubled MI size in mice.358 Conscious dogs exposed to
fine CAP for several days experienced greater ST-segment
changes during transient coronary artery occlusion.378 These
studies suggested that particulate-related changes in myocar-
dial blood flow may be responsible, a hypothesis recently
supported by experiments in chronically instrumented dogs
exposed to fine CAP before transient occlusion of the left
anterior descending artery. PM exposure was associated with
a small but significant decrease in total myocardial flow,
especially in the ischemic zone, and increases in coronary
vascular resistance without an alteration in rate-pressure
product.379 The abnormalities were inversely related to PM
mass, particle number, and black carbon concentration.

Exposure to residual oil fly ash increases arrhythmia
frequency in rats with preexisting premature ventricular
complexes, which suggests that PM sensitizes ischemic
myocardium to abnormal automaticity372; however, CAP had
no effect in rats.380 Nevertheless, the data suggest that PM
exposure may potentially be capable increasing the sensitivity
of the myocardium to ischemia, likely by impairing myocar-
dial blood flow and perfusion. In theory, this could play a role
in enhancing the propensity for ventricular arrhythmias.

Insulin Resistance
Recently, Sun et al319 exposed C57BL/6 mice fed high-fat
chow to fine CAP or filtered air for 24 weeks. Mice exposed
to PM2.5 exhibited marked worsening of whole-body insulin
resistance, systemic inflammation (increased IL-6 and TNF-
�), and higher levels of adipokines, such as resistin and
plasminogen activator inhibitor-1. PM2.5 increased visceral
adiposity and inflammation (F4/80� cells), with stromal
vascular cells expressing higher TNF-� and IL-6 and lower
IL-10 levels. Exposure also induced insulin-signaling abnor-
malities and reduced phosphorylation of Akt and endothelial
nitric oxide synthase in aortic tissue, accompanied by abnor-
malities in vascular relaxation to insulin. Additionally, there
was evidence that PM2.5 exaggerated adhesion of monocytes
in mesenteric microvessels, culminating in accumulation in
visceral adipose. These intriguing findings suggest that
longer-term exposure to PM air pollution may promote the
chronic development of insulin resistance, obesity, and the
metabolic syndrome.

Controlled-Exposure Studies in Humans
Several new human exposure studies have been published, a
few of which have even included patients with CVD or risk
factors. Similar to the animal studies, large variations among
the exposure protocols, measured outcomes, and subject
susceptibilities likely explain much of the differences among
findings and must be considered when interpreting the results.

Systemic Inflammation
Controlled human exposure studies have measured the effects on
circulating inflammatory markers such as CRP, IL-6, and
TNF-�. In many of these single-episode short-term exposures,

no overt changes in plasma cytokine levels were observed after
CAP381–383 or diesel exhaust.345,384–386 Similarly, CRP levels
have not consistently been found to increase in the time frame
and context of most of these studies.313,384–386

However, there have also been some positive findings.
Increases in IL-6313 and TNF-� 24 hours after exposure to
diesel exhaust in healthy adults have been reported. High
levels of ambient particles can stimulate the bone marrow to
enhance the release of neutrophils, band cells, and monocytes
into the circulation, which causes a cellular inflammatory
response.387,388 Some controlled-exposure studies corroborate
the existence of a cellular proinflammatory response that
manifests as increases in circulating white blood cell or
immune cell counts. In 1 study, increased peripheral ba-
sophils in healthy older adults were noted 4 hours after a
2-hour exposure to fine CAP.389 In a similar study, increased
white blood cell counts were observed in healthy young
adults 12 hours after exposure.381 Recently, investigators
observed an increased in total white blood cell and neutrophil
levels immediately after a 2-hour exposure to CAP in
downtown Toronto, Ontario, Canada.390 Conversely, de-
creases in blood monocytes, basophils, eosinophils, and
CD54 and CD18 adhesion molecule expression on monocytes
after exposure to ultrafine carbon (10 to 50 �g/m3) among
exercising asthmatic individuals and healthy adults have also
been reported.391 The authors suggested in the latter study
that these results may represent the sequestration of these
cells in tissue compartments such as the lung or vasculature,
where there may be selective expression of the corresponding
receptors for these ligands.362 However, other recent human
clinical studies have found no association between peripheral
blood cell counts and exposure to fine PM or UFPs such as
zinc oxide,392 ultrafine carbon,393 or diesel exhaust.313,384,385

More subtle, yet physiologically relevant or functional
proinflammatory changes may be overlooked by the measure-
ment of circulating cytokines or cell counts alone in human
studies. Peretz et al394 recently evaluated gene expression
using an expression array in monocytes after 2 hours of
exposure to diesel exhaust. Although initially a small study,
10 genes involved in the inflammatory response were mod-
ulated in response to exposure (8 upregulated, 2 downregu-
lated). These findings will need to be reproduced in larger
studies and raise the possibility that functional changes in
inflammatory cells may occur without discernible changes in
their levels in the peripheral circulation.394

In sum, the findings from controlled human exposures do
not demonstrate a robust inflammatory response; however,
they have been limited by the fact that they are, by necessity,
of short duration and relatively low concentration. Addition-
ally, the results do not preclude an effect of higher exposures,
the presence of more subtle responses, or alterations in other
cellular inflammatory pathways not measurable by circulat-
ing markers.

Systemic Oxidative Stress
The demonstration of systemic oxidative stress is difficult in
human studies. Nonetheless, a few studies have reported
positive findings. These include an increase in urinary excre-
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tion of free 8-iso-prostaglandin-2� among healthy adults after
a 4-hour exposure to concentrated wood smoke395 and an
increase in plasma antioxidant capacity 24 hours after a
1-hour exposure to diesel exhaust in a group of healthy
volunteers.313 The investigators speculated that systemic ox-
idative stress after exposure may have been responsible for
this upregulation in antioxidant defense.313 Other investiga-
tors394 have observed significant differences in expression of
genes involved in oxidative stress pathways due to diesel
exhaust exposure. Bräuner et al167 recently investigated the
effect of ultrafine traffic particles on oxidative stress–induced
damage to DNA in healthy young adults exposed to low
concentrations of ambient urban particles (PM2.5 and PM10–2.5

mass of 9.7 and 12.6 �g/m3, respectively) in an exposure
chamber above a busy road with high traffic density. The
authors observed increased levels of DNA strand breaks and
formamidopyrimidine-DNA glycosylase sites in monocytes
after exposure to PM but no changes in the DNA repair
enzyme 7,8-dihydro-8-oxoguanine-DNA glycosylase. Simi-
lar to their previous findings with ambient levels,168 the
results suggest that short-term exposure to UFPs may result in
damage to DNA. This may occur through oxidative stress
pathways, although there was no increase in messenger
ribonucleic acid levels in heme oxygenase-1, a gene known to
be regulated by Nrf2, a transcription factor regulated by
oxidative stress.396 Moreover, more recent observations by
the same investigators failed to demonstrate significant bi-
omarker signals for lipid or protein oxidative damage after
similar near-roadway exposures.178 Although not entirely
consistent, the available studies demonstrate that acute expo-
sure to PM, perhaps even at ambient levels, may be capable
of inducing acute systemic oxidative stress in human subjects
under certain circumstances. The assays used to assess the
footprint of systemic “oxidative stress” or damage may also
play a significant role in the results.

Thrombosis and Coagulation
Several new studies of controlled human exposure have
evaluated the effects of PM on hemostatic markers (eg, factor
VII, fibrinogen, platelet count, D-dimer, and von Willebrand
factor). Although some of these studies have not observed
changes after acute exposures,392 others have reported in-
creases in fibrinogen levels at 8 to 24 hours after exposure to
CAP.381,397 Mills and colleagues384,385 recently demonstrated
a significant effect of diesel exhaust on fibrinolytic function
in response to intermittent exercise both in healthy men and
in men with coronary heart disease. In both groups of
volunteers, bradykinin-induced release of tissue plasminogen
activator was observed to decrease compared with filtered air
at 6 hours after exposure to diesel exhaust. These perturba-
tions in tissue plasminogen activator release did not persist 24
hours after exposure.313 In a randomized, controlled crossover
study involving “at-risk” metabolic syndrome patients, no
changes in plasminogen activator inhibitor-1 were noted over
a 24-hour duration; paradoxically, a decrease in von Wille-
brand factor was noted in this study.398 In a similar experi-
ment conducted in healthy adults, diesel exhaust had no effect
on D-dimer, von Willebrand factor, CRP, or platelet counts

compared with filtered air up to 22 hours after exposure.386

Other investigators395 recently evaluated the effect of wood
smoke on markers of coagulation, inflammation, and lipid
peroxidation in young healthy subjects. Serum amyloid A and
the ratio of factor VIII to von Willebrand factor, an indicator
of an increased risk of venous thromboembolism, were
increased at 4 hours after exposure.395 Samet et al383 reported
an association between various coagulation markers and
exposure to ultrafine, fine, and thoracic coarse CAP among
healthy young adults. Although exposure to coarse CAP did
not result in significant changes in hemostatic variables, the
overall trend suggested a prothrombotic effect. Exposure to
UFPs increased D-dimer levels, whereas fine-CAP effects
tended to increase fibrinogen, similar to previously reported
findings.381

The measurement of blood levels of coagulation factors or
biomarkers of thrombosis could potentially miss a relevant
biological effect at the vascular wall. Recently, ex vivo
thrombus formation was assessed by use of the Badimon
chamber after controlled exposures to dilute diesel exhaust in
healthy volunteers.399 This protocol measures thrombus for-
mation in native (nonanticoagulated) whole blood triggered
by exposure to a physiologically relevant substrate, under
flow conditions that mimic those found in diseased coronary
arteries. It may therefore provide a superior estimate of actual
in vivo conditions related to thrombosis potential. Interest-
ingly, dilute diesel exhaust exposure increased thrombus
formation within 2 hours, in association with increased
platelet activation (ie, increased circulating platelet-monocyte
aggregates and soluble CD40 ligand). Taken together, these
new studies have provided additional evidence that short-
term exposure to PM at near-ambient levels may have small
yet potentially significant effects on hemostasis in humans.
Whether direct interactions of circulating PM constituents
with platelets, activation of platelets due to lung inflammation
or secondary to elevated systemic cytokine levels, or an
increase in procoagulant factors (eg, fibrinogen) as an acute-
phase response to inflammation (or a combination of these
pathways) is responsible warrants attention in future studies.

Arterial BP
Although several studies have evaluated the BP response to
acute exposures, many inconsistencies in results have been
reported.400 This must be considered in the context that BP
was not the primary outcome of interest in most studies, nor
was it typically assessed with adequate sophistication. In one
of the earliest studies, PM2.5 increased systolic BP in healthy
subjects but decreased it in asthmatic individuals.401 Three
other controlled studies did not report changes among healthy
adults.345,402,403 However, in a more detailed reanalysis of the
changes in BP during the actual period of exposure to CAP
plus ozone, Urch et al404 found a significant increase in
diastolic BP of 6 mm Hg. The magnitude of response was
associated with the concentration of organic carbon within
PM2.5.405 Recent follow-up studies redemonstrated an acute
prohypertensive response during the inhalation of CAP in 2
separate cities.390 The PM2.5 mass during exposure and
decreases in several HRV metrics were associated with the
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magnitude of the short-lived diastolic BP elevation. This
suggested that the most plausible mechanism for this acute
response was CAP-induced ANS imbalance that favored
sympathetic over parasympathetic cardiovascular tone.
Whether this reaction occurred because of a generalized
stress response, as a consequence of specific soluble PM
constituents directly altering central nervous system activity,
or via altered ANS reflex arcs due to the interaction of inhaled
particles with lung receptors/nerve endings remains to be
elucidated.

The effect of inhaled particulates on BP has also been
investigated in several other recent controlled human expo-
sure studies. Two new studies assessed BP changes after a
1-hour exposure to diesel exhaust. Mills et al384 found a
6-mm Hg increase in diastolic BP 2 hours after exposure,
which was of marginal statistical significance (P�0.08);
however, this trend did not persist for 24 hours,384 nor was it
found among patients with coronary artery disease.385 The
available data to date suggest that short-term exposure to
PM2.5 or diesel exhaust is capable in certain circumstances of
rapidly raising BP. The most consistent and largest effects
were seen concomitant with the inhalation of particles. Thus
far, the most likely mechanism for such rapid hemodynamic
responses appears to be ANS imbalance. However, it is
possible that reductions in nitric oxide bioavailability that
modulate basal arterial tone toward vasoconstriction or
increases in ET among other hemodynamically active
molecules (eg, angiotensin II) also play a role in some
circumstances.

Vascular Dysfunction
The first controlled human exposure study related to vascular
function reported that CAP plus ozone exposure caused acute
conduit arterial vasoconstriction in healthy adults.1 Endothe-
lium-dependent and -independent vasodilation remained in-
tact. Recent follow-up experiments determined that PM2.5,
not ozone, was responsible for the adverse vascular effects.
However, in these subsequent and larger experiments, fine-
CAP exposure did prove capable of diminishing conduit
artery endothelium-dependent vasodilation 24 hours (but not
immediately) after exposure.390 Postexposure PM2.5 mass and
TNF-� level were both associated with the degree of endo-
thelial dysfunction, which suggests that systemic inflamma-
tion induced by higher levels of particles was likely respon-
sible. Finally, the CAP-induced endothelial dysfunction
occurred during exposures in Toronto, Canada, but not Ann
Arbor, Mich, which suggests that the composition of the
particles is probably an important determinant of the vascular
responses.

An acute alteration in vascular function/tone after short-
term controlled PM air pollution exposure was corroborated
recently.406 In 27 adults (10 healthy adults and 17 with the
metabolic syndrome), a 2-hour exposure to dilute diesel
exhaust caused a dose-dependent constriction of the brachial
artery and elevation in plasma ET level without impairing
endothelium-dependent vasodilation. Contrary to the hypoth-
esis that metabolic syndrome patients would show greater
effects, vasoconstriction was greater in magnitude among the

healthy participants. In an additional study, 2-hour exposure
to UFPs composed of elemental carbon impaired peak fore-
arm blood flow response to ischemia 3.5 hours later. There
were no other vascular changes or alterations at other time
points. BP was also not affected.407

Several recent studies have also shown that dilute diesel
exhaust can impair peripheral resistance vessel responses to
acetylcholine, bradykinin, and nitroprusside 6 hours after
exposure.384 The blunted responses to acetylcholine persisted
for 24 hours in healthy adults.313 In contrast, bradykinin and
sodium nitroprusside–mediated vasodilation and bradykinin-
induced acute plasma tissue plasminogen activator release
were not altered 24 hours later. In subsequent studies, patients
with stable coronary artery disease exposed to dilute diesel
exhaust for 1 hour during intermittent exercise demonstrated
reduced bradykinin-mediated tissue plasminogen activator
release; however, microvascular endothelial function was not
impaired.385 This may be related to some degree of preexist-
ing endothelial dysfunction in these patients. However,
exercise-induced ST-segment depression and ischemic bur-
den were significantly greater during diesel compared with
filtered air exposure. These important findings experimen-
tally highlight that PM air pollution exposure can trigger, or
augment existing, myocardial ischemia extremely rapidly (in
fact, concomitant with exposure). Reduced coronary flow
reserve (that was not observed or resolved at the time of the
postexposure brachial artery studies) due to rapid alterations
in coronary microvascular function may have contributed
to the acute myocardial ischemia. Alternatively, acute
ANS imbalance induced by diesel exhaust inhalation may
have acutely altered coronary tone and impaired myocar-
dial perfusion.

In a study that exposed healthy young adults to 100 �g/m3

of diesel exhaust for 2 hours,364 it was recently demonstrated
that this air pollution mixture acutely raised plasma ET-1 and
MMP-9 expression and activity within 30 minutes. These
results corroborate the animal data that even short-term
exposures can rapidly alter factors, such as MMP activity,
that are mechanistically linked with causing atherosclerotic
plaque disruption (and thus acute MI). The increase in ET
levels also corroborates previous studies406 that showed that
diesel exhaust can acutely affect important endogenous reg-
ulators of vasomotor tone.

Controlled air pollution exposures have not always been
shown to impair endothelial function or vasomotor tone.
Despite an increase in exhaled 8-isoprostane concentrations
that suggested pulmonary oxidative stress, fine CAP did not
affect brachial flow–mediated dilation or basal diameter in
northern Scotland exposures.382 However, the PM2,5 con-
sisted of relatively inert ambient sea-salt particles and was
extremely low in combustion-derived sources. This is in
contrast to the particle chemistry in the investigators’ previ-
ous diesel exposure studies that showed positive find-
ings.408,409 Moreover, 24-hour exposure to ambient pollution
shunted into a chamber next to a busy street did not impair
microvascular endothelial function in 29 healthy subjects, as
assessed by digital tonometry.178 This exposure to near-
roadway ambient air, which consisted of ambient UFP and
PM2.5, did not alter biomarkers of inflammation, hemostasis,
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or protein and lipid oxidation. The authors speculated that the
relatively low concentrations of UFP numbers and PM mass
or the young, healthy status of the subjects could explain the
null findings. Taken together, these studies suggest that brief
PM exposure can trigger conduit arterial vasoconstriction,
possibly in relation to increased ET activity or augmented
sympathetic ANS tone. Under certain circumstances, conduit
and resistance arteriole endothelium-dependent vasodilation
can also be impaired within a few hours. This abnormality is
more likely due to reduced nitric oxide bioavailability as a
consequence of systemic proinflammatory and oxidative
responses; however, alternative mechanisms and endogenous
vasoactive pathways have not been fully explored. It is also
apparent that the composition, source, and concentration of
pollution, along with the susceptibility of the human subjects,
play important roles in determining the vascular effects of
acute air pollution exposure.

Heart Rate Variability
The results of several new controlled human exposure studies
provide limited evidence to suggest that acute exposure to
near-ambient levels of PM may be associated with small
changes in HRV. There are at least 4 studies to support this.
In the first study, healthy elderly individuals experienced
significant decreases in HRV immediately after exposure.233

Some of these changes persisted for at least 24 hours. Gong
et al410 studied healthy and asthmatic adults exposed to coarse
CAPs with intermittent exercise. HRV was not affected
immediately after the exposure but decreased in both groups
at 4 and 22 hours after the end of the exposure; greater
responses were observed in nonasthmatic individuals.410 In
another study, healthy elderly subjects and patients with
chronic obstructive pulmonary disease were exposed to ap-
proximately 200 �g/m3 CAP and filtered air for 2 hours with
intermittent mild exercise. HRV over multihour intervals was
lower after CAP than after filtered air in healthy elderly
subjects but not in subjects with lung disease. A significant
negative effect of CAP on ectopic heartbeats during or after
CAP exposure relative to filtered air was noted in the healthy
subjects, whereas the group with pulmonary disease experi-
enced an improvement during or after CAP relative to filtered
air.389 Other investigators recently compared the effects of
2-hour exposures with intermittent exercise to ultrafine (av-
erage concentration 47 �g/m3), fine (average concentration
120 �g/m3), and coarse (average concentration 89 �g/m3)
CAP among healthy subjects.383 In both the ultrafine and
coarse studies, a crossover design was used in which each
subject was exposed to both PM and filtered air. In the case
of the fine-PM study, subjects did not serve as their own
control but were exposed to either PM or filtered air. Thoracic
coarse fraction CAP produced a statistically significant de-
crease in the standard deviation of normal-to-normal heart
rate 20 hours after exposure compared with filtered air. No
statistically significant effects on HRV were observed after
exposure to UFPs as measured during controlled 5-minute
intervals. However, the authors did observe a significant
decrease in the standard deviation of normal-to-normal heart
rate after exposure to UFPs based on an analysis of the

24-hour measurements. No differences were reported in HRV
with fine-PM exposures. Although some controlled-exposure
studies have reported either no acute changes390 or, on
occasion, increases in HRV metrics in subsets of individu-
als,208,393,401 these studies generally demonstrate that acute
PM exposure is capable of reducing HRV. More consistent
reductions have been found among older adults (compared
with younger subjects or those with lung diseases, who show
mixed responses) and perhaps with exposures to larger parti-
cles.233,389 Whether pulmonary ANS reflex arcs are activated by
the deposition of PM within the lung or whether other pathways
are responsible for these physiological changes in human expo-
sure studies requires more investigation.

Evidence Summary and Contextual Framework for
Biological Mechanisms
Table 7 provides an outline of the level of evidence support-
ing the generalized intermediary pathways and specific mech-
anisms whereby PM exposures can be capable of eliciting

Table 7. Summary of Level of Evidence Supporting Global
Biological Pathways and Specific Mechanisms Whereby PM2.5,
Traffic-Related, or Combustion-Related Air Pollution Exposure
Can Affect the Cardiovascular System

Animal Studies Human Studies

General “intermediary”
pathways whereby PM
inhalation can instigate
extrapulmonary effects on
the cardiovascular system

Pathway 1: Instigation of
systemic proinflammatory
responses

111 111

Pathway 2: Alterations in
systemic ANS
balance/activity

1 11

Pathway 3: PM and/or
associated constituents
directly reaching the
systemic circulation

1 1

Specific biological
mechanisms directly
responsible for triggering
cardiovascular events

Vascular dysfunction or
vasoconstriction

111 11

Enhanced thrombosis or
coagulation potential

11 11

Elevated arterial BP 11 11

Enhanced atherosclerosis
or plaque vulnerability

11 1

Arrhythmias 1 1

The arrows are not indicators of the relative size of the association but
represent a qualitative assessment based on the consensus of the writing
group of the strength of the mechanistic evidence based on the number and/or
quality, as well as the consistency, of the relevant studies.
111 Indicates strong overall mechanistic evidence.
11 Indicates moderate overall mechanistic evidence.
1 Indicates some but limited or weak available mechanistic evidence.
Blank indicates lack of evidence.
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cardiovascular events. At the molecular level, oxidative stress
as a critically important cause and consequence of PM-
mediated cardiovascular effects has a sound experimental
basis.261,290b,294,319,333,334,345–349,351,361–364,411 At the integrated
physiological level, the collective body of evidence continues
to support the existence of 3 general pathways (Figure 3).
Some of these responses, such as systemic inflammation (via
pathway 1), likely require antecedent pulmonary oxidative
stress or inflammation in order to be initiated. Others,
including ANS imbalance (via pathway 2) and PM or its
constituents reaching the systemic circulation (via pathway
3), may not. Although PM-associated metals412 and certain
UFPs261,413–415 might be capable of translocating into the
blood stream, some studies have been negative in this
regard.355,416 Many issues related to this pathway are contro-
versial and require resolution.416 These include the relevance
of the dosages delivered to cardiovascular organs, the conse-
quences of particle constituent modifications after interac-
tions with lung tissue/fluids and plasma components, the
means of transport within the circulation (eg, protein bound
or within cells),417 and the time course and ultimate sites of
PM sequestration. It is also possible that increases in some
vasoactive mediators or molecules with adverse effects on
cardiovascular tissue, such as ET-1,351–354 may occur in the
lung and systemic circulation without the need for antecedent
lung inflammation. Moreover, the 3 general pathways repre-
sent a simplification of complicated biological processes.
They may not be mutually exclusive, may overlap tempo-
rally, and likely exhibit synergies in causing manifest cardio-
vascular disease events. Many of the biological pathways are
also known to exhibit mutual interactions (eg, inflammation
with thrombosis/coagulation and with autonomic function).
The pathways are also likely to be principally active at
differing time points (eg, more rapid cardiovascular effects of
autonomic imbalance than systemic inflammation) and likely
vary in importance in relation to different durations of
exposure and in causing different cardiovascular sequelae.
The chemical characteristics and sizes of inhaled PM may
also determine the pathways activated. As opposed to UFPs
or some particulate components or chemicals, larger fine and
coarse PM are not likely transported into the circulation to
any large degree and therefore are more apt to require
intermediary pathways to cause extrapulmonary effects. It
may also be that surface-bound components may be delivered
into the circulation, whereas larger particles themselves serve
as a means to deliver the responsible constituent into the
pulmonary tree.

The hyperacute physiological responses that occur minutes
to hours after PM inhalation are likely mediated principally
via pathways 2 and 3. These include ANS-mediated changes
(eg, elevated BP, arrhythmias, and vasoconstriction), along
with direct effects of circulating PM constituents on platelets
(eg, procoagulant and thrombotic changes) and the endothe-
lium (eg, oxidative stress and vasoconstriction). These re-
sponses are liable to be the dominant mechanisms responsible
for the actual triggering of acute cardiovascular events.
Clinically meaningful effects undoubtedly become manifest
only in the context of a susceptible patient, typified by the
individual with “vulnerable plaque” in the case of acute

coronary syndromes or strokes, “vulnerable myocardium” in
the context of arrhythmias, or the “vulnerable circulation” in
the context of a heart failure patient at risk for circulatory
overload. On the other hand, the biological consequences of
systemic inflammation, such as activated white cells and
elevated cytokines (via pathway 1), typically require longer
periods. Their penultimate effect is the induction of a chronic
underlying vulnerable milieu that leads to atherosclerotic
plaque vulnerability, enhanced coagulation/thrombotic and
arrhythmia potential, and impaired basal vasomotor balance.
These actions thereby predispose individuals for future car-
diovascular events, particularly when they occur in conjunc-
tion with traditional risk factors or prompt susceptibility to
the acute biological actions (via pathways 2 and 3) of later air
pollution exposures.

This hypothetical segregation of the biological effects of
PM exposure as acute or chronic and into the broad pathways
is artificial. It is useful in the broad context of understanding
potential pathways; however, there is no doubt a large degree
of overlap among the mechanisms and the timing of physio-
logical responses. This is most aptly conveyed as the influ-
ence of “acute on chronic” actions of exposure. For example,
the activation of circulating platelets by the pulmonary
deposition of particles or lung inflammation (eg, by P-
selectin–dependent pathways, histamine, or IL-6) could oc-
cur within hours and more rapidly than typical of the other
consequences of inflammation (eg, progression of atheroscle-
rosis). In the presence of a vulnerable or eroded coronary
plaque due to long-term air pollution exposure, this sudden
prothrombotic tendency could instigate an acute ischemic
event (alone or in conjunction with other effects of short-term
PM exposure via pathways 2 and 3). Furthermore, the
epidemiological cohort studies demonstrate a larger relative
risk for increased cardiovascular-related mortality than for
morbidity.72,73,227,274 If this is a true biological response and
not simply a statistical phenomenon or a shortcoming of the
available data, it not only suggests that exposures are capable
of triggering acute cardiovascular events but that PM air
pollution may also exaggerate their severity even if they
would have otherwise occurred for reasons unrelated to air
pollution. Therefore, exposure to PM could also be respon-
sible for promoting fatal over nonfatal events.

Conclusions and Recommendations
A wide array of new studies that range from epidemiology to
molecular and toxicological experiments have provided ad-
ditional persuasive evidence that present-day levels of air
pollutants contribute to cardiovascular morbidity and mortal-
ity. Although not unexpected given the numerous and hetero-
geneous nature of the published studies, all findings related to
every single cardiovascular end point have not been consis-
tent. However, the overall weight of scientific evidence now
supports several new conclusions since the 2004 statement.
These consensus points are given below by the AHA writing
group after considering the strength, consistency, and coher-
ence of the epidemiological findings, as well as in the context
of evaluating the extent of the studies that provided related
mechanistic support.
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● The preponderance of findings indicate that short-term
exposure to PM2.5 over a period of a few hours to weeks
can trigger CVD-related mortality and nonfatal events,
including myocardial ischemia and MIs, heart failure,
arrhythmias, and strokes.

● The increase in risk for acute PM2.5-associated cardiovas-
cular morbidity and mortality is principally among suscep-
tible, but not necessarily critically ill, individuals. Several
studies suggest that susceptible individuals at greater risk
may include the elderly, patients with preexisting coronary
artery disease, and perhaps those with diabetes. Recent data
suggest that women and obese individuals might also be at
higher risk.

● Most studies support the idea that longer-term PM2.5

exposures increase the risk for cardiovascular mortality to
an even greater extent than short-term exposures. Because
most studies have focused on mortality data, the effect of
long-term exposures on nonfatal cardiovascular events is
less consistent and requires more investigation.

● The PM2.5 concentration–cardiovascular risk relationships
for both short- and long-term exposures appear to be
monotonic, extending below 15 �g/m3 (the 2006 annual
NAAQS level) without a discernable “safe” threshold.

● Long-term exposure to elevated concentrations of ambient
PM2.5 at levels encountered in the present-day environment
(ie, any increase by 10 �g/m3) reduces life expectancy
within a population probably by several months to a few
years. Given that PM2.5 is most strongly associated with
cardiovascular deaths in the cohort studies, the reduced life
expectancy is most likely predominantly due to excess
cardiovascular mortality.

● The available studies are suggestive that reductions in PM
levels decrease cardiovascular mortality within a time
frame as short as a few years.

● Many potential biological mechanisms exist whereby PM
exposure could exacerbate existing CVDs and trigger acute
cardiovascular events (over the short term) and instigate or
accelerate chronic CVDs (over the long run). Experimental
support is increasingly strong for several mechanisms,
which lends biological plausibility for the epidemiological
findings.

● The existing evidence suggests that PM air pollution is
capable of augmenting the development and progression of
atherosclerosis. There is some support for a potential effect
on several other chronic CVDs, including hypertension,
heart failure, and diabetes.

● Most recent studies support the conclusion that the overall
absolute risk for mortality due to PM exposure is greater
for cardiovascular than pulmonary diseases after both
short- and long-term exposures.

There are several additional areas worthy of highlighting in
which the study results are reasonably consistent but in which
the writing group believed further research was required to
formulate firm conclusions.

● Although there is only limited epidemiological evidence
directly linking UFPs with cardiovascular health prob-
lems,262 the toxicological and experimental exposure evi-

dence is suggestive that this size fraction may pose a
particularly high risk to the cardiovascular system. The
likelihood of health effects and the causal pathways medi-
ated specifically by UFP exposure have been debated
among experts recently.418 Future research may help to
more fully elucidate whether particles within the ultrafine
size range (0.001 to 0.1 �m) and/or their constituents are
more harmful to the cardiovascular system or pose a
relatively greater cardiovascular risk than particles between
0.1 and 2.5 �m in diameter.

● Similarly, many studies have found a strong association
between metrics of traffic-related air pollution exposure
and elevated cardiovascular risk. Whether this represents
the harmful effects of UFPs or diesel exhaust particulates,
major components of the traffic mixture, or other pollution
components is unclear. Diesel and UFPs possess toxic
properties that instigate harmful biological responses in
experimental models. However, the particle size fraction(s)
and roles played by other copollutants (gases, VOCs,
SVOCs) within the traffic-related mixture have not been
fully elucidated. Nevertheless, traffic-related pollution as a
whole appears to be a specific source associated with
cardiovascular risk. It likely poses a major public health
burden, regardless of a putative higher toxicity, because of
the commonness of exposure in modern society (eg, ac-
counting for �60% of daily UFP exposure; http://
www.catf.us/projects/diesel/).

● The importance of other specific sources, regional differ-
ences in pollution composition, and other specific constit-
uents remains less clear. However, toxicological studies
have identified several transition metals (eg, iron, vana-
dium, nickel, copper, and zinc), organic carbon species,
semiquinones, and endotoxin as specific PM-related com-
ponents capable of prompting oxidative stress and inflam-
mation and thus likely imparting biological harm. Some
source-apportionment studies also demonstrate that atten-
tion should be given to these compounds as being among
the most likely mediators of clinical CVD. More studies are
required in this regard to clarify this issue and to better
define these and other potentially responsible constituents
and sources.

● Although the focus of the present statement is on PM, we
recognize that other air pollutants may also pose cardio-
vascular risk alone or in conjunction with fine-particle
exposure. In this context, we believe additional research is
necessary to make firm conclusions regarding the indepen-
dent cardiovascular risks posed by several gaseous pollut-
ants (eg, ozone and NO2). Although ozone has been linked
to increased cardiopulmonary mortality,50 strokes,126 and
MIs419 in some short-term studies, long-term exposure was
not associated with cardiovascular mortality after account-
ing for PM in a recent analysis.87 The recent finding that
small changes in low levels of ambient carbon monoxide
concentrations are related to cardiovascular hospitaliza-
tions also merits further exploration.420

● Several secondary aerosols (eg, nitrate and sulfate) are
often associated with cardiovascular mortality; however,
whether these compounds are directly harmful or are
surrogate markers of toxic sources of exposure requires

2364 Circulation June 1, 2010

 by guest on July 24, 2011http://circ.ahajournals.org/Downloaded from 

http://circ.ahajournals.org/


more investigation. Similarly, the current literature re-
garding the independent cardiovascular risks posed by
coarse particles is mixed, with most recent findings not
supporting an association after accounting for the effects
of PM2.5.43,72,104

● Several recent cohort studies and intermediate end-point
experiments suggest that obese individuals (and/or those
with the metabolic syndrome) may be a susceptible popu-
lation at greater risk for cardiovascular events due to PM2.5

exposure. This is a tremendously important public health
issue to corroborate because of the enormous and growing
prevalence of obesity worldwide.

This updated review by the AHA writing group corroborates
and strengthens the conclusions of the initial scientific state-
ment. In this context, we agree with the concept and continue
to support measures based on scientific evidence, such as the
US EPA NAAQS, that seek to control PM levels to protect
the public health. Because the evidence reviewed supports
that there is no safe threshold, it appears that public health
benefits would accrue from lowering PM2.5 concentrations
even below present-day annual (15 �g/m3) and 24-hour (35
�g/m3) NAAQS, if feasible, to optimally protect the most
susceptible populations. Evaluations of the effectiveness of
such efforts would be warranted as well. Within the frame-
work of attempting to establish causality between associated
variables in epidemiological studies, there are several gener-
ally accepted “aspects” that have been evaluated (the follow-
ing phrases in italics per the Bradford Hill criteria)421: With
regard to cardiovascular mortality and PM2.5 exposure, there
is a consistent association that satisfies both a temporal and
exposure-response relationship. There is coherence of find-
ings among several fields of science, including toxicology,
human and animal exposures, and different types of epide-
miological studies and time frames of exposure. Rigorous
experiments demonstrate multiple plausible biological mech-
anisms. Finally, natural experiments have confirmed that a
change (ie, reduction) in exposure produces a change (ie,
decrease) in cardiovascular mortality. In this case, specificity
of outcomes and strength of the observation are less pertinent,
because PM exposure could be capable of causing multiple
different types of events (eg, MIs, arrhythmias, and heart
failure exacerbations), and the overall cardiovascular mortal-
ity relative risk posed for any single individual is expected to
be small. Nevertheless, given the ubiquity of exposure, the
overall public health consequences can be substantial and
observable in population- or large cohort–based studies.

It is the opinion of the writing group that the overall
evidence is consistent with a causal relationship between
PM2.5 exposure and cardiovascular morbidity and mortality.
This body of evidence has grown and has been strengthened
substantially since publication of the first AHA scientific
statement.1 At present, no credible alternative explanation
exists. These conclusions of our independent review are
broadly similar to those found in the EPA’s Integrated
Science Assessment for Particulate Matter final report (http://
cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid�216546). In
summary, the AHA writing group deems that PM2.5 exposure

is a “modifiable factor contributing to cardiovascular mor-
bidity and mortality.”

Clinical Recommendations
Several precautionary recommendations can be made for
healthcare providers who interact with individuals who are at
risk for CVDs. Although they have not been clinically tested
or proven to reduce mortality, they are practical and feasible
measures that may help to reduce exposures to air pollution
and therefore potentially lower the associated cardiovascular
risk. Moreover, a recent observational study found that
patient awareness of air quality indices and media alerts along
with health professional advice can significantly affect re-
ported changes in outdoor activity to avoid exposure to air
pollution.422

● Evidence-based appropriate treatment of the traditional
cardiovascular risk factors should be emphasized. This may
also lessen the susceptibility of patients to air pollution
exposures.

● All patients with CVD should be educated about the
cardiovascular risks posed by air pollution.

● Consideration should also be given to educating patients
without CVD but who are at high risk (eg, the elderly,
individuals with the metabolic syndrome or multiple risk
factors, and those with diabetes).

● Part of patient education should include the provision of
information regarding the available sources (local and
national newspapers [USA Today], EPA World Wide Web
site [http://airnow.gov/], and The Weather Channel and its
World Wide Web site [http://www.weather.com/]) that
provide a daily EPA Air Quality Index.

● On the basis of the forecast Air Quality Index, prudent
recommendations for reducing exposure and limiting ac-
tivity should be provided based on the patient’s level of
risk. A list of such recommendations is provided on the
EPA World Wide Web site (http://airnow.gov/). For exam-
ple, when the Air Quality Index for PM is “unhealthy” (151
to 200), then the recommendations are as follows: “People
with heart or lung disease, older adults, and children should
avoid prolonged or heavy exertion. Everyone else should
reduce prolonged or heavy exertion.” The action recom-
mendations are as follows: “You can reduce your exposure
to particles by 1) planning strenuous activity when particle
levels are forecast to be lower, 2) reducing the amount of
time spent at vigorous activity, or 3) choosing a less
strenuous activity (eg, going for a walk instead of a jog).
When particle levels are high outdoors, they also can be
high indoors. Certain filters and room air cleaners are
available that can help reduce particles indoors.”

● Practical recommendations to reduce air pollution expo-
sure should be given to at-risk patients. Although
unproven to reduce cardiovascular events, there are a
number of prudent and feasible measures, including
reducing optional or unnecessary exposures. Additional
measures could include eliminating or reducing nonman-
datory travel to highly polluted regions and avoiding
exposures or outdoor activities (eg, exercising, commut-
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ing) during highly polluted times (eg, rush hours) or in
proximity to major sources of pollution (eg, roadways,
industrial sources). Choosing to exercise indoors with
windows closed and using efficient air conditioning and
filtering systems may be prudent for certain high-risk
patients, particularly during peak pollution periods.
Indeed, not only can central air conditioners reduce the
indoor exposure level to PM from outdoor sources, there
is some evidence that they might reduce the risk for
cardiovascular hospitalizations associated with higher
ambient pollution levels.423 If travel/commutes cannot
be avoided, maintaining optimal car filter systems,
driving with windows closed, and recycling inside ve-
hicle air may help reduce PM exposures (http://www.
catf.us/projects/diesel/).424,425

However, at present, no specific recommendations regarding
the appropriateness of undertaking more aggressive mea-
sures, even those shown to provide some benefits in a few
studies (eg, wearing facemasks, installing PM filters in
households), can be made based on the limited evidence.
Similarly, although measures that decrease long-term PM
exposures may produce even greater cardiovascular health
benefits than the provided recommendations that focus on
reducing short-term exposures, no specific recommendations
(eg, moving to less polluted regions) can be prudently made
at this time given the limited evidence. We acknowledge that
occupational and indoor sources along with secondhand
tobacco smoke are additional significant sources of personal
PM exposures that should be avoided or reduced as much as
possible. Finally, in developing nations, reducing exposure to
indoor cooking sources of PM and air pollution from biomass
combustion is a major issue of concern.426 Additional sug-
gestions are available on the EPA World Wide Web site.

Finally, although the existing evidence supports a causal
relationship between PM2.5 and cardiovascular mortality, we
acknowledge the importance of continued research in areas of
controversy and uncertainty to further understand the full
nature of this issue. Although numerous insights have greatly
enhanced our understanding of the PM-cardiovascular rela-
tionship since the first AHA statement was published,1 the
following list represents broad strategic avenues for future
investigation:

Mechanistic Studies

● Better describe the physiological relevance in humans and
the fundamental details of the mechanisms underlying the
intermediate general mediating pathways (ie, PM or con-
stituent transport into the circulation versus effects of
inflammatory cytokines or activated immune cells versus
ANS imbalance or other pathways) through which PM
inhalation might mediate cardiovascular effects remote
from the site of pulmonary deposition.

● Understand the clinical significance and relative impor-
tance of the observed biological responses (eg, vascular
dysfunction, thrombosis, arrhythmia, ANS imbalance) in
relation to the various causes of PM-mediated cardiovas-
cular morbidity and mortality.

● Examine the efficacy of preventive measures (eg, patient
education) and treatment modalities (eg, statins, antioxi-
dants, fish oil, treatment of traditional risk factors, and
reducing exposures by engineering controls, including
filtration, personal protection via facemasks, or behavior
modification) on cardiovascular health outcomes.

● Investigate the interaction between preexisting traditional
cardiovascular risk factors (eg, diabetes, hypertension) and
PM exposure, as well as the potential of air pollutants to
exacerbate or worsen these risk factors. Determine the
extent to which treatment of such factors (eg, with statins,
aspirin, or angiotensin-converting enzyme inhibitors), es-
pecially among patients with known CVD, may modify the
risk associated with PM exposure.

● Describe the biological effects of acute on top of chronic
exposures (eg, synergistic effects versus reduced susceptibility
to acute exposures due to augmented protective mechanisms).

● Determine the ability of long-term exposure to precipitate
the development of chronic diseases, including clinically
relevant atherosclerosis, hypertension, diabetes, and other
vascular, metabolic, renal, or neurological diseases.

Epidemiological and Exposure Studies

● Expand our knowledge related to the “responsible” PM
pollution constituents (eg, metals, organic compounds,
semiquinones, endotoxin, and VOC and SVOC compounds),
size fractions (eg, UFPs), sources (eg, traffic, power genera-
tion, and biomass combustion), and mixtures of pollutants.

● Investigate the cardiovascular health implications and im-
portance of regional and intracity differences in composi-
tion and combinations of pollutants.

● Better understand the effects of mixtures of ambient
pollutants (ie, potential synergism between PM and gas-
eous or vapor-phase pollutants such as ozone).

● Investigate the feasibility and utility of quantifying risk
coefficients (concentration-response functions) according
to PM source or relevant indices of pollutant mixtures, as a
function of susceptibility (eg, age, preexisting disease),
for reliable application in integrated, multipollutant risk
assessments.

● Investigate the relative importance of various time frames of
exposure in relation to PM causing cardiovascular events,
including the relevance of epochs not well described, such as
ultra-acute peak PM excursions (eg, 1 to 2 hours) and
exposures of intermediate duration (eg, 1 to 12 months).

● Better document the time course and specific cardiovascu-
lar health benefits induced by reductions in PM.

● Better define susceptible individuals or vulnerable
populations.

● Determine whether any “safe” PM threshold concentration exists
that eliminates both acute and chronic cardiovascular effects in
healthy and susceptible individuals and at a population level.
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Téllez-Rojo MM, Vallejo M, Santos-Burgoa C, Rojas-Bracho L.
Personal PM2.5 and CO exposures and heart rate variability in subjects
with known ischemic heart disease in Mexico City. J Expo Sci Environ
Epidemiol. 2006;16:131–137.

220. Luttmann-Gibson H, Suh HH, Coull BA, Dockery DW, Sarnat SE,
Schwartz J, Stone PH, Gold DR. Short-term effects of air pollution on
heart rate variability in senior adults in Steubenville, Ohio. J Occup
Environ Med. 2006;48:780–788.

221. Lipsett MJ, Tsai FC, Roger L, Woo M, Ostro BD. Coarse particles and heart
rate variability among older adults with coronary artery disease in the
Coachella Valley, California. Environ Health Perspect. 2006;114:
1215–1220.

222. Chen JC, Stone PH, Verrier RL, Nearing BD, MacCallum G, Kim JY,
Herrick RF, You J, Zhou H, Christiani DC. Personal coronary risk
profiles modify autonomic nervous system responses to air pollution.
J Occup Environ Med. 2006;48:1133–1142.

223. Henneberger A, Zareba W, Ibald-Mulli A, Rückerl R, Cyrys J, Couderc
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Position Statement on Coal Exports from  
Concerned Oregon Physicians to Governor Kitzhaber 

July 19, 2012 
 
Multinational coal companies propose to send coal mined in the Powder River 
Basin by rail and barge through the Pacific Northwest to be loaded onto large 
ships and exported to Asia. If current proposals are approved, that could result in 
more than 150 million tons of coal shipped each year. An average of 26 loaded 
coal trains, each one-mile long (or longer) with over 100 cars propelled by four 
diesel engines, could pass through Oregon and/or Washington every day. This 
will result in the release of significant amounts of airborne pollutants and related 
disease from diesel engines and coal dust. The increased train traffic will also 
cause significant delays at many rail crossings, increased risk of vehicle and 
pedestrian injuries along the tracks, and increased noise pollution. As a group of 
Oregon physicians, we are deeply concerned about the health and safety 
impacts these proposals. 
 
A group of Washington physicians has carefully reviewed data published in peer-
reviewed medical journals which show that: 
 
Diesel particulate matter is associated with: (See Appendix A, Appendix C) 

 impaired pulmonary development in adolescents; 
 increased cardiopulmonary mortality and all-cause mortality; 
 measurable pulmonary inflammation; 
 increased severity and frequency of asthma attacks, ER visits, and 

hospital admissions in children; 
 increased rates of myocardial infarction (heart attack) in adults; and 
 increased risk of ischemic stroke. 

Coal dust is associated with: (See Appendix B) 
 chronic bronchitis; 
 emphysema; 
 pulmonary fibrosis (pneumoconiosis); and 
 environmental contamination through the leaching of toxic heavy 

metals. 
Noise exposure causes: (See Appendix D) 

 cardiovascular disease, including increased blood pressure, 
arrhythmia, 

 stroke, and ischemic heart disease; 
 cognitive impairment in children; 
 sleep disturbance and resultant fatigue, hypertension, arrhythmia, 

and increased rate of accidents and injuries; and 
 exacerbation of mental health disorders such as depression, stress 

and anxiety, and psychosis. 
Frequent long trains at rail crossings will mean: (See Appendix E) 

 delayed emergency medical service response times; and 
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 increased accidents, traumatic injury and death. 
More recent research published in major medical journals augments prior 
concerns including, but not limited to: (See Appendix F)  

 increased risk of lung cancer. 
 

Additionally, several recent studies have shown that powerful spring trade winds 
can carry Asian pollution into the atmosphere above North America. Some of the 
imported pollution descends to the surface, where it affects ground-level 
concentrations of ozone, mercury, sulfur compounds and soot.  Ground-level 
ozone can cause severe respiratory problems, including asthma, in susceptible 
individuals. 
  
A 2008 study (see Appendix G) found that Asian emissions of mercury contribute 
18% of springtime mercury concentrations at Mount Bachelor.  Snowpack runoff 
ends up in our rivers and lakes where the mercury contaminates the fish we eat.  
Pregnant women and children are particularly vulnerable to the toxic effects of 
mercury.  Mercury is a potent neurotoxin that can damage developing brains in 
fetuses and children.  
 
The effects of air pollution are not hypothetical, but real and measurable. Many of 
the reviewed studies show significant health effects of exposure to everyday 
airborne pollutant levels that are below national U.S. Environment Protection 
Agency (EPA) guidelines. The data show a linear effect with no specific “safe 
threshold.” 
 
The conclusion that airborne pollutants pose a significant and measurable health 
risk was also reached by the American Lung Association, in their review, “State 
of the Air 2011,”and by the American Heart Association, in their 2011 review, 
“Particulate Matter Air Pollution and Cardiovascular Disease.” 
 
As physicians, we believe the risks to human health from massive coal 
shipments across our state, down the Columbia River, and through our 
communities are significant. We are particularly concerned with the health of our 
most vulnerable populations: prenatal, early childhood, the elderly and those with 
pre-existing conditions. We must identify likely exposures for affected workers 
and individuals all along the line, from the mines to the trains, to the barges, and 
to the ports of the Northwest. We want to prevent new sources of morbidity and 
mortality. We seek your help in doing so. 
 
Specifically, we request that you call for and examine both a comprehensive 
Health Impact Assessment (to include cumulative effects) and a programmatic 
Environmental Impact Statement before any coal export facility, infrastructure or 
related transport is approved by any Oregon state agency. 
 
 
With respect, 
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A. Sonia Buist, MD, PhD 

 
Jonathan Betlinski, MD 
 
Jon A. Blackman, MD 
 
Nathan K. Boddie, MD, MS 
 
Harriet Cooke, MD, MPH 
 
Thomas G. Cooney, MD 
 
Nancy Crumpacker, MD 
 
Rhett Cummings, MD 
 
Maggie Bennington-Davis, MD 
 
Mary Ellen Coulter, MD 
 
Linda De Sitter, MD 
 
Maxine Dexter, MD 
 
Stone Doggett, MD 
 
Martin Donohoe, MD 
 
Lucy M. Douglass, MD 
 
Patrick Dunn, MD 
 
Grace Dunsmore, MD 
 
Catherine Ellison, MD 
 
Frank Erickson, MD 
 
George Feldman, MD 
 
Virginia Feldman, MD 
 
Larry G. Fickenscher, MD 
 
Bruce Free, DO 
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Nick Gideonse, MD 
 
Bradford J. Glavan, MD 
 
Marshall Goldberg, MD, MPH 
 
Charles Grossman, MD 
 
Keith Harcourt, MD 
 
Andrew Harris, MD 
 
William K. Harris, MD 
 
Arthur D. Hayward, MD 
 
Ron Heintz, MD 
 
William S. Herz, MD 
 
John Howieson, MD 
 
Linda Humphrey, MD 
 
Lyn Jacobs, MD 
 
Lawrence Jacobson, MD 
 
Paul Kaplan, MD 
 
Susan Katz, MD 
 
Joel Kay, MD 
 
Steve Kohl, MD 
 
Jay D. Kravitz, MD, MPH 
 
Rod Krehbiel, MD 
 
Michael Lefor, MD 
 
Louis Libby, MD 
 
Holger Link, MD 
 
Cat Livingston, MD, MPH 
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Rebecca MacGregor, MD 
 
Janet Madill, MD 
 
Marissa Maier, MD 
 
Jack McAnulty, MD 
 
Robert A. McFarlane, MD 
 
James Metcalfe, MD 
 
Susan Mikkelson, MD 
 
Craig Miller, MD 
 
Mizuho Mimoto, MD 
 
Marwan Mouammar, MD 
 
John Muench, MD, MPH 
 
Richard A. Mularski, MD 
 
Phil Newman, MD 
 
Paul Norman, MD 
 
William Nunley, MD, MPH 
 
Melissa Nyendak, MD, MHS 
 
Philip Paden, MD 
 
James R. Patterson, MD 
 
John Partridge, MD 
 
John Pearson, MD 
 
Carolyn Polansky, MD 
 
David A. Pollack, MD 
 
Jenny Pompilio MD, MPH 
 
J.  Powell, MD 
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Martin Raitiere, MD 
 
Bonnie Reagan, MD 
 
Peter Reagan, MD 
 
Jonathan A. Rettman, MD 
 
James B. Reuler, MD 
 
Vincent P. Reyes, MD 
 
Eric Richards, MD 
 
Robert H. Richardson, MD 
 
Constance Rosson, MD 
 
David Ruud, MD 
 
Irene Saikevych, MD 
 
Anne Sammis, MD 
 
Thomas Schaumberg, MD 
 
Christine Schjelderup-Free, MD 
 
James P. Scott, MD 
 
John F. Schilke, MD 
 
Jerry M. Slepack, MD 
 
Sharon Smith, MD 
 
Praseeda R. Sridharan, MD 
 
Elizabeth Steiner, MD 
 
Karen Steingart, MD, MPH 
 
Tom Stibolt, MD 
 
Frances Storrs, MD 
 
Renee Stronglamill, MD 
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Richard U’Ren, MD 
 
Andrew J. Uri, MD 
 
Thomas T. Ward, MD 
 
Lanier Williams, MD 
 
William H. Wilson, MD 
 
C. Todd Woolley, MD 
 
Douglas Walta, MD 
 
Philip Wu, MD     
 
Maureen Becker, ND, LAc 
 
Audrey Bergsma, ND 
 
Alicia Bigelow, ND 
 
Meghan Brinson, ND 
 
Patrick Chapman, ND 
 
Joe Coletto, ND, LAc 
 
John Collins, ND 
 
Stephanie Kaplan, ND 
 
Jeanette Lyons, ND 
 
Patricia Murphy, ND, LAc 
 
Patricia J. Meyer, ND 
 
David Naimon, ND 
 
Bonnie Neilnu, ND 
 
Peggy Rollo, ND, LAc 
 
Alison Schulz, ND 
 
Rene Schwartz, ND 
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Igor Schwartzman, ND 
 
Robert Sklovsky, Pharm.D., ND 
 
Drew Scott, ND 
 
Mary Scott, ND, LAc 
 
Lisa Shaver, ND 
 
Eric F. Stephens, DAOM, LAc 
 
Patricia Timberlake, LCSW, ND 
 
Laura Torgerson, ND 
 
Nigel David Adler, DC, LAc 
 
Laura Baffes, DC 
 
Cathy Cummins, DC 
 
Hari Dass Khalsa, DC  
 
 
Key References: 
   American Heart Association statement 
   American Lung Association statement 
   Puget Sound Clear Air Agency document 
  
Appendices:  
Download Appendix A: Pulmonary Impacts of Airborne Pollutants (including 
diesel particulate matter) (PDF, 152 KB) 
Download Appendix B: Health Impacts of Coal Dust (PDF, 94 KB) 
Download Appendix C: Cardiovascular Impacts of Airborne Pollutants (including 
particulate matter) (PDF, 86 KB) 
Download Appendix D: Health Impacts of Noise Pollution (PDF, 94 KB) 
Download Appendix E: Anticipated Impacts of Frequent Long Trains on 
Emergency Medical Service Response Times and Risk of Injuries at Crossings 
(PDF, 82 KB) 
Download Appendix F: March 12, 2012 Letter from Whatcom, Skagit and King 
County Physicians   (PDF, 304 KB) 
Download Appendix G: “Trans-Pacific Transport of Mercury”  (PDF)  
 

http://circ.ahajournals.org/content/121/21/2331.full.pdf
http://www.stateoftheair.org/2011/assets/SOTA2011.pdf
http://www.pscleanair.org/news/newsroom/releases/2011/03_11_11_NATA.aspx
http://www.coaltrainfacts.org/docs/appendix-A.pdf
http://www.coaltrainfacts.org/docs/appendix-A.pdf
http://www.coaltrainfacts.org/docs/appendix-B.pdf
http://www.coaltrainfacts.org/docs/appendix-C.pdf
http://www.coaltrainfacts.org/docs/appendix-C.pdf
http://www.coaltrainfacts.org/docs/appendix-D.pdf
http://www.coaltrainfacts.org/docs/appendix-E.pdf
http://www.coaltrainfacts.org/docs/appendix-E.pdf
http://www.coaltrainfacts.org/docs/appendix-E.pdf
http://www.coaltrainfacts.org/docs/WhatcomDocs3-12-12.pdf
http://www.coaltrainfacts.org/docs/WhatcomDocs3-12-12.pdf
http://www.atmos.washington.edu/jaffegroup/publications/Pacific_Transport_Hg.pdf


APPENDIX A:   Pulmonary Impacts of Airborne Pollutants (including diesel 
particulate matter):

The notion that air pollution can have a direct and measurable impact on human health is not a 
new one.  On Dec. 5, 1952, a London temperature inversion led to an increase in airborne fossil fuel 
pollutants that caused an estimated excess 4000 deaths.  Similar acute events have been observed in 
Belgium and Pennsylvania (Schenker, M. editorial 1993, New Engl J Med 329(24):1807-1808).  Since 
that time, and particularly in the 1990's and 2000's, numerous studies have been conducted that 
demonstrate measurable adverse effects associated with pollutant levels, not just associated with severe 
inversions, but at ongoing levels that currently exist in the United States.  
    Airborne pollution can be measured by multiple parameters, including carbon monoxide, ozone, 
NO2, NO3, and particulate matter (PM).  Much focus has been on PM2.5, which refers to particulate 
matter with particle diameter < 2.5 microns.  These particles appear to be particularly deleterious to 
health, as the small size enables deposition in the distal pulmonary air spaces.  The EPA has recognized 
this, and strengthened PM2.5 standards 2006 to 35ug/mm3 daily, and 15ug/mm3 annual average.  PM2.5 in 
the Puget Sound area is usually between 5 and 30, often 40, with spikes up to 60 ug/mm3.  The majority 
of particulate matter is derived from combustion of fossil fuels, particularly diesel. Coal dust also 
contributes to particulate matter.
    The pulmonary health impact of air pollution has been measured in many ways.  These include 
measurements of lung function (pulmonary function studies), measurements of lung inflammation, 
increased rate and severity of asthma attacks, increased ER visits and hospital admissions, and 
remarkably, even increased death rates (mortality rates).  These studies show data of statistical 
significance, and some of the studies have even been done in the Puget Sound area, with exposure to 
everyday pollutant levels that are often below national EPA guidelines.  

    Listed below are key findings of relevant studies, divided into sections regarding A) impaired 
pulmonary development and function; B) increased childhood asthma attacks, ER visits, and 
hospitalizations; and C) increased mortality and decreased life expectancy.  These studies are not 
relegated to obscure journals; most of these are in major peer-reviewed medical journals.  A more 
complete description of each listed study can be found at the end of this appendix in "Summary of 
Studies," and further details can be found in the primary references.

A.  Impaired pulmonary development and function:

Airborne pollution has been associated with: 
▪ Reduction in pulmonary development in adolescents, measured by decreased pulmonary 
function test (PFT) results in adolescents. (Gauderman, W. et al. 2004. The effect of air 
pollution on lung development from 10 to 18 years of age. New Engl J Med 351(11):1057-
1067).
▪ Decreased pulmonary function in young, healthy people, measured at pollution levels far 
below EPA standards. (Thaller, E. et al.  2008.  Moderate increases in ambient PM 2.5 and ozone 
are associated with lung function decreases in beach lifeguards.  J Occup Environ Med. 50:202-
211.)
▪ Measurable pulmonary inflammation, induced by airborne particulate matter, which may be 
undetectable by symptoms or pulmonary function tests. (Ghio, A. J et al. 2000. Concentrated 
ambient air particles induce mild pulmonary inflammation in healthy human volunteers.  Am J 
Respir Crit Care Med 162: 981-2000).

 
B.  Childhood asthma attacks, ER visits, and hospital admissions:



Airborne pollution has been associated with: 
▪ Increased frequency and severity of asthma attacks in children; a 10ug/m3 increase in PM2.5 

was associated with a 1.2 fold increase chance of having a severe attack (including a prolonged 
attack lasting >2 hr).  Study done in Seattle; Seattle area shown to range between 10 and 60 
ug/m3, with most days between 10 and 40. (Slaughter, J. C. et al.  2003.  Effects of ambient air 
pollution on symptom severity and medication use in children with asthma.  Ann Allergy  
Asthma & Immunol 91:346-353.)
▪ Increased ER visits in children, with a relative risk of 1.15 for every increase in PM10 of 
11ug/mm3.  This study was conducted in Seattle, and the effect was observed even when PM2.5 

was below the National Ambient Air Quality Standards of 15ug/mm3.  (Norris, G. et al. 1999. 
 An association between fine particles and asthma emergency department visits for children in 
Seattle.  Environ Health Perspect 107:489-493.)

▪ Increased hospital admissions for children with asthma, with an odds ratio of 1.93 for those 
living within 200m of roads traveled by diesel trucks.  Diesel trucks are noted to produce as 
much as 100x as much particulate matter as gasoline-powered vehicles.  (Lin, S. et al.  2002. 
 Childhood asthma hospitalization and residential exposure to state route traffic.  Environ Res 
Sect A 88:73-81.)

▪ Increased risk of hospital admissions for pneumonia, acute bronchitis, and asthma.  Children 
< 5 were particularly susceptible. Increased risk of 4-7% were observed for each interquartile 
range. (Ostro, B. et al. 2009.  The effects of fine particle components on respiratory hospital 
admissions in children.  Environ Health Perspect 117(3):475-480.)

C.  Increased mortality and decreased life expectancy:

Airborne pollution has been associated with: 
▪ Increased mortality in more heavily polluted cities.  A relative risk of 1.26 was identified for 
living in the most heavily polluted city than the least polluted city.  This relative risk was 
equivalent to that of a 25 pack-year smoking history. (Dockery, D. et al. 1993. An association 
between air pollution and mortality in six US cities. New Engl J Med 329(24): 1753-1759.)

▪ Increased cardiopulmonary mortality in cities with higher particulate matter, with  relative 
risk of 1.26-1.31, corresponding to 8 to 10 deaths/year/100,000 people in metropolitan areas 
(Pope, C. A. III et al. 1995. Particulate air pollution as a predictor of mortality in a prospective 
study of U.S. adults. Am J Respir Crit Care Med 151: 669-674.)

▪ Increased cardiopulmonary mortality, with a linear relationship of 4%, 6%, and 8% increased 
risk of all-cause, cardiopulmonary, and lung cancer mortality for each 10 ug/m3 increase in PM 
2.5  (Pope, C. A. III et al. 2002 Lung cancer, cardiopulmonary mortality, and long-term exposure 
to fine particulate air pollution.  JAMA 287: 1132-1141.)

▪ Increased risk of all-cause and cardiopulmonary mortality associated with long term exposure 
to PM 2.5 and constituents.  A 10 ug/mm3 increase in PM 2.5 was associated with a mortality 
hazard ratio of 2.05.  The ranges of PM 2.5 in this study are similar to those observed in the 
Seattle area. (Ostro. B. et al. Long-term exposure to constituents of fine particulate air pollution 
and mortality: results from the California Teachers Study.  Environ Health Perspect 118(3):363-



369.)

▪ Decreased life expectancy, of 0.7 to 1.6 years of life expectancy due to long-term exposure to 
PM2.5 of 10 ug/mm3.  Accordingly, improving air quality can result in a measurable increase in 
life expectancy, demonstrating that public policy regarding protection of air quality can have a 
measurable impact on life expectancy.  (Pope, C. A. et al. 2009.  Fine-particulate matter air 
pollution and life expectancy in the United States.  New Engl J Med 360(4):376-386.)

The conclusion that airborne pollutants pose a significant and measurable health risk was also found by 
the American Lung Association, in its review "State of the Air 2011". Specifically, they concluded that 
the data collectively shows increased risk of death from respiratory and cardiovascular causes, 
including strokes and lung cancer; increased mortality in infants and young children; increased 
numbers of heart attacks, especially among the elderly and in people with heart conditions; 
inflammation of lung tissue in young, healthy adults; increased hospitalization for cardiovascular 
disease, including strokes and congestive heart failure; increased emergency room visits for patients 
suffering from acute respiratory ailments; increased hospitalization for asthma among children, and 
increased severity of asthma attacks in children. According to the American Lung Association, "The 
evidence warns that the death toll is high. Although no national tally exists, California just completed 
an analysis that estimates that 9,200 people in California die annually from breathing particle 
pollution..." (http://www.stateoftheair.org/2011/assets/SOTA2011.pdf)

The EPA also conducted a thorough review of the current research on particle pollution in 
December 2009.  The Clean Air Scientific Advisory Committee consisted of a panel of expert 
scientists, who concluded that particle pollution caused multiple, serious threats to health. They found 
that pollution causes early death (both short-term and long-term exposure), cardiovascular harm (heart 
attacks, strokes, heart disease, congestive heart failure), respiratory harm (worsened asthma, worsened 
COPD, inflammation), and may cause cancer and reproductive and developmental harm. (American 
Lung Association, State of the Air 2011)

Puget Sound is also in particular danger from airborne pollutants.  The National-Scale Air 
Toxics Assessment (NATA), a study also by the EPA, indicated that the Puget Sound region ranks in the 
country’s top 5% of risk for exposure to toxic air pollution, with risks including cancer, heart disease, 
lung damage, and nerve damage. "According to this study, diesel- and gasoline-powered engines 
account for over 90 percent of the risk from air toxics to Puget Sound residents," said Craig Kenworthy, 
Executive Director of the Puget Sound Clean Air Agency. "If we're serious about protecting public 
health, we must redouble our efforts as a region to reduce pollution from vehicles and diesel pollution 
in particular."http://www.pscleanair.org/news/newsroom/releases 2011/03_11_11_NATA.aspx 

Consistent with this view, the Puget Sound Clean Air Agency (representing King, Kitsap, 
Pierce, and Snohomish Counties) assembled the Particle Matter Health Committee, which felt that 
federal standards were not sufficiently protective for human health, and set goals for PM2.5 of 25ug/mm3 

daily, and 15ug/mm3 annual average.  (The 2006 EPA standards for PM2.5 are 35ug/mm3 daily, and 
15ug/mm3 annual average.)  It is noted that of the four represented counties, two violate the federal 
standards, and three violate the goals of the Puget Sound Clean Air Agency. 
 (http://www.pscleanair.org)

In summary, the adverse effects of air pollutants, which largely represent diesel combustion 
particular matter but would also include coal dust, are not hypothetical.  A multitude of studies show 
real and measureable effects, not only in high exposure areas (such as coal mines) but also with normal 
routine environmental exposures (even within federal guidelines), and in the Puget Sound area.  These 
effects can be measured in many ways, and include direct measurements of inflammation in the lungs 
and pulmonary function tests, increased asthma attacks, increased ER visits, increased hospital 
admissions, and even increased mortality rates (including by cardiopulmonary causes, lung cancer, and 



remarkably, even overall mortality).  The represented studies have statistically significant data, show a 
linear effect, and indicate that there is no purely safe threshold.  

This is not a hypothetical issue.  The data indicates that adding additional large sources of diesel 
and particulate matter pollution in the Puget Sound region would exacerbate human health problems 
that are already documented to be present.

References/Summaries of Studies:      Mortality & Life Expectancy   

Pope, C. A. et al. 2009.  Fine-particulate matter air pollution and life expectancy in the United 
States.  New Engl J Med 360(4):376-386.
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after adjustment for socioeconomic, demographic, and proxy variables for smoking, a decrease of PM2.5 
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public policy (enforcement of clean air standards) can have a measurable impact in life expectancy.
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Engl J Med 329(24): 1753-1759.
8111 people living in 6 different cities were studied over a 14-16 year period (111,076 person-years). 
 The 6 cities chosen have varying levels of pollution, which were stratified with 6 measurements 
(including particulate matter).  Causes of death were analyzed.  Increased mortality was associated with 
cigarette smoking (RR 1.59 for current smokers, 1.26 for a 25 pack-year history), obesity (RR 1.08), 
and ambient air pollution (RR 1.26 when comparing the most and least polluted cities, p< 0.001).  The 
increased mortality was restricted to cardiopulmonary-related deaths (including lung cancer), persisted 
after controlling for hypertension, smoking, and occupational exposure, and showed a dose-response 
curve when examining the cities from least-polluted to most-polluted.  There was not an increased risk 
of death due to non-cardiopulmonary causes.  This study demonstrates that people living in more 
polluted cities have a significant mortality increase that is equivalent to a 25 pack-year smoking history.

Pope, C. A. III et al. 1995. Particulate air pollution as a predictor of mortality in a prospective 
study of U.S. adults. Am J Respir Crit Care Med 151: 669-674.
Data from 552,138 people living in 151 US metropolitan areas was used to determine relative risk for 
death by living in more polluted cities (as measured by particulate air pollution, predominantly 
generated by burning fossil fuels).  Increased mortality due to cardiopulmonary causes was associated 
with current smoking (RR 2.28) and living in cities with higher particulate matter (RR 1.26 when 
measured by sulfite particles, and 1.31 when measured by elevated fine particles, p<0.001).  The 
association with air pollution was consistent among smokers and nonsmokers.  This corresponds to an 
increase of 8 to 10 deaths/year/100,000 people.  This study confirms Dockery's observations that deaths 
due to air pollution in US communities can be measured.

Ostro. B. et al. 2009.  Long-term exposure to constituents of fine particulate air pollution and 
mortality: results from the California Teachers Study.  Environ Health Perspect 118(3):363-369.
Data from the California Teachers Study (encompassing 45,000 active and former teachers, with 2600 
deaths, over a 5 year period) was analyzed to examine correlates between air pollution (with monthly 
averages of PM 2.5 constituents) and mortality causes.  Long term exposure to PM 2.5 and constituents 
was associated with increased risk of all-cause and cardiopulmonary mortality.  A 10 ug/mm3 increase 



in PM 2.5 was associated with a HR of 2.05.  The ranges of PM 2.5 in this study are similar to those 
observed in the Seattle area.

Pope, C. A. III et al. 2002 Lung cancer, cardiopulmonary mortality, and long-term exposure to fine 
particulate air pollution.  JAMA 287: 1132-1141.
This is a very large study encompassing 500,000 adults in 51 metropolitan areas of the US over 16 
years.  Causes of death were compared with measures of pollution.  Elevated all-cause mortality, 
cardiopulmonary mortality, and lung cancer mortality was observed with statistical significance in 
more polluted areas, even after extensively controlling for smoking, BMI, diet, education, occupational 
exposure, and regional differences.  No association with non-cardiopulmonary mortality was observed. 
 The increase in mortality was found to be linear with elevated pollution, with each 10 ug/m3 increase 
in PM 2.5 (particulate matter <2.5 um) associated with a 4%, 6%, and 8% increased risk of all-cause, 
cardiopulmonary, and lung cancer mortality.  The all-cause mortality risk was found to be comparable 
to moderate obesity.  This study reaffirms prior findings of other studies that particulate matter is 
associated with a measureable increase in mortality in the U.S., and further defines a linear dose-
response relationship.  

References/Summaries of Studies:      Pulmonary development & effects  

Gauderman, W. et al. 2004. The effect of air pollution on lung development from 10 to 18 years of 
age. New Engl J Med 351(11):1057-1067  
Children's Health Study:  The lung function of 1759 adolescents (average age at start of study 10y) in 
12 California communities was measured annually for eight years.  This age is an important period of 
lung maturation, as measured by increases in FEV1 and FVC.  Children living in the more polluted 
communities (as measured by particulate matter, O3, NO2,  and airborne carbon) showed significant 
deficits in pulmonary development as compared to those living in less polluted communities (multiple 
parameters showed p<0.05).  For example, children in the most polluted community had a 5x greater 
risk of having low FEV1 (using the clinical definition as < 80% predicted value) by the age of 18 
(7.9% vs 1.6%).  The effect was similar to exposure to passive smoking that was shown in prior 
studies, and less pronounced as a history of personal smoking.  Exposure-response relationship nearly 
linear, with no discernable safe thresholds (review of study by Pope, NEJM 351(11):1132-1134.) This 
study indicates that current levels of pollution in some areas have a negative impact on lung 
development in adolescents.  

Thaller, E. et al.  2008.  Moderate increases in ambient PM2.5 and ozone are associated with lung 
function decreases in beach lifeguards.  J Occup Environ Med 50:202-211.
The change in lung function (FVC and FEV1) in the morning vs afternoon was measured in 142 
lifeguards, and correlated with daily pollution indices (primarily PM2.5 and ozone).  Normally, 
pulmonary function increases throughout the day, but in this study the pulmonary indices declined with 
increasing pollution.  The magnitude was not huge, but many measurements showed statistical 
significance.  An important aspect of this study is that statistically significant decreases in pulmonary 
performance could be demonstrated in young healthy adults at exposures far below EPA Air Quality 
Standards.  (EPA has an unhealthy level of PM2.5 at 35ug/mm3 for 24hr, and 15 ug/ml for annual 
exposure.  The measurements in the study only exceeded 35ug/mm3 once over the three year study 
period, yet significant effects could be measured.)

Ghio, A. J et al. 2000. Concentrated ambient air particles induce mild pulmonary inflammation in 
healthy human volunteers.  Am J Respir Crit Care Med 162: 981-2000.



38 healthy young volunteers (average age 18-40, no history of allergies, asthma, or other pulmonary 
disease) were exposed to ambient air (control; 8) or concentrated air particles from ambient Chapel Hill 
air (30) for 2 hours.  Exposure to the concentrated air particles was associated with measureable 
increases in inflammation, as determined by neutrophils counts on BAL specimens obtained 18 h after 
exposure (8.44 vs 2.29% for the bronchial fraction, and 4.20 vs 0.75% in the alveolar fractions).  The 
data is statistically significant.  The increases in inflammation were despite no reported symptoms or 
changes in pulmonary function tests.  Although the exposures were to higher concentrations that are 
typically found in US polluted areas, it is noted that the exposure was for only 2 hr rather than years. 
 This study shows that particulate matter can induce measurable pulmonary inflammation which may 
be asymptomatic or undetectable by PFTs. 

Slaughter, J. C. et al.  2003.  Effects of ambient air pollution on symptom severity and medication 
use in children with asthma.  Ann Allergy Asthma & Immunol 91:346-353.
133 children in the greater Seattle area with asthma were monitored for asthma attacks, which were 
correlated with daily pollution measurements over 28 to 122 days.  Severity of attacks was recorded by 
subjective self report, as well as recording the dosage and puffs of medication.  Pollution measurements 
consisted of particulate matter (PM) and carbon monoxide (CO) at 12 area stations.  PM2.5 was found to 
correlate more with time than locale.  Of note, the Seattle area appears to vary between 10 and 60 
ug/m3, with most measurements between 10 and 40.  Each 10ug/m3 increase was associated with a 1.2 
fold increase chance of having a severe attack (including a prolonged attack lasting >2 hr), with a 1.08 
fold increase in rescue inhaler use.  Time spent indoors vs outdoors was not recorded, and thus the true 
impacts may be greater than the observed effects.
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was collected and correlated with data for ER visits in 6 Seattle area hospitals over 15 months.  The 
majority of the ER visits were at Seattle Children's Hospital.  Every increase in PM of 11 ug/mm3 was 
associated with a relative rate of 1.15 for ER visits.  These changes were seen even when PM2.5 was 
below the National Ambient Air Quality Standards of 15ug/mm3.  

Lin, S. et al.  2002.  Childhood asthma hospitalization and residential exposure to state route 
traffic.  Environ Res Sect A 88:73-81.
417 children (age 0-14) who were hospitalized for asthma exacerbations were compared to 461 controls 
who were admitted for other reasons.  After controlling for age, education and poverty levels, home 
addresses were analyzed for area traffic information.  Children hospitalized for asthma were more 
likely to live on roads in the highest tertile of vehicle miles traveled.  An odds ratio of 1.93 was 
associated with living within 200m of roads traveled by trucks and trailers, as compared to control 
subjects.  It is also noted in the paper that heavy duty diesel trucks emit as much as 100x as much 
particulate matter as gasoline powered vehicles (reference not reviewed; Hildemann L. M. et al. 1991. 
 Environ Sci Technol 14:138-152).

Ostro, B. et al. The effects of fine particle components on respiratory hospital admissions in 
children.  Environ. Health Perspect. 117(3):475-480.



ICD-9 codes for admissions for children < 19 and <5 (for hospital admissions in 6 California counties 
from 2000-2003, in which county air pollution statics were available) were correlated with multiple 
pollutant levels.  Children <5 were found to be particularly susceptible.  Increased risks of 4-7% were 
observed for admissions for pneumonia, acute bronchitis, and asthma for each interquartile range.



APPENDIX B:  Health Impacts of Coal Dust 
 

The mining, processing and transport of raw coal will result in a certain 
proportion of that coal fracturing into dust and becoming airborne.  Coal dust can become 
airborne in particle sizes smaller than 500 microns, with the fraction smaller than 10 
microns (PM10) being particularly important, as particles in this size range can be 
inhaled into the respiratory alveoli.  Several health problems can result from respirable 
coal dust, the most severe of which is Coal Worker’s Pneumoconiosis (CWP), commonly 
known as Black Lung Disease, a progressive, incurable, and often fatal disease 
(Hathaway et al 1991).  Despite industry standards that have been in place since 1969, 
respirable coal dust from coal mining is currently responsible for the deaths of 
approximately 700 miners and ex-miners in the United States each year.  To put this 
statistic in perspective, this is over 20 times the number killed in last year’s West Virginia 
coal mine explosion, a tragedy incidentally caused by the ignition of  coal dust (Mine 
Safety and Health Administration briefing September 2010).   Respirable coal dust can 
also exacerbate asthma and COPD, and cause chronic bronchitis even in non-smoking 
coal miners, at rates which approximate heavy smokers (Marine et al 1988).    
The health impacts of respirable coal dust on underground coal miners, exposed to high 
levels of coal dust for extended periods, are well known and incontrovertible. There may 
also be severe risks of exposure to lower levels of coal dust.  A recent study by 
researchers from the University of West Virginia examined a population of relatively 
young miners who developed the most severe form of CWP, even while exposed to 
currently legal and well-regulated levels of coal dust (Wade, et al 2010).  Animal studies 
suggest reasons for why this is so.  Vincent et al (1987), using a rat model, examined the 
pulmonary burden throughout a wide range of coal dust exposures, and found that 
pulmonary clearance mechanisms tend to sequester the dust in lymphatic tissue and the 
interstitial space between alveoli.  This sequestration renders the further clearance 
mechanisms of the lung inoperable, and facilitates the inflammatory cascade, similar to 
the pathogenesis of silicosis.   Studies such as this suggest that our current “threshold” 
model of allowing exposure up to a certain regulatory limit is likely to be in error, as 
pulmonary inflammation and the resultant fibrosis are found over the entire range of 
exposures.   In addition, the synergy of respirable coal dust with other pollutants, such as 
diesel particulate matter, may accelerate the damage beyond what would be predicted by 
the epidemiological mine data (Karagianes 1981). 
Less well studied are the epidemiological effects of respirable coal dust in lower 
concentrations, or exposure for shorter periods, as can occur for individuals living in 
proximity to transport lines and processing centers such as proposed Gateway Pacific 
Terminal.  The Burlington Northern Santa Fe (BNSF) Railroad has performed studies of 
fugitive coal dust emissions along their own rail lines, but these data have not been made 
public (Cornell Hatch Queensland Rail Study 2008).  There are data from other sources 
on fugitive emissions from open-topped coal cars, such as the cars currently used by 
BNSF.   A 1993 study on a West Virginia rail line, transporting bituminous coal similar 
to the coal from the Powder River Basin, showed loss of coal dust of up to a pound of 
coal per mile per car (Simpson Weather Associates, 1993).   This loss occurs throughout 
the entire transport, as the mechanical fracturing of the coal continuously produces 
fugitive dust as the coal settles.  There are even substantial coal dust emissions on the 



return trip, as the “empty” cars actually contain a significant quantity of fine particles 
known as “carry back” (Cornell Hatch 2008).   
In addition to the dust emission from coal cars, the terminal processing, storage, and 
shipping of coal, such as is planned for the Gateway Pacific Terminal, can lead to even 
higher  fugitive emissions, approximating  those of an open pit coal mine (Ghose and 
Majee, 2007).   In this study of airborne monitoring around an open pit mine in India, and 
in the attendant transport corridor, PM10 episodically approached levels that would be 
considered in violation of OSHA standards in the United States, and the residential areas 
up to 2.5 km away from the mine boundary showed PM10  above baseline for the region.    
In the absence of data from proprietary internal studies conducted by BNSF, as noted 
above, it is difficult to accurately predict the airborne respirable dust load for our specific 
community from the proposed transport of coal to and from the Gateway Pacific 
Terminal.  Quite apart from the respirable fraction, however, fugitive coal dust emissions 
are an undeniable and costly nuisance pollutant to businesses and residences along a rail 
line, or near a coal terminal, with substantial economic impact simply due to the need for 
frequent cleaning (Cope et al 1994, from a British Columbia study).   Finally, coal dust in 
all size fractions contains varying amounts of heavy metal contaminant such as Lead, 
Mercury, Chromium (Sharma and Singh 1991) and Uranium, particularly in coals from 
the Powder River Basin.  Whether this contamination will lead to a substantial health 
impact deserves further study, in the form of a formal assessment by the Department of 
Health, or within the context of a comprehensive environmental impact study.    
In summary, airborne fugitive coal dust emissions will occur from the transport of coal to 
and from the Gateway Pacific Terminal, the largest coal terminal ever proposed for the 
west coast of North America.   These emissions will certainly result in nuisance pollution.  
The health effects for our community’s citizens can be predicted, but not known, for 
many years to come.   
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APPENDIX C: Cardiovascular Impacts of Airborne Pollutants (including 
particulate matter):

Review of the scientific literature indicates that the human body, in particular the 
cardiopulmonary system, is not equipped to safely process the toxic side effects of air pollution any 
better than it is able to process cigarette smoke.   Almost all of the same physiologic reactions that 
occur in response to cigarette smoke occur in response to exposure to air pollution, in particular the fine 
particulate matter of diesel exhaust.  

The cardiovascular impacts of airborne pollutants have been thoroughly documented in a recent 
comprehensive review by the American Heart Association, with 426 peer reviewed journal article 
references (Particulate Matter Air Pollution and Cardiovascular Disease: An update to the Scientific 
Statement from the American Heart Association. Circulation 121:2331-2378).  The conclusions of the 
American Heart Association, which are based on numerous studies in major peer-reviewed journals, are 
summarized below:

▪ Short-term exposure to PM2.5 over a period of a few hours to weeks can trigger 
cardiovascular-related events and mortality, including myocardial infarction (heart attacks), 
heart failure, arrhythmias, and strokes.
▪ People particularly at risk include the elderly, patients with pre-existing coronary artery 
disease, those with diabetes or obesity, and perhaps women.
▪ Long-term exposure to PM2.5 appears to increase the risk even more than short-term 
exposure.
▪ Cardiovascular risk appears to extend below national standards, with no safe threshold 
(harmful effects extend to below the PM 2.5 15ug/mm3 standard).
▪ Long-term exposure to elevated concentrations of ambient PM 2.5 at levels encountered in the 
present day environment reduces life expectancy by several months to a few years.  
▪ Most recent studies indicate that the absolute risk for mortality due to particulate matter is 
even greater for cardiovascular than for pulmonary diseases.  (See Appendix A for the 
pulmonary impacts).

American Heart Association comprehensive review: 
Particulate Matter Air Pollution and Cardiovascular Disease: An update to the Scientific 
Statement from the American Heart Association. Circulation 121:2331-2378
 HYPERLINK "http://circ.ahajournals.org/content/121/21/2331.full.pdf" 
http://circ.ahajournals.org/content/121/21/2331.full.pdf  
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APPENDIX D:  Health Impacts of Noise Pollution 
  
 Noise pollution is a growing health concern in this country and around the world. 
 The World Health Organization has recognized it as a major threat to human health and 
well-being. Some of the well-documented adverse health effects include: 
 
I. Cardiovascular Disease: In adults, both short-term and long-term adverse health 
effects have been documented including increased blood pressure, increased heart rate, 
vasoconstriction, elevated stress hormones such as epinephrine and cortisol, arrhythmias, 
ischemic heart disease, and strokes.  
 In children, increased stress-related hormones and elevated blood pressures have 
especially been seen in children with lower academic achievement.   
 
II.  Cognitive Impairment in Children:  Children exposed to increased noise have 
shown lower academic achievement in various forms including reading, learning, 
problem solving, concentration, social and emotional development, and motivation. 
 
III. Sleep Disturbance:  Noise can have both auditory and non-auditory deleterious 
effects on human health.  Auditory effects include delay in falling asleep, frequent night 
time awakenings, alteration in sleep stages with reduction of REM sleep, and decreased 
depth of sleep. 
 Although there may be some acclimation to the auditory effects of noise over 
time, non-auditory effects including increased blood pressure, increased heart rate, 
vasoconstriction, changes in respiration, and arrhythmia continue to have delirious effects 
on human health even after the subject has 'gotten used' to the noise. 
 There are also 'after affects'  of decreased alertness resulting in increased rate of 
accidents, injuries and premature death.    
 
IV.  Mental Health:  Although not a causative agent, increased noise is known to 
accelerate and intensify development of latent mental health disorders including 
depression, mental instability, neurosis, hysteria, and psychosis.   It is also a major 
environmental cause of annoyance leading to diminished quality of life.    
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APPENDIX E:  Anticipated Impacts of Frequent Long Trains on 
Emergency Medical Service Response Times and Risk of Injuries at 
Crossings 
 
 In the modern medical era, a five to ten minute delay in emergency medical 
service (EMS) response time can make the difference between life and death, particularly 
for cardiovascular events, respiratory emergencies, and trauma.   The prospect of an 
additional eighteen trains per day – each 1.5 miles long—threatens to substantially 
increase the chances of critical delay in provision of emergency services to several areas 
in our county.   
 Among the locations where citizens are at greatest risk of EMS delays are the 
arterial roads in western Whatcom County—particularly Birch Bay-Lynden Road and 
Slater Road.   These roads are highly traveled by EMS and other vehicles.  Thus, frequent 
prolonged closures could have a life-threatening impact.  While there are alternative 
routes around any one crossing at these locations, the detours themselves are long and 
would still result in significantly prolonged emergency response times.    
 Other affected locations include multiple highly visited areas along the 
Bellingham waterfront.  Access to the downtown waterfront is significantly limited when 
D and F streets are simultaneously closed by rail traffic, as alternate routes are long and 
inconvenient.  Boulevard Park, Fairhaven Harbor, and Marine Park are completely cut off 
when trains pass through the Fairhaven area.  Similarly, several Chuckanut residential 
neighborhoods and parts of Larrabee Park are completely cut off from services while 
trains pass.    
 While the impact of EMS delays is of considerable concern in Whatcom County, 
it may be an even greater problem for neighboring Skagit and Snohomish Counties that 
have a greater number of arterials that will be interrupted by rail traffic.  
 Annually in the US, a train/vehicle collision occurs about every 90 minutes.  
Train/vehicle crashes are more likely than other crashes to be fatal because of the mass of 
the train. A 150 car freight train traveling at 50 miles per hour takes about 8,000 ft to stop 
(1.5 miles).  Train/vehicle crashes also carry the risk of train derailment and, thus, risk to 
community and environment if hazardous materials are being transported.   
 In 2010 there were 739 fatalities, 8,167 injuries and 11,417 incidents at railroad 
crossings nationally according to the Federal Railroad Administration Office of Safety 
Analysis database.  
Spaite D, Criss E, Valenzuela T, Meislin HW, and Ogden, R. 1988. Railroad accidents: 
A metropolitan experience of death and injury.  Annals of Emergency Medicine 6: 
620-625.  
Web searchable database at: 
http://safetydata.fra.dot.gov/OfficeofSafety/publicsite/Query/statsSas.aspx 
 
 
 
 
 
 
 



 
Jack Louws 
Whatcom County Executive 
311 Grand Avenue, Suite 108 
Bellingham, WA 98225 
 
Ted Sturdevant 
Director, Washington State Department of Ecology 
P.O. Box 47600 
Olympia, WA  98504 
 
March 12, 2012 
 
Dear Executive Louws and Director Sturdevant, 
 
Whatcom Docs is a group of more than 180 physicians who live throughout Whatcom 
County, who coalesced to voice concern over the health impacts of the largest proposed 
coal shipping facility in North America.  Additional new research published in major 
medical journals augments our concerns: 

 A new study (Turner et al; see reference list at end of letter) published in a 
prominent medical journal showed a remarkable 15-27% increase in lung 
cancer deaths, in people that have never smoked, for each increase of 10 
ug/m3 of particulate matter (PM2.5).  This study examined 1100 cancer deaths 
of people living in normal conditions, and not industrial exposure.  
        

 Another study (Wellenius et al) examined the impact of transportation-related 
particulate matter (PM2.5) on stroke risk. Overall, the risk of ischemic stroke 
was 34% higher with moderate exposures. This is an unprecedented finding, 
and points to the danger of even short term exposure to levels of particulate 
pollution previously thought safe.  This is highly relevant to the coal shipment 
proposal, as hundreds of thousands of people live along the rail corridor, and 
would be exposed to bursts of diesel particulate matter by frequent trains. 
           

 A third study, (Mustafic et al), represents a "meta-analysis," in which data from 
34 prior studies was re-analyzed, and indicated that short-term exposure to air 
pollution is a trigger of myocardial infarction (heart attack).  This data 
augments numerous prior studies, and has significant social implications, as 
unlike cigarette smoking, individuals exposed to air pollution have little control 
over their exposure.         
      

 In another study (Wueve et al) exposure to particulate pollution was found to 
be a strong predictor of cognitive decline. Cognitive decline is one of the most 
significant and resource-intensive health issues facing our population, and few 



modifiable risk factors have been identified, until now.    
     

 A presentation at a national asthma and allergy meeting on March 4, 2012 
(Bernstein, D.) described a new study that shows exposure to diesel particulate 
matter is associated with a 2-3 fold risk of wheezing in infants (an early 
measure of asthma).  Asthma is a common disease that presents significant 
costs to society.         
   

 It has been emphasized (Bhatia, R.) that there is significant spatial disparity in 
pollution distribution.  "Concentrations of PM2.5 are known to be much higher 
near busy highways, rail yards, and ports than at regional monitors, but 
inadequate intraregional assessment means that these higher levels are often 
not considered by regulators". Thus, for accurate assessment, pollution needs 
to be measured adjacent to the source, where people work, live, and play.  
Relying on measurements taken at a regional air station provides a false sense 
of security. 

The recent studies detailed above augment the concerns we previously outlined: 

1.  Diesel particulate matter, which is associated with impaired pulmonary 
development in adolescents;  increased cardiopulmonary mortality and all-cause 
mortality;  measurable pulmonary inflammation;  increased severity and frequency 
of asthma attacks, ER visits, and hospital admissions in children; increased rates of 
myocardial infarction (heart attack) in adults;  increased risk of cancer.  

2.  Coal dust, which is associated with several chronic respiratory; and 
environmental contamination through the leaching of toxic heavy metals. 

 
3.  Noise exposure, which is associated with cardiovascular disease; cognitive 
impairment in children; sleep disturbance and resultant fatigue; exacerbation of 
mental health disorders such as depression and anxiety. 

 
4.  Frequent long trains at rail crossings, which would result in delayed emergency 
response times. 

Our concerns are backed by statements from the American Heart Association and 
the American Lung Association.   

On Feb 24, 2012, a survey funded by the American Heart Association was announced 
that showed "a majority of Washington State voters favor current legislation requiring 
the state to consider impacts on people’s health when planning new transportation 
projects" (www.healthimpactproject.org/news/in/poll-washington-state-voters).   



The adverse effects of air pollution are real and measurable, even when levels of 
pollutants are below U.S. Environment Protection Agency (EPA) standards.  This is 
widely recognized by scientists within the EPA, who have proposed tighter guidelines.  
Existing regulatory frameworks are insufficient to protect human health.   

There are now over 150 Health Impact Assessments (HIAs) across the United States, 
conducted for much smaller projects, such as casinos, bus transportation routes, and 
for rebuilding the Seattle 520 bridge.  As such, it is imperative that a Health Impact 
Assessment (HIA) be done in considering the largest coal shipping terminal in North 
America. 

Considering:  1) the published, publicly-available research that clearly links particulate 
and noise pollution with numerous adverse health effects, 2) that hundreds of 
thousands of people live along the rail corridor in Washington, Idaho, and Montana, 
and 3) the burgeoning costs of health care; it would be socially and economically 
irresponsible to not consider these impacts when evaluating the Gateway Pacific 
Terminal.   
 
Our group of Whatcom physicians has now been joined by physicians in King County and 
Skagit County in calling for a cumulative and comprehensive Health Impact Assessment 
(HIA) along the entire transportation corridor.  

Additional medical data is detailed in our statement and appendices that are available on 
coaltrainfacts.org.  All references are cited and are based on published, publicly-available studies. 
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[1] We examine the trans-Pacific transport of mercury with a global chemical transport
model. Using existing anthropogenic inventories, the model underestimates the observed
Hg/CO ratio in Asian long-range transport events observed at ground-based sites in
Okinawa, Japan and Mount Bachelor, Oregon, by 18–26%. This is in contrast with
previous studies that inferred a factor of two underestimate in Asian anthropogenic
emissions. We find that mercury from land emissions and re-emissions, which are largely
colocated with anthropogenic emissions, account for a significant fraction of the observed
Hg/CO ratio. Increasing Asian anthropogenic Hg0 emissions by 50% while holding land
emissions constant, or further increasing anthropogenic emissions while decreasing
land emissions, corrects the remaining model bias in the Hg/CO ratio. We thus find
that a total Asian source of 1260–1470 Mg/a Hg0 is consistent with observations. Hg0

emissions from Asia are transported northeastward across the Pacific, similar to CO.
Asian anthropogenic emissions of mercury contribute 18% to springtime Hg0

concentrations at Mount Bachelor. Asian RGM is not directly transported to North
America in the lower troposphere but contributes to a well-mixed pool at high altitude.
Asian and North American sources each contribute approximately 25% to deposition to
the United States, with Asian anthropogenic sources contributing 14% and North
American anthropogenic sources contributing 16%.

Citation: Strode, S. A., L. Jaeglé, D. A. Jaffe, P. C. Swartzendruber, N. E. Selin, C. Holmes, and R. M. Yantosca (2008), Trans-Pacific

transport of mercury, J. Geophys. Res., 113, D15305, doi:10.1029/2007JD009428.

1. Introduction

[2] Anthropogenic emissions have caused a factor of
3 increase in the atmospheric mercury burden since prein-
dustrial times [Mason and Sheu, 2002], posing a threat to
human health and wildlife. Asian emissions increased
rapidly in the early 1990s, and in 2000 accounted for
54% of global anthropogenic emissions [Pacyna et al.,
2006]. European and North American emissions decreased
over the same time period.
[3] With an atmospheric lifetime of several months,

elemental mercury (Hg0) undergoes global atmospheric
transport. Global modeling studies indicate that 21–24%
of mercury deposition to North America is of Asian origin,
compared to 30–33% of North American origin [Seigneur
et al., 2004; Travnikov, 2005].
[4] Several observational studies have detected long-range

transport of mercury from Asia. Aircraft measurements
during the ACE-Asia campaign found mercury to be well

correlated with other pollutants in plumes over the western
Pacific Ocean [Friedli et al., 2004]. At a ground-based site in
Okinawa, Japan, Jaffe et al. [2005] measured elevated Hg0

and CO concentrations during episodes of Asian outflow.
During the INTEX-B campaign, Talbot et al. [2007] observed
mercury in Asian plumes on flights over the Pacific. In North
America, observations from Mount Bachelor Observatory,
Oregon (MBO) identified episodes of Asian long-range
transport with high Hg0 concentrations [Jaffe et al., 2005;
Weiss-Penzias et al., 2006]. The Hg0/CO enhancement ratio
during Asian transport events, which represents the relative
increase of the two species over their respective background
levels, is expected to reflect the relative emissions of Hg0 and
CO. However, the Okinawa Hg0/CO enhancement ratio of
0.0056 ng/m3/ppbv observed during Asian long-range trans-
port events is almost twice the emission ratio from the current
anthropogenic mercury and CO inventories [Jaffe et al.,
2005]. Friedli et al. [2004] and Weiss-Penzias et al. [2007]
reported similarly enhanced ratios for long-range transport
events observed during ACE-Asia and at MBO, respectively.
Jaffe et al. [2005] proposed three possible explanations for
this discrepancy: an underestimate of Asian anthropogenic
Hg0 emissions, a contribution from Asian land emissions, or
production of Hg0 from reactive gaseous mercury (RGM)
emissions during transport.
[5] In this paper, we use the GEOS-Chem global chem-

ical transport model to interpret mercury and CO observa-
tions at Okinawa, Japan and Mount Bachelor, Oregon. We
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use the model to improve constraints on the magnitude of
Asian mercury emissions and their contribution to deposi-
tion over North America.

2. Observations and Model

[6] TheHedo Station, Okinawa (HSO) is located at 26.8�N,
128.2�E, 60 m above sea level. It is remote from any major
cities and in the pathway of East Asian outflow. Jaffe et al.
[2005] conducted a campaign at Okinawa from 23 March
to 2 May 2004, measuring concentrations of mercury
species (Hg0, RGM, and particulate mercury) and CO.
[7] MBO is a mountain top site located at 44.0�N, 121.7�W,

2.8 km above sea level. It receives both free-tropospheric and
boundary layer air masses and experiences a diurnal cycle of
upslope and downslope flow [Weiss-Penzias et al., 2006].
Weiss-Penzias et al. [2006, 2007] describe measurements of
total airborne mercury (TAM = Hg0 + RGM + particulate
mercury), CO, and other species at MBO from 28 March
2004 until 30 September 2005. From 30 April to 31 August
2005, Swartzendruber et al. [2006] measured speciated
mercury (Hg0, RGM, and particulate mercury) at MBO.
[8] We analyze these observations with the GEOS-Chem

global tropospheric chemistry model [Bey et al., 2001]
version 7-04-05 (http://www.as.harvard.edu/chemistry/trop/
geos/). The model is driven by assimilated meteorology
from the NASA Global Modeling and Assimilation Office
(GMAO). After a spin-up period to reach steady state, we
run the model for 2004 using the GEOS-4 meteorological
fields. The model has 2� latitude by 2.5� longitude hori-
zontal resolution and 30 hybrid pressure-sigma layers. For
the grid boxes corresponding to Okinawa and MBO, we
extract hourly output from the model.
[9] We perform a CO simulation [Duncan et al., 2007],

which includes emissions from fossil fuel, biofuel, and
climatological biomass burning, as well as a photochemical
source from oxidation of methane and biogenic volatile
organic compounds (BVOCs). The CO simulation has been
evaluated extensively in other studies [e.g., Heald et al.,
2003; Palmer et al., 2003; Liang et al., 2004; Duncan et al.,
2007].
[10] We also perform a mercury simulation, with tracers

for Hg0, divalent mercury (HgII), and particulate mercury
(HgP) [Selin et al., 2007]. We treat the HgII tracer as
comparable to RGM measurements. In the atmosphere,
Hg0 is oxidized to HgII by ozone and OH, and in cloudy
regions HgII can be reduced back to Hg0. HgII is lost
through wet and dry deposition. In the rest of the paper
we will refer to RGM as HgII. The model includes emission,
transport, and deposition of HgP, but does not currently
include HgP chemistry. The atmospheric mercury model is
fully coupled to a slab model of the ocean mixed layer
[Strode et al., 2007]. Mercury entering the ocean mixed
layer through deposition or oceanic mixing can be con-
verted in the ocean to elemental mercury and then emitted to
the atmosphere through gas-exchange, or it can be lost to
the deep ocean through mixing and sinking on particles.
[11] The mercury simulation includes emissions from

anthropogenic sources [Pacyna et al., 2006;Wilson et al., 2006],
biomass burning, and natural emissions plus re-emissions from
land and ocean. Globally, the model includes 2200 Mg a�1

total mercury from anthropogenic sources, 2000 Mg a�1

from land emissions and re-emissions, 520 Mg a�1 from
biomass burning, and 2970 Mg a�1 ocean emissions. Mer-
cury from biomass burning is scaled to climatological bio-
mass burning emissions of CO [Duncan et al., 2003], using a
Hg0/CO emission ratio of 1.5 � 10�7 mol/mol [Slemr et al.,
2006b]. Land emissions are divided into a natural (geogenic)
component of 500 Mg a�1, distributed in regions with
geologic deposits, and a re-emission component of
1500 Mg a�1, distributed according to the pattern of depo-
sition. Ocean emissions are a function of deposition, radia-
tion, biological productivity, temperature, and wind speed.
Land, biomass burning, and ocean emissions are all as Hg0.
[12] Figure 1 shows the distribution of anthropogenic,

land, and biomass burning emissions over Asia (defined
here as 9�S–60�N, 65�–146�W). For this region, anthro-
pogenic emissions are 610 Mg a�1 of Hg0, 380 Mg a�1 of
HgII, and 100 Mg a�1 of HgP. Geogenic emissions of
100 Mg a�1 Hg0 are located primarily in southeast China.
Land re-emissions of 310 Mg a�1 Hg0 are distributed
throughout the region, with large emissions from southeast
China and India. Large anthropogenic emissions and high
deposition rates drive the elevated re-emissions in China.
India has lower anthropogenic emissions than China, but its
land re-emissions are elevated because high precipitation
combined with the elevated rate of HgII formation in the
tropics causes high deposition to this area. Biomass burning
accounts for 150 Mg a�1 Hg0, with large emissions from
Southeast Asia and India peaking in March and April and
emissions from Siberian boreal forest fires peaking in July
and August. This region also includes ocean emissions of
360 Mg a�1 Hg0.
[13] Both CO and mercury tracers are tagged in the model

according to their emission region and source. We consider
four regions: Asia, North America, Europe, and the rest of
the world. For mercury, we also tag emissions from biomass
burning, land, and ocean sources. The regional land tracers
include both geogenic land emissions and land re-emissions.
Mercury emitted as Hg0 that later oxidizes to HgII retains the
tag of its original emission region. For example, the Asian
HgII tracer contains both HgII directly emitted from Asia and
HgII formed by oxidation of Asian Hg0. Ocean emissions are
tagged as primary ocean only if the mercury entered the
mixed layer from the deep ocean; mercury of anthropogenic
or land origin that is deposited to the ocean and then
re-emitted retains its original tag. Our Asian anthropogenic
mercury tracer thus includes both direct emissions from Asia
and also ocean re-emission of previously deposited Asian
anthropogenic mercury. We infer the contribution to each
tracer from ocean re-emission by differencing our standard
simulation with a model simulation with the net sea-air flux
set to zero. For CO, we tag emissions from anthropogenic
(fossil fuel plus biofuel) sources, biomass burning, and the
photochemical oxidation of methane and BVOCs.

3. Results

3.1. Hg0 and CO at Okinawa

[14] Figure 2 shows observed and modeled Hg0 and CO
at Okinawa during spring 2004. The frequent simultaneous
increases in CO and Hg0 concentrations reflect the influence
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of episodic outflow of polluted air from Asia reaching
Okinawa [Jaffe et al., 2005]. For CO, the mean observed
value ± one standard deviation is 215 ± 65 ppbv compared
to the modeled 209 ± 58 ppbv, while for Hg0 the observed
mean and standard deviation is 2.04 ± 0.38 ng m�3 standard
air compared to the modeled 2.04 ± 0.25 ng m�3. The
model captures some of the observed temporal variability,
with r2 = 0.28 for CO and r2 = 0.39 for Hg0. The tagged
simulations show that the variability in CO and Hg0 is
dominated by the variability in Asian tracers, as expected.
For CO, the Asian anthropogenic tracer explains 97% of the
variance in modeled total CO. Using multiple regression,
we find that the Asian anthropogenic and land tracers
together explain 97% of the variance in total Hg0. Land
emissions from Asia covary with the Asian anthropogenic
tracer (r2 = 0.87) due to the approximate colocation of the
anthropogenic and land sources (Figure 1), which allows the
tracers to be transported together.
[15] We used our tagged tracer simulation to divide the

total CO and mercury concentrations over Okinawa into
different source contributions for the 1 March to 31 May
period (Table 1). Asian sources account for 44% of Hg0 at
Okinawa, with Asian anthropogenic, land, and biomass
burning emissions contributing 26, 15, and 3%, respective-
ly. The Asian anthropogenic contribution to HgII (45%) and
particulate mercury (78%) over Okinawa is greater than the

contribution to Hg0 (Table 1) because the model shows
Okinawa receiving direct transport of Asian HgII and
particulate mercury emissions, but the short lifetimes of
these species prevent them from reaching Okinawa by direct
transport from other regions. For CO, the Asian anthropo-
genic contribution is 41%. During periods of enhanced
outflow, the Asian anthropogenic contribution reaches up
to 73% for CO and 43% for Hg0 (Figure 2).

3.2. Hg0 and CO at Mount Bachelor

[16] Figure 3 shows the time series of observed and
modeled CO and TAM at MBO for 2004. At MBO,
the mean model concentrations are 116 ± 20 ppbv and
1.61 ± 0.09 ng m�3 for CO and mercury, respectively,
compared to observed means of 133 ± 28 ppbv and
1.53 ± 0.19 ng m�3, yielding a mean model bias of �12%
for CO and 5% for mercury. The CO bias is evident
primarily in springtime. The r2 value is 0.37 for CO and
0.34 for mercury. The model fails to reproduce the magni-
tude of the observed mercury peaks and has a standard
deviation of only 0.09 ng m�3. It also somewhat under-
estimates the standard deviation of CO. In contrast, the
model better reproduces CO observations, including spring-
time long-range transport events, at the surface coastal site
Cheeka Peak in Washington State [Liang et al., 2004]. The
difficulty at MBO is likely due to subgrid scale processes

Figure 1. Distribution of annual Asian mercury emissions (Mg a�1) from (a) anthropogenic,
(b) geogenic, (c) land re-emission + ocean emission, and (d) biomass burning used in the GEOS-Chem
model. The location of Okinawa is indicated by a star in Figure 1a.
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associated with the local mountainous terrain. The model
grid box containing MBO has a surface altitude of 1.4 km
above sea level. The model is sampled at the vertical level
corresponding to the actual altitude of MBO (2.8 km above
sea level), where the model captures the observed temper-
ature. In the model, this level is usually above the boundary
layer during spring. Springtime observations show that
MBO experiences a mixture of boundary layer and free-
tropospheric air, with a diurnal cycle in up-slope and
downslope flow [Weiss-Penzias et al., 2006]. Thus some
of the model error is likely due to its inability to capture the
transitions between boundary layer and free tropospheric air
at the peak of Mount Bachelor.
[17] Unlike Okinawa, where enhancements are primarily

driven by Asian transport, at MBO the tagged tracer
simulations attribute the majority of the variability in CO
to fluctuations in North American CO and CO from
hydrocarbon oxidation, and much of the variability in
mercury to variations in transport of regional land sources.
During springtime, the North American land tracer explains
46% of the variability in TAM at MBO while the Asian
tracers (anthropogenic + land + biomass burning) explain

42%. In the annual average, the North American land tracer
explains only 29% of the TAM variability while the Asian
tracers explain 57%. The large fraction of variability in the
annual average explained by the Asian tracers is due partly
to their effect on the seasonal cycle; the Asian tracers
explain only 37% of the variance when monthly variability
is removed by subtracting the 31-day running mean.
[18] Weiss-Penzias et al. [2007] discuss a number of

Asian long-range transport events observed at MBO. The
model captures some of these observed events (Figure 3).
For the 9 and 10 April 2004 events (a, b), the model
captures the timing of the events but greatly underestimates
their magnitude. During the large 25 April event (c), the
model shows a small enhancement in the Asian tracers for
CO and mercury. However, the model predicts a larger
Asian event 3 days later on 28 April. Our simulation captures
the timing and duration of the 20 December event (h), and
attributes it to concurrent increases in both the Asian and
North American tracers. For several of the other observed
events, there is a small increase in the Asian tracer
corresponding to the timing of the event, but the model
usually underestimates the magnitude of the events. This

Figure 2. Time series of CO and Hg0 at Okinawa for March–May 2004. (a) Observed (black) and
modeled (red) CO. (b) Model CO tracers tagged by source. (c) Observed (black) and modeled (red) Hg0.
The dashed red line shows model simulation B (Asian Hg0 emissions increased by 50%). (d) Hg0 tracers
tagged by source. The observations are averaged using a 6-h running mean. Asian transport events from
Jaffe et al. [2005] are shaded in gray.
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underestimate is likely due to model resolution and the
inability to capture the high concentrations of a thin
plume.
[19] The modeled lifetime of total gaseous mercury in the

northern hemisphere spring, calculated as the TGM concen-
tration divided by the loss to deposition, is approximately
9 months, so concentrations at both Okinawa and MBO are
influenced by global sources. MBO, though more distant
from Asia, nevertheless receives 34% of its Hg0 from Asian
sources during spring. On average, these Asian sources
include 0.34 ng m�3 (20%) from the Asian background,
0.11 ng m�3 (7%) from ocean re-emission of Asian emis-
sions, and 0.12 ng m�3 (7%) from direct transport from
Asia. Non-Asian land and primary ocean emissions are also
major contributors at MBO, accounting for 31% and 13%,
respectively. The North American anthropogenic contribu-
tion is only 2%, reflecting MBO’s location upwind from
most North American sources. The Asian anthropogenic
percent contribution to Hg0 at MBO shows little variability
between seasons, with an Asian anthropogenic contribution
of 18% in spring and in the annual average. In the model,
the largest Asian Hg0 contribution occurred on 28 April,
when the Asian sources accounted for 41% of Hg0 (Figure 3
and event c). Since the model underestimates the magnitude
of the events, this modeled Asian contribution is likely an
underestimate. For CO, the percent contribution is 24% in
spring compared to 20% in the annual average. The stronger
seasonality in CO reflects its shorter lifetime (�2 months)
compared to the 9-month lifetime of TGM.
[20] If we consider the entire continental United States, we

find a springtime North American anthropogenic contribu-
tion to surface Hg0 concentrations of 4%, a N. American land
contribution of 16%, an Asian anthropogenic contribution
of 16%, and an Asian land contribution of 12%. The

remainder comes from anthropogenic and land emissions
from other regions of the world, biomass burning, and ocean
emissions (Table 1).

3.3. Hg0/CO Ratios

[21] Mercury emissions inventories remain highly uncer-
tain. For the global inventory, the uncertainty is estimated to
be ±25% for fuel combustion sources, ±30% for industrial
processes, and a factor of 2–5 for waste disposal [Pacyna et
al., 2006]. The uncertainty in anthropogenic emissions from
China is ±44% [Streets et al., 2005]. Uncertainties in natural
mercury emissions, with estimates varying by a factor of 4
[Gustin and Lindberg, 2006], as well as re-emissions of
previously deposited mercury further complicate these esti-
mates. Streets et al. [2006] estimate the uncertainty in CO
emissions from China to be ±68%. However, Asian CO
emissions inventories have also been constrained by com-
parison to ground-based, aircraft, and satellite observations
[e.g., Heald et al., 2003, 2004; Palmer et al., 2003].
[22] A common method for estimating emissions based

on observed concentration data is to use the ratio of two
observed compounds [Hansen et al., 1989]. Jaffe et al.
[2005] report an Hg0/CO ratio at Okinawa of 0.0053 ng
m�3 ppbv�1 for the spring 2004 observations, as listed in
Table 2. Ratios for individual Asian transport events range
from 0.0036–0.0074 ng m�3 ppbv�1, with a mean of
0.0056 ng m�3 ppbv�1 during Asian transport episodes
[Jaffe et al., 2005]. This is similar to the TGM/CO ratio of
0.0074 ng m�3 ppbv�1 found in a Shanghai plume during
the ACE-Asia campaign by Friedli et al. [2004] and the
TAM/CO ratio of 0.0046 ± 0.0013 ng m�3 ppbv�1 (mean ±
stddev) for Asian long-range transport events at MBO
[Weiss-Penzias et al., 2007]. In contrast, Weiss-Penzias et
al. [2007] observed a TAM/CO enhancement ratio of

Table 1. Average Springtime Contributions of Source Regions to Hg0 (ng m�3), HgII (pg m�3), and CO (ppbv) at MBO, Okinawa, and

the United Statesa

March 1–May 31

Okinawa
(26.8�N, 128.2�E, 60 m)

MBO
(44.0�N, 121.7�W, 2.8 km)

USA
(30�–46�N, 125�–65�W, Surf.)

Hg0 HgII CO Hg0 HgII CO Hg0 HgII CO

Anthropogenicb

Asia 0.48(26) 6.3(45) 73(41) 0.29(18) 15(18) 30(24) 0.26(16) 5.6(15) 25(16)
North America 0.03(2) 0.2(2) 11(6) 0.03(2) 2(2) 17(13) 0.07(4) 5.9(15) 53(31)
Europe 0.10(5) 0.5(4) 20(11) 0.10(6) 4.8(6) 19(15) 0.10(6) 1.9(5) 19(12)
Rest of worldc 0.12(7) 0.7(5) 3(2) 0.12(7) 7.0(8) 4(3) 0.11(7) 2.7(7) 4(2)

Biomass Burningb

Asia 0.06(3) 0.4(3) 19(12) 0.05(3) 2.5(3) 10(8) 0.04(3) 1.1(3) 8(5)
Rest of worldd 0.09(5) 0.5(4) 5(3) 0.08(5) 5.1(6) 6(5) 0.08(5) 2(5) 8(5)

Landb,e

Asia 0.27(15) 1.4(10) - 0.21(13) 11.1(13) - 0.20(12) 4.3(11) -
North America 0.12(7) 0.7(5) - 0.16(10) 6.7(8) - 0.27(16) 3.4(9) -
Rest of worldf 0.34(18) 2.0(14) - 0.34(21) 19(22) - 0.33(20) 7.3(17) -

Primary oceang 0.22(12) 1.3(9) - 0.21(13) 12.3(14) - 0.21(13) 4.7(12) -
CO: Oxidation of CH4 and BVOC - - 42(26) - - 39(32) - - 44(28)
Total 1.8(100) 14(100) 173(100) 1.6(100) 86(100) 125(100) 1.7(100) 39(100) 171(100)

aPercent contributions are given in parentheses.
bEach tagged tracer includes ocean re-emission.
cIncludes all anthropogenic emissions from regions other than Asia, North America, and Europe.
dIncludes all biomass burning outside of Asia.
eLand tracer includes both geogenic emissions and re-emissions from land.
fIncludes land emissions from all regions except Asia and North America.
gOceanic mercury that originates below the mixed layer is considered primary ocean.
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Figure 3. Time series of 6-h running mean observations and model at MBO for 2004. (a) Observed
(black) and modeled (red) CO. (b) Model CO tracers tagged by source. (c) Observed (black) and modeled
(red) total airborne mercury (TAM) from the standard simulation. (d) TAM tracers tagged by source.
Asian long-range transport events from Weiss-Penzias et al. [2007] are shaded in gray and labeled
Figures 3a–3h.

Table 2. Observed and Modeled Hg0/CO Ratios (ng m�3 ppbv)

Location Episode Observations Model Model Bb Model Cc Model Dd

Okinawa spring 2004 0.0053 0.0039 0.0050 0.0062 0.0045
A 0.0043 0.0044 0.0055 0.0066 0.0048
B 0.0056 0.0029 0.0037 0.0045 0.0030
C 0.0073 0.0045 0.0056 0.0068 0.0052
D 0.0051 0.0065 0.0084 0.0103 0.0080
E 0.0074 0.0044 0.0058 0.0072 0.0053
F 0.0036 0.0050 0.0063 0.0076 0.0058
HSO episode mean 0.0056 0.0046 0.0059 0.0072 0.0054

MBO a 0.0032 0.0025 0.0024 0.0024 0.0026
b 0.0035 0.0029 0.0029 0.0029 0.0032
c 0.0042 0.0055 0.0057 0.0061 0.0063
d 0.0048 0.0047 0.0044 0.0042 0.0045
e 0.0026 0.0027 0.0033 0.0038 0.0030
f 0.0044 0.0019 0.0032 0.0039 0.0030
g 0.0051 0.0027 0.0033 0.0041 0.0029
h 0.0051 0.0023 0.0034 0.0040 0.0031
MBO 2004 Episode mean 0.0041 0.0031 0.0036 0.0039 0.0036

ACE-Asiaa 04/30/01 0.0072 0.0061 0.0073 0.0087 0.0067
aThe value is given for the Shanghai Plume in the ACE-Asia campaign [Friedli et al., 2004].
bModel B has 280 Mg a�1 more Asian anthropogenic emissions and the same land emissions as the standard simulation.
cModel C has 610 Mg a�1 more Asian anthropogenic emissions and the same land emissions as the standard simulation.
dModel D repartitions the total emissions from the standard simulation with more anthropogenic emissions compensated by lower land emissions.
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0.0011 ng m�3 ppbv�1 in U.S. industrial events and 0.0014
ng m�3 ppbv�1 in biomass burning events.
[23] Using the observed ratio, Jaffe et al. [2005] calcu-

lated Asian Hg0 emissions of 1460 Mg a�1 compared to
610 Mg a�1 Hg0 in the anthropogenic inventory of Pacyna
et al. [2006]. Weiss-Penzias et al. [2007] inferred Hg0

emissions of 620 Mg a�1 from China, a factor of 2 larger
than the recent anthropogenic inventory of 300 Mg a�1 from
Streets et al. [2005] for China. The Pacyna et al. [2006]
inventory for 2000 contains 360 Mg a�1 of Hg0 emissions
from China, 20% more than the Streets et al. [2005]
inventory for 1999. Pan et al. [2006] compared a regional
model with ACE-Asia data over the Yellow Sea and found
that using Asian anthropogenic and biomass burning emis-
sions of 1040 Mg a�1 total Hg with 830 Mg a�1 from Asian
land, biogenic, and marine sources, their model underesti-
mated mercury concentrations after subtracting background
concentrations. They suggest that there may be an 80–200%
underestimate in mercury emissions from China. Using
4D-Var to assimilate the ACE-Asia data, Pan et al. [2007]
estimate Asian emissions of 1430–2270 Mg a�1 Hg0,
depending on their assumed boundary conditions.
[24] Here, we examine the ability of GEOS-Chem to

reproduce observed Hg/CO ratios using the Pacyna et al.
[2006] inventory. We sample the model hourly at Okinawa
and find a slope of 0.0039 ng m�3 ppbv�1, 26% lower than
the observed slope of 0.0053 ng m�3 ppbv�1 for the total
data set (Table 2). Considering the ratios only during the
Asian long-range transport events identified by Jaffe et al.
[2005] yields a mean ratio of 0.0046 ng m�3 ppbv�1, with a
range of 0.0029–0.0065 ng m�3 ppbv�1, 18% lower than
the observed mean.
[25] In comparison to the previous studies described

above, we find a smaller underestimate of Asian sources.
The model’s total Hg0 tracer is able to capture the observed
Hg0/CO slope to within 30% because it includes a contri-
bution from Asian land emissions and re-emissions. At
Okinawa, these tracers covary in time with the Asian
anthropogenic tracer and contribute to the magnitude of

the observed events (Figure 2d). If we consider only the
Asian anthropogenic tracer in the model, we get a slope of
0.0031 ng m�3 ppbv�1, 42% lower than that observed
(Figure 4). Anthropogenic emissions from other regions as
well as Asian biomass burning also contribute to some of
the events. However, since the model Hg0/CO ratio is still
lower than the observed ratio, we also examine the sensi-
tivity of the model to higher Asian Hg0 emissions.
[26] Selin et al. [2008] included a dry deposition sink for

Hg0 in the GEOS-Chem model and find that they need
additional sources to balance this 1700 Mg a�1 loss. In
particular, they increase the Asian anthropogenic Hg0

source over the region 70�–152.5�E, 8�–45�N by 50% as
well as increasing other anthropogenic sources and includ-
ing artisanal mining. We conduct a simulation (Model B) by
increasing the Asian anthropogenic source from 610 to
890 Mg a�1 Hg0, but without including dry deposition of
Hg0 or increasing other sources. This simulation reproduces
the observed Hg0/CO slope for the total Okinawa data set
(0.0050 ng m�3 ppbv�1 modeled, 0.0053 ng m�3 ppbv�1

observed) and the Asian transport events within 6%, but
leads to a 13% positive bias in modeled Hg0 for the total
data set at Okinawa. Thus the Hg0/CO ratio is consistent
with a larger Asian anthropogenic source. However, lower
background concentrations would be required to prevent
model bias at Okinawa. Total Asian emissions of Hg0 in this
simulation are 1450 Mg a�1. This estimate is smaller than
the 2270 Mg a�1 of Pan et al. [2007] based on background
concentrations of 1.2 ng m�3, but agrees well with their
estimate of 1430 Mg a�1 based on background concen-
trations of 1.5 ng m�3. GEOS-Chem reproduces mean
concentrations at nonurban land-based sites of 1.58 ng m�3

[Selin et al., 2007]. Since the Hg0/CO ratio at Okinawa is
sensitive primarily to Hg0 emissions, this improvement in
the modeled ratio can be obtained either by increasing total
emissions as described above, or by changing the speciation
of the original emissions so that a larger fraction is emitted
as Hg0. Edgerton et al. [2006] found that 84% of the
mercury in power plant plumes was Hg0. Applying this
speciation to the Asian emissions would lead to approxi-
mately a 50% increase in Asian Hg0 (910 Mg a�1 Hg0,
1470 Mg a�1 total Hg), leading to similar Asian Hg0

emissions and a similar fit to observations compared with
Model B.
[27] We conduct a third simulation (Model C) with

Asian anthropogenic Hg0 emissions over Asia doubled
(1220 Mg a�1) while other emissions are the same as in
the base simulation. This yields a Hg0/CO ratio of
0.0072 ng/m3/ppbv for the Asian long-range transport
events at Okinawa, a standard deviation above the observed
mean (0.0056 ± 0.0016 ng m�3 ppbv�1). For the total data
set, we find a Hg0/CO ratio of 0.0062 ng m�3 ppbv�1

compared to the observed 0.0053 ng m�3 ppbv�1. This
simulation also leads to a 26% positive bias in Hg0

concentrations at Okinawa, although this could potentially
be reduced by inclusion of Hg0 dry deposition. We therefore
consider the doubling of Asian anthropogenic emissions an
upper limit of the uncertainty.
[28] It is possible that an overestimate in the modeled

land emissions could compensate for an underestimate in
anthropogenic emissions. We examine this possibility with a
model simulation (Model D) in which we decrease Asian

Figure 4. Scatterplot of Hg0 (ng m�3) versus CO (ppbv)
concentrations for Okinawa 2004. Observations are in
black, model in red, and model Asian tracer contribution in
green. The mercury tracers are from the standard simulation.
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Hg0 land emissions and re-emissions by 70% (from 540 to
160 Mg a�1) and increase Asian anthropogenic Hg0 emis-
sions by 62% (from 610 to 990 Mg a�1) so that the total
emissions are the same as the reference simulation. We do
not alter the spatial distribution of the land or anthropogenic
emissions. This simulation improves the agreement of the
modeled and observed Hg0/CO ratios for the total data set
and agrees with the observed ratios during long-range
transport events to within 2% (Table 2). It also increases
the overall model Hg0 bias at Okinawa from 2% to 7%.
[29] Mercury emitted from Asia as HgII and then reduced

in the atmosphere can also contribute to the amount of Hg0

reaching Okinawa during transport events. In-cloud reduc-
tion of HgII to Hg0 in GEOS-Chem is scaled according to
constraints on seasonal variability and TGM liftetime [Selin
et al., 2007]. Furthermore, Edgerton et al. [2006] suggest
that in-plume reduction of RGM could explain their obser-
vations of RGM and Hg0. To quantify the role of HgII

emissions in our standard simulation, we conduct a model
simulation without anthropogenic emissions of HgII. We
find that removing direct HgII emissions decreases the model
Hg0/CO slope during Asian long-range transport events from
0.0046 ng m�3 ppbv�1 to 0.0039 ng m�3 ppbv�1 for
Okinawa. This suggests that aqueous reduction of HgII

emissions during transport contributes �15% to the
observed Hg0/CO ratio at Okinawa.
[30] During the ACE-Asia campaign, Friedli et al. [2004]

report a TGM/CO ratio of 6.4 � 10�6 w/w in a plume
originating in Shanghai that they sampled on 30 April 2001.
This is equivalent to 0.0072 ng m�3 ppbv�1. We sample
the model along the 30 April 2001 flight track and find a
TGM/CO ratio of 0.0061 ng m�3 ppbv�1, which would be
23% lower in the absence of HgII emissions. Increasing
Asian emissions by 280 Mg a�1 (Simulation B) results in a
TGM/CO ratio of 0.0073 ng m�3 ppbv�1, in better agree-
ment with the observed ratio (Table 2). Friedli et al. [2004]
observed a peak in TGM concentrations between 6 and 7 km
altitude, which they attribute to lofted pollution. Examining
the vertical profile of Asian Hg0 above Okinawa in the
GEOS-Chem model, we also see episodic enhancements at
this altitude.
[31] We also compare modeled and observed TAM/CO

ratios at MBO during 8 Asian long-range transport events in
2004, as defined by Weiss-Penzias et al. [2007]. This leads
to a modeled TAM/CO ratio of 0.0031 ng m�3 ppbv�1 for
the standard simulation, compared to the 2004 observed
mean ratio of 0.0041 ng m�3 ppbv�1 [Weiss-Penzias et al.,
2007]. Simulation B (50% increase in Asian anthropogenic
Hg0) yields an enhancement ratio of 0.0036 ng m�3 ppbv�1

and an 11% positive model bias in Hg0. Simulation C
(doubled Asian anthropogenic Hg0) results in a small
underestimate of the enhancement ratio (0.0039 ng m�3

ppbv�1) and a 20% positive model bias. Simulation D (62%
higher Asian anthropogenic and 70% lower land emissions)
similarly increases the modeled enhancement ratio to
0.0036 ng m�3 ppbv�1 (Table 1) without changing the
mean Hg0 at MBO.
[32] We consider simulations B and D the best fit to the

observations. This leads to an estimated range of Asian Hg0

emission of 1260–1450 Mg a�1, of which 890–990 is
anthropogenic (Table 3). This represents approximately a
50% increase over the anthropogenic emissions estimate of
Pacyna et al. [2006]. For China, we find Hg0 emissions of
680–800 Mg a�1 of which 530–580 Mg a�1 is anthropo-
genic. This lies within the uncertainty given by Weiss-
Penzias et al. [2007] and at the low end of the Pan et al.
[2007] estimate, but our anthropogenic emissions are larger
than the Streets et al. [2005] inventory (Table 3).
[33] We use GEOS-Chem at 4� � 5� resolution to explore

the effect of source regions on Hg0/CO ratios globally.
Figure 5 shows the Hg0/CO regression slope for a 3-hourly
time series in each model grid box at 930 hPa for April
2004. Slopes are only included where the Hg0 versus CO
regression yields r2 > 0.4, and the standard deviation of CO
exceeds 15% of mean CO. These criteria are met over and
downwind of major source regions such as eastern China,
Europe, and the eastern United States. In the southern
hemisphere, South Africa and Australia are highlighted.
We find large average Hg0/CO ratios downwind of Asia
(0.0040 ng m�3 ppbv�1), and smaller ratios downwind of
the eastern United States (0.0021 ng m�3 ppbv�1) and
Europe (0.0024 ng m�3 ppbv�1). The highest Hg0/CO ratio
occurs near South Africa (0.0099 ng m�3 ppbv�1), while
outflow from Australia has a lower ratio of 0.0025 ng m�3

ppbv�1. This supports the use of Hg0/CO ratios as tracers of
source regions. Care should be taken, however, in the
interpretation of Hg/CO ratios as they reflect land as well
as anthropogenic emissions of mercury. Furthermore,

Table 3. Comparison of Asian and Chinese Hg0 Emissions

(Mg a�1) From Several Studiesa

Reference Emissions: Asia Emissions: China

Jaffe et al. [2005] 1460
Pacyna et al. [2006] (610) (360)
Pan et al. [2007] 1430–2270 720–1140
Weiss-Penzias et al. [2007] (620 ± 180)
Streets et al. [2005] (300)
This study 1260–1450 (890–990) 680–800 (530–580)

aValues are given for emissions from all sources, while emissions from
anthropogenic sources only are in parentheses.

Figure 5. Hg0/CO regression slopes for 3-hourly model
output at 930 hPa for April 2004. Slopes are only given for
grid boxes with a standard deviation of CO greater than
15% of mean CO and r2 > 0.4 for the Hg0/CO correlation.
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enhancement ratios may not be unique to a particular
region. Slemr et al. [2006a] found TGM/CO ratios averag-
ing 0.0050 ng m�3 ppbv�1 at Mace Head, Ireland, similar to
the ratios found in Asian outflow.

3.4. Trans-Pacific Transport of CO and Mercury

[34] The different mechanisms by which Asian Hg0 and
HgII reach North America affect the latitudinal distribution
of their contributions (Figure 6). Hg0, like CO, is trans-
ported to the northeast from Asia with the prevailing winds.
Consequently, at 700 hPa the Asian influence is largest over
Alaska, western Canada and the Northwestern United States
(Figures 6a and 6b). In contrast, Asian emissions influence
North American HgII concentrations through in situ oxida-
tion of the global Asian Hg0 pool rather than by direct
advection of HgII from the emission source. The Asian HgII

contribution is thus largest at low latitudes where high
oxidant concentrations and descending dry air favor accu-
mulation of HgII (Figure 6c). Total HgII concentrations are
also high in this region for the same reason. Asian HgII

deposition follows a similar pattern to Asian HgII concen-
tration since both wet and dry deposition depend on HgII

concentrations. HgII deposition is also larger over land,

where dry deposition velocity is high (Figure 6d). In terms
of percent contribution from Asian sources, the geographic
distribution and the deposition of HgII are similar to that of
Hg0 and CO (Figure 7). This similarity occurs because HgII

originates from oxidation of the Hg0 pool and thus reflects
regional percent contributions to that pool.
[35] Figure 8 shows a longitudinal cross-section of the

contribution of CO, Hg0, and HgII from Asian sources
across the Pacific during spring. The contribution from
Asian Hg0 and CO decreases with distance from Asia, with
Asian Hg0 decreasing by 32% and CO decreasing by 56% at
the surface between 140�E and 125�W. Both species show
lower concentrations in the upper troposphere (Figures 8a
and 8b). In contrast, Asian HgII increases at high altitudes,
where it is not readily removed by wet or dry deposition or
in-cloud reduction [Selin et al., 2007]. Consequently, Asian
HgII in the upper troposphere is due to oxidation of Asian
Hg0 emissions rather than to direct transport of Asian HgII

emissions, which are mostly deposited close to their source
(Figure 8c). The inverse altitude profiles of HgII and Hg0 are
consistent with observations at MBO [Swartzendruber et
al., 2006] and aircraft observations off the Florida coast
[Landis et al., 2005].

Figure 6. Map of March–May 2004 700 hPa concentrations of Asian (a) CO (ppbv), (b) Hg0 (ng m�3),
and (c) HgII (pg m�3) over the Pacific. Asian total deposition (kg a�1) is shown in Figure 6d. Sea level
pressure contours are overplotted in white, and gray arrows indicate wind at 700 hPa.
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[36] We consider the role Asian Hg0 re-emitted from the
ocean using a tagged simulation with ocean emissions
turned off. We find that ocean re-emission increases the
Asian contribution of Hg0 over the west coast of North
America by 29% (from 0.42 to 0.54 ng/m3) (Figures 8b
and 8d). Including Hg0 ocean re-emissions increases the
amount of Hg0 available for oxidation and thus increases
the background levels of HgII in the upper troposphere
(Figures 8c and 8e).

3.5. Origin of Mercury Over the United States

[37] Table 4 shows regional contributions to HgII depo-
sition (wet and dry) to Okinawa, MBO, and the United
States. These contributions are based on the tagged tracer
contributions in our standard simulation. Adding anthropo-
genic (including ocean re-emission) and land tracers together,
we find a North American contribution to deposition over the
continental United States of 26%, slightly lower than the 30%
contribution of North American anthropogenic (direct + re-
emission) to the US of Seigneur et al. [2004] and the 33%
natural + anthropogenic North American contribution to
deposition over North America of Travnikov [2005]. Our
Asian land + anthropogenic deposition to the US is 25%,

compared to 21% over the US [Seigneur et al., 2004] and
24% over North America [Travnikov, 2005]. The Asian
contribution in this study includes anthropogenic, geogenic,
and land re-emission from Asia, as well as ocean re-emission
of all those tracers. For comparison, Seigneur et al. [2004]
include anthropogenic emissions from Asia and re-emission
of those emissions from all regions, while Travnikov [2005]
consider natural and anthropogenic emissions from Asia.
[38] The relative importance of Asian and North American

sources to deposition over the U.S. varies geographically.
We find that the average contribution to deposition in the
western U.S. (125�–100�W) from the North American
anthropogenic tracer is 11%, where as in the eastern U.S.
(95�–75�W) the average contribution is 25% due to larger
anthropogenic emissions in the eastern half of the country.
This is similar to the results of Selin et al. [2007]. The Asian
anthropogenic contribution to deposition is 15% over the
western U.S. and 12% over the eastern U.S. For Hg0

concentrations over the United States, the east-west gradient
is smaller than for deposition, with approximately 15%
coming from Asian anthropogenic sources in both the east
and west of the country and the North American anthropo-
genic contribution increasing from 3% in the west to 6% in

Figure 7. Map of March–May 2004 700 hPa percent contributions from the Asian tracers to (a) CO,
(b) Hg0, (c) HgII, and (d) total (wet + dry) deposition over the Pacific. Sea level pressure contours are
overplotted in white, and gray arrows indicate wind direction.
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the east. The near-source deposition of HgII emissions
drives the large east west gradient in deposition.

4. Conclusions

[39] We conducted a simulation of trans-Pacific transport
of mercury including anthropogenic emissions tagged by
region of origin as well as natural emissions and re-
emissions from land and ocean. The simulation captures
39% of the observed variability in Hg0 concentrations at
Okinawa, Japan, and attributes the variability primarily to
variability in the outflow of Asian anthropogenic and land
emissions. At Mount Bachelor, Oregon, the model captures
mean concentrations (1.53 ± 0.19 ng/m3 observed, 1.61 ±
0.09 ng/m3 modeled) of Hg0, but underestimates the mag-
nitude of the observed long-range transport events.
[40] We tested the model’s ability to reproduce observed

Hg/CO enhancement ratio during Asian long-range trans-
port using the Pacyna et al. [2006] inventory for anthropo-
genic emissions. By including transport of Asian land
emissions, which covary in time with transport of Asian
anthropogenic emissions, the model reproduces the ob-
served Hg/CO enhancement ratios to within approximately
30%. However, the ratio is underestimated, suggesting that
Asian emissions in the inventory may also be underesti-
mated. Increasing Asian anthropogenic Hg0 emissions by
50% improves the ratio, but leads to a positive bias in the
mean concentration. Altering the speciation of the emissions
to increase Hg0 yields a similar result. Increasing Asian
anthropogenic Hg0 emissions by 62% while reducing Asian
land emissions so that total Asian emission is unchanged
also improves the Hg/CO ratio. Doubling Asian anthropo-

genic emissions leads to a 29% overestimate of the Hg/CO
ratio. We find that approximately 15% of the Hg/CO
enhancement ratio at Okinawa is due to reduction of HgII

emissions during transport. We cannot conclusively separate
the effect of anthropogenic versus land emissions, but total
Asian Hg0 emissions of 1260–1470 Mg/a from anthropo-
genic, land, and biomass burning in the region 65�–146�W,
9�S–60�N are consistent with observations.
[41] Trans-Pacific transport of Hg0 follows similar pat-

terns to CO in both its latitudinal and vertical distribution.
At MBO, we find a springtime Asian anthropogenic con-
tribution to Hg0 concentrations of 18% compared to a North
American anthropogenic contribution of 2%. Including land
emissions, these contributions increase to 31% and 12%,
respectively. Ocean re-emission accounts for 22% of the
Asian anthropogenic influence over the west coast of North
America. Unlike Hg0, HgII is not transported across the

Figure 8. Longitude-altitude plot of Asian tracer concentrations averaged over 28�–60�N from 1 March
to 31 May 2004 for (a) CO, (b) Hg0 , and (c) HgII. Figures 8d and 8e show the Asian tracer concentrations
excluding ocean re-emissions.

Table 4. Annual Mean Percent Contribution to Wet and Dry

Deposition of HgII

Annual Mean Deposition % Okinawa MBO USA

Anthropogenic Asia 35 14 14
N. America 1 19 16
Europe 4 5 5
rest of world 7 6 7

Biomass burning Asia 2 2 2
rest of world 5 5 5

Land Asia 11 11 11
N. America 6 9 10
rest of world 17 17 18

Ocean primary 12 12 12
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Pacific in the lower troposphere due to its short lifetime, but
the long lifetime of HgII in the upper troposphere allows
global transport.
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the National Science Foundation grant ATM 0238530.

References
Bey, I., D. J. Jacob, R. M. Yantosca, J. A. Logan, B. D. Field, A. M. Fiore,
Q. Li, H. Y. Liu, L. J. Mickley, and M. G. Schultz (2001), Global
modeling of tropospheric chemistry with assimilated meteorology: Model
description and evaluation, J. Geophys. Res., 106, 23,073–23,095.

Duncan, B. N., R. V. Martin, A. C. Staudt, R. Yevich, and J. A. Logan
(2003), Interannual and seasonal variability of biomass burning emissions
constrained by satellite observations, J. Geophys. Res., 108(D2), 4100,
doi:10.1029/2002JD002378.

Duncan, B. N., J. A. Logan, I. Bey, I. A. Megretskaia, R. M. Yantosca, P. C.
Novelli, N. B. Jones, and C. P. Rinsland (2007), The global budget of
CO, 1988–1997: Source estimates and validation with a global model,
J. Geophys. Res., 112, D22301, doi:10.1029/2007JD008459.

Edgerton, E. S., B. E. Hartsell, and J. J. Jansen (2006), Mercury speciation
in coal-fired power plant plumes observed at three surface sites in the
southeastern U.S., Environ. Sci. Technol., 40, 4563–4570.

Friedli, H. R., L. F. Radke, and R. Prescott (2004), Mercury in the atmo-
sphere around Japan, Korea, and China as observed during the 2001
ACE-Asia field campaign: Measurements, distributions, sources, and im-
plications, J. Geophys. Res., 109, D19S25, doi:10.1029/2003JD004244.

Gustin, M. S., and S. E. Lindberg (2006), Terrestrial mercury fluxes: Is the
net exchange up, down, or neither, in Dynamics of Mercury Pollution
on Regional and Global Scales: Atmospheric Processes and Human
Exposures Around the World, edited by N. Pirrone and K. R. Mahaffey,
pp. 241–259, Springer, Norwell, Mass.

Hansen, A. D. A., T. J. Conway, L. P. Steele, B. A. Bodhaine, K. W.
Thoning, P. Tans, and T. Novakov (1989), Correlations among combus-
tion effluent species at Barrow, Alaska: Aerosol black carbon, carbon
dioxide, and methane, J. Atmos. Chem., 9, 283–299.

Heald, C. L., et al. (2003), Asian outflow and trans-Pacific transport of
carbon monoxide and ozone pollution: An integrated satellite, aircraft,
and model perspective, J. Geophys. Res., 108(D24), 4804, doi:10.1029/
2003JD003507.

Heald, C. L., D. J. Jacob, D. B. A. Jones, P. I. Palmer, J. A. Logan, D. G.
Streets, G. W. Sachse, J. C. Gille, R. N. Hoffman, and T. Nehrkorn
(2004), Comparative inverse analysis of satellite (MOPITT) and aircraft
(TRACE-P) observations to estimate Asian sources of carbon monoxide,
J. Geophys. Res., 109, D23306, doi:10.1029/2004JD005185.

Jaffe, D., E. Prestbo, P. Swartzendruber, P. Weiss-Penzias, S. Kato,
A. Takami, S. Hatakeyama, and Y. Kajii (2005), Export of atmospheric
mercury from Asia, Atmos. Environ., 39, 3029–3038.

Landis, M. S., M. M. Lynam, and R. K. Stevens (2005), The monitoring
and modeling of mercury species in support of local, regional, and global
modeling, in Dynamics of Mercury Pollution on Regional and Global
Scales, edited by N. Pirrone and K. R. Mahaffy, Springer, New York.
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SECTION  I 
INTRODUCTION 
 

PURPOSE  AND  NEED 
 
WHY PROVIDE THIS GUIDANCE? 

Increasing  human  population  growth  combined  with  the  desirability  and  high  value  of 
shoreline properties, means that shoreline modifications will continue to occur in the Puget 
Sound area.  “Shoreline modification” is a broadly used term covering a variety of structures 
and activities  intended to adapt the shoreline environment for human use.   These activities 
can  range  from  installing stairways across bluff  faces,  to building docks and bulkheads,  to 
dredging.  Shoreline modification  has  been  accelerating  significantly  in  recent  decades  in 
response to population growth and development of the shoreline for commercial, industrial, 
residential,  and  recreational  uses.    These  activities  have  contributed  to  wide  scale 
degradation  and  loss of  important habitat  in  the nearshore  environment.    The  remaining 
habitat is becoming increasingly fragmented and degraded by ongoing activities. 

The  Shoreline  Management  Act  (SMA)  provides  the  framework  for  protection  of  the 
nearshore.   Adopted  in  1971  from a  citizen’s  initiative,  the Act’s purpose  is  to protect  the 
state’s  shorelines  from uncoordinated  and piecemeal development.    This  is  accomplished 
through  locally prepared and administered Shoreline Master Programs  (SMPs).   SMPs are 
currently  being  updated  statewide  consistent with  new  guidelines  (WAC  173‐26,  Part  III).  
The  SMP  update  process  requires  local  governments  to  evaluate  existing  nearshore 
conditions  and  establish  policies  and  regulations  that  will  protect  nearshore  ecological 
functions.   During this update process,  local planners and officials have the opportunity to 
determine where, and under what conditions, certain shoreline uses and activities should be 
permitted or prohibited.  In this way, inappropriate modification activities can be prohibited, 
thereby  avoiding  future  impacts  altogether.      In  those  circumstances where modification 
activities  are  allowed,  local  governments  have  the  authority  to  ensure  that  policies, 
regulations  and  specific  standards  of  local  master  programs  are  being  met.    Shoreline 
protection  is  also  integrated  into many  local  critical  areas  ordinances  under  the  Growth 
Management Act (GMA). 

This  guidance  has been developed  as  a  companion  to  the Department of  Ecology’s  SMA 
Guidelines and critical areas protection guidance offered by the Department of Commerce. 
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This  guidance  provides  a  synthesis  of  current  science  on  several  important  nearshore 
habitats and processes, and directions for where to find data and specific recommendations 
for moving through the mitigation sequence; from avoidance of new activities and reducing 
impacts  from  approved  activities,  to  mitigating  for  cumulative  impacts.    In  addition  to 
helping  local planners prepare SMP updates, this document will also assist Ecology  in their 
review to ensure that SMP updates are based on good science. 

 

◊ Provide the information in the form of user‐friendly text and graphics with 
reliance on tools such as flow charts and tables rather than extensive 
narrative. 

◊ Provide recommendations in a form that lays out a decision sequence that 
begins with avoiding impacts from these activities and moves through 
mitigating for cumulative impacts. 

◊ Provide useful approaches to protecting nearshore habitat that are 
supported by the prevailing science. 

◊ Provide basic information on key nearshore habitats and how they are 
impacted by shoreline modifications, in summary form. 

The intent of this guidance is to: 
 

 

 

 

 

 

 

 

 
WHAT IS THE SCOPE OF THIS GUIDANCE? 

This  Introduction  (section  I)  includes  a description of  the  relationship of  this guidance  to 
SMA  and  GMA  requirements,  and  a  definition  of  the  importance  of  the  Puget  Sound 
nearshore zone.   Section  II, provides a brief description of some key nearshore habitats  in 
Puget Sound that are often affected by shoreline modifications. These “science briefs” were 
summarized from recent scientific papers, and provide a framework to put the  importance 
of nearshore habitats  into perspective. The goal  is to provide planners and regulators with 
condensed  information  that  shows  how  shoreline  modification  can  affect  Puget  Sound 
nearshore habitat and nearshore ecological functions. The science briefs include: 

Beaches and Bluffs 
Forage Fish Habitat 
Kelp and Eelgrass Habitat 
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Marine Riparian Vegetation 
Juvenile Salmon Habitat 
 

Section  III,  contains  recommendations  associated  with  reviewing  and  permitting  three 
common shoreline modifications. For each activity, an overview of impacts is provided along 
with  recommendations  for  reducing  the  level of  impact  through planning and site specific 
designs.    In  this  section,  narrative  and  descriptive  text were minimized  in  favor  of  flow 
charts, tables, and matrices that would serve as an easy‐to‐use reference  for planners and 
decision‐makers.  The following shoreline modifications are addressed: 

Overwater Structures 
Shoreline Armoring 
Riparian Vegetation Alteration 

 
Throughout  the document  links  to websites with supporting or more detailed  information 
have been included. Scientific citations have been minimized within the text but are included 
as footnotes to tables and references. 

In 2009,  the Aquatic Habitat Guidelines Program endorsed  the white paper, Protection of 
Marine Riparian Functions  in Puget Sound, Washington. The purpose of this white paper  is 
to  provide  shoreline  planners  and  managers  with  a  summary  of  current  science  and 
management recommendations to  inform the protection of ecological functions of marine 
riparian areas. The scientific recommendations  in the white paper complement the science 
briefs  contained  Section  II  and  can  be  used  to  further  support  the  management 
recommendations in Section III of this guidance. Minor amendments were made throughout 
this guidance in 2010 to reflect the updated science. 

 
WHY IS THE SCOPE LIMITED? 

Most local governments are, or will soon be, undertaking ordinance and comprehensive plan 
amendments  and  revising  their  SMPs  to meet  GMA  and  SMA  requirements.  In  addition, 
scientific white  papers,  draft management  recommendations  and  other  science  products 
related  to  the nearshore environment have  recently been  released.   There was a need  to 
compile this information and provide a portal to access more detailed information in a timely 
manner. 

The  ecently  leased  ite  rs  able r re wh pape (avail at:   
http://www.pugetsoundnearshore.org/technical_reports.htm)  and  other  documents  cover 
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much more than the 5 habitat and 3 shoreline modification types addressed in this guidance.  
The scope of this guidance was limited to these topics because they represent some of the 
most  common  habitat  concerns  and  frequently  permitted  activities  in  Puget  Sound.  
Additional  topics may  be  integrated  into  later  versions  of  this  guidance  or  supplemental 
documents may be developed to address other topics and particular areas of concern. 

 
WHY PROVIDE  NEARSHORE GUIDANCE? 

The Washington Department of Fish and Wildlife (WDFW), along with other state agencies 
and others in the scientific community have been developing “best available science (BAS)” 
for the nearshore environment.   This “BAS” for a variety of topics has been synthesized  in 
recently released white papers.  This guidance reflects the findings of these papers to assist 
local government updates of SMPs and local codes. Although BAS has been used to develop 
this guidance, full details regarding the science have not been included here. Instead, links to 
supporting  information  and  citations  are  provided  for  those  needing  more  detailed 
information. 

 
WHO SHOULD USE THIS GUIDANCE? 

This guidance was written to assist local planners involved with development of regulations 
to meet requirements of the GMA and SMA.   In recent years many reports have addressed 
habitat  loss and  impacts  from shoreline modifications. However,  it  is unrealistic  to expect 
planners  and  decision‐makers  to  review  all  of  these  technical  documents.  A  reference 
document was needed that contained summary  information of the ecological  functions of 
the nearshore,  as well  as one  that provided  tools  recommendations  to  inform nearshore 
management decisions. 

 
HOW TO USE THIS GUIDANCE? 

Local planners developing SMP’s should  review  the appropriate scientific brief  (Section  II) 
for  the habitats of  interest.   This  review may assist planners with  identifying where more 
shoreline inventory information is needed.   In addition, the review may help planners better 
identify  critical  nearshore  habitat  and  make  more  informed  decisions  about  applying 
appropriate  shoreline  environment  designations  and  activity  standards.    The 
recommendations  section  (Section  III)  can  be  used  to  develop  policies  for  inclusion  in 
revised SMP’s and to guide decisions on specific permit requests. 
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RELATIONSHIP  TO  SMA  AND  GMA  REQUIREMENTS 
In Washington State, development activities in nearshore environments are regulated by the 
Shoreline Management Act  (RCW 90.58) and  the Growth Management Act  (RCW 36.70A).  
Local  governments  are  responsible  for meeting  the  requirements  of  these  Acts  through 
development of SMPs, for SMA, and Comprehensive Plans and Critical Area Ordinances, for 
GMA. 

 
ELEMENTS OF THE SMA RELATED TO THE NEARSHORE 

Washington State’s Shoreline Management Act was  first  adopted  in  1971 “to prevent  the 
inherent harm  in an uncoordinated and piecemeal development of the state’s shorelines.” 
The SMA has  three broad policies  that are  implemented  through administration of  locally 
customized SMPs.  These broad policies include:  (1) protecting shoreline natural resources, 
(2) encouraging water‐oriented uses, and  (3) promoting public access.   This guidance has 
been  developed  to  assist  with  meeting  the  first  policy  of  protecting  shoreline  natural 
resources. 

SMPs include; policies, shoreline environment designations, specific regulations; and permit 
administration provisions.   At  the outset of  the planning process  for updating  local SMPs, 
natural  resources  and  related  ecological  processes  and  functions  are  identified  for  each 
stretch of shoreline through a required inventory and characterization process. (Appendix A 
is  a  summary  of  planning  steps  associated with  SMP  updates.) As  stated  in WAC  173‐26‐
201(3)(c),  an  inventory  of  shoreline  conditions  is  to  be  conducted  by  gathering  and 
incorporating  “all  pertinent  and  available  information,  existing  inventory  data  and 
materials.”     The rules clearly state that critical areas are to be  included  in the  inventory as 
noted below: 

“Local government shall, at a minimum, and to the extent such information is 
relevant and reasonably available, collect the following information: 

(ii) Critical areas,  including wetlands, aquifer recharge areas, fish and wildlife 
conservation  areas,  geologically  hazardous  areas,  and  frequently  flooded 
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areas. See also WAC 173‐26‐221. ”  (WAC 173‐26‐201(3)(c)) 

Critical saltwater habitats are incorporated as critical areas and are defined in WAC 173‐26‐221 
to include: 

“… all kelp beds, eelgrass beds, spawning and holding areas for forage fish, 
such  as  herring,  smelt  and  sand  lance;  subsistence,  commercial  and 
recreational  shellfish beds; mudflats,  intertidal habitats with vascular plants, 
and areas with which priority species have a primary association. “(WAC 173‐
26‐221(2)(iii)(A) 

When  the  inventory  has  been  completed,  the  information  is  used  to 
characterize shoreline functions and ecosystem‐wide processes.  This consists 
of three steps (WAC 173‐26‐201(3)):  
 
    “(I)  Identify  the  ecosystem‐wide  processes  and  ecological  functions… 
 
     (II) Assess the ecosystem‐wide processes to determine their relationship to 
ecological  functions  present  within  the  jurisdiction  and  identify  which 
ecological functions are healthy, which have been significantly altered and/or 
adversely impacted and which functions may have previously existed and are 
missing  based  on  the  values  identified  in  (d)(i)(D)  of  this  subsection;  and 
 
      (III)  Identify  specific measures  necessary  to  protect  and/or  restore  the 
ecological functions and ecosystem‐wide processes.” 

Jurisdictions  that  contain  critical  saltwater  habitats  should  also  implement  the  principles 
outlined in WAC 173‐26‐221(2)(c)(iii)(B). 

When  the shoreline  inventory and characterization has been completed,  local  jurisdictions 
begin  the  planning  phase  of  SMP  updates.    Each  individual  shoreline  inventory  and 
characterization  provides  the  basis  for  determining  environment  designations  and 
developing  appropriate  policies  and  regulations.  Planning  objectives  under  the  SMA 
guidelines  for  critical  areas  state  that  SMP  “regulatory  provisions  for  critical  areas  shall 
protect  existing  ecological  functions  and  ecosystem‐wide  processes”  (WAC  173‐26‐
221(2)(B)(iv).  With regard to critical areas: 

“Critical  saltwater  habitats  require  a  higher  level  of  protection  due  to  the 
important  ecological  functions  they  provide.  Ecological  functions  of marine 
shorelands  can  affect  the  viability  of  critical  saltwater  habitats.  Therefore, 
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effective  protection  and  restoration  of  critical  saltwater  habitats  should 
integrate management  of  shorelands  as  well  as  submerged  areas.”  (RCW 
90.58.090(4) and WAC 173‐26‐221(2)(iii)(A). 

Policies and regulations developed for SMPs are to “provide a level of protection to critical 
areas  within  the  shoreline  area  that  is  at  least  equal  to  that  provided  by  the  local 
government’s  existing  critical  area  regulations  adopted  pursuant  to  the  GMA  for 
comparable areas other than shorelines” (WAC 173‐26‐221(2)(a) and (c)). 

The following table lists WAC section references that relate to the different habitat types 
and shoreline modifications that are addressed in this guidance document. 
 

Table I.1 Link Between Topics Addressed in this Guidance and the SMA. 

HABITAT OR SHORELINE 
MODIFICATION TYPE

SMA WAC REFERENCE 

 

Forage Fish Habitat WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Beaches and Bluffs  
 

WAC 173-26-221(2)(c)(ii) Geologically Hazardous Areas 
WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Kelp and Eelgrass WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Juvenile Salmon WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Marine Riparian Vegetation WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Over-Water Structures WAC 173-26-231(3) (b) Piers and Docks 
WAC 173-26-231(3)(d) Breakwaters, Jetties, and Weirs 
WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 
WAC 173-26-211(5)(c) Aquatic Environment Designation 

Shoreline Armoring WAC 173-26-231(3)(a) Shoreline Stabilization 
WAC 173-26-221(2)(c)(ii) Geologically Hazardous Areas 
WAC 173-26-221(2)(c)(iii) Critical Saltwater Habitats 

Riparian Vegetation Alternation WAC 173-26-221(5) Vegetation Conservation 
WAC 173-26-231(3)(a) Shoreline Stabilization 
WAC 173-26-241(3)(e) Forest Practices

 
 
ELEMENTS OF GMA RELATED TO THE NEARSHORE 

The  GMA  requires  all  cities  and  counties  throughout  the  State  to  designate  and  protect 
Critical Areas (RCW 36.70A.060 (2)). The five types of critical areas defined by GMA are: 1) 
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wetlands, 2) areas with a critical recharging effect on aquifers used for potable water, 3) fish 
and wildlife  habitat  conservation  areas,  4)  frequently  flooded  areas,  and  5)  geologically 
hazardous areas (RCW 36.70A.030). All, with the exception of critical aquifer recharge areas, 
relate directly to the Puget Sound nearshore.  

The  GMA  requires  that  local  governments  use  the  best  available  science  in  developing 
policies and development regulations to protect the functions and values of critical areas” 
(RCW 36.70A.172(1)).  GMA requires the use of “best available science” in designating critical 
areas,  protecting  their  functions  and  values,  preserving  and  enhancing  anadromous 
fisheries, and identifying the risks associated with alternative approaches for accomplishing 
these  goals.    Until  a  local  government  updates  its  SMP  to  be  consistent  with  Ecology 
guidelines, local governments must continue to regulate shoreline areas under critical areas 
ordinances, as well as SMPs’. After Ecology approves a new SMP, sole jurisdiction of critical 
areas within shoreline  jurisdiction, which will  typically  include  the nearshore environment, 
will  “transfer”  exclusively  to  the  SMP.    (See  Ecology  guidance: 
http://www.ecy.wa.gov/programs/sea/shorelines/smp/toolbox.html . 

 
 

THE  PUGET  SOUND  NEARSHORE 
 

WHAT DO WE MEAN BY “NEARSHORE”? 

The nearshore zone  in Puget Sound  is the aquatic  interface between  freshwater, air,  land, 
and  the marine waters of Puget Sound.    It  includes areas along  the  shore  that are either 
influenced  by  or  directly  influence marine water.  It  extends waterward  to  the maximum 
depth offshore where sunlight  is sufficient to support plant growth (i.e., the photic zone).  
The  nearshore  zone  also  includes  upland  and  backshore  areas  that  directly  influence 
shoreline conditions.    It also extends upstream  in estuaries  to  the head of  tidal  influence.  
The offshore edge of the nearshore zone will vary depending upon water depth and clarity, 
and can reach depths of ‐30 meters. The nearshore zone includes areas commonly known as 
the shore, beach, intertidal and subtidal zones.  For description of nearshore zone processes 
and the effect of development on those processes see:   
http://www.kingcounty.gov/environment/watersheds/central‐puget‐sound/nearshore‐
environments.aspx . 
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WHY IS THE NEARSHORE AREA SO IMPORTANT? 

The nearshore zone  is where  the  interplay of physical processes such as wave energy and 
sediment transport create and maintain shoreline physical features and habitats.  It is where 
biological  processes  such  as  sunlight  driven  photosynthesis,  primary  productivity,  and 
carbon cycling occur at rates important at a worldwide scale. Puget Sound’s nearshore zone 
also  represents  three  critical  “edge”  habitats;  the  edge  between  upland  and  aquatic 
environments,  the  edge  between  the  shallow  productive  zone  and  deep water,  and  the 
edge between  fresh and marine waters.   Variations  in wave energy, sediment movement, 
sunlight, water  depth,  salinity  and  location  associated with  “nearshore  edges”  creates  a 
wide range of physical environments that support a wide diversity and abundance of life. 

The nearshore zone also attracts a lot of human activity.  Much of the northwest economy is 
tied  to  the  Puget  Sound  and  its  nearshore  environment,  including  shellfish  and  salmon 
industries, ports and refineries, and a variety of recreational activities. 



 Protecting Nearshore Habitat and Functions in Puget Sound 

ENVIROVIS ION,  HERRERA,  AND  AHG   II ‐1  REVISED  JUNE  2010  

 

SECTION  II 
SCIENCE  BRIEFS:  KEY  NEARSHORE  HABITATS 
 

Section II provides science briefs that summarize nearshore zone elements important to the 
Puget Sound region.   The five topics  included  in these briefs provide an overview of Puget 
Sound  nearshore  ecology  and  how  it  is  commonly  affected  by  shoreline  modification 
activities. 

 

◊ Juvenile Salmon Nearshore Habitat 

◊ Marine Riparian Vegetation 

◊ Kelp and Eelgrass Beds 

◊ Forage Fish Habitat 

◊ Beaches and Bluffs 
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BEACHES  AND  BLUFFS 
The  information  in  this  brief  is  summarized  from  a  Puget  Sound  Nearshore  Partnership 
Report by Jim Johannessen and Andrea MacLennan (2007) entitled “Beaches and Bluffs of 
Puget Sound”.  The full report contains a detailed discussion of how beaches and bluffs are 
shaped and formed and how they are affected by shoreline activities. The full report can be 
viewed at:    http://www.pugetsoundnearshore.org/technical_reports.htm. 

Beaches  and  bluffs  are  important  geological  features  of  the  Puget  Sound  nearshore.    In 
Puget  Sound,  bluff  erosion  is  the  primary  source  of  material  that  replenishes  beach 
substrate.    Beaches  and  bluffs  also  provide  important  habitat  to  numerous  species 
dependant on the nearshore zone of Puget Sound.   

Shoreline modifications,  including  over‐water  structures,  shoreline  armoring,  and marine 
riparian vegetation alteration can change natural processes  such as erosion and  sediment 
transport associated with beach and bluff formation.   Recommendations for minimizing or 
mitigating impacts from these activities are provided in section five. 

 
BEACHES 
 

Beaches are comprised of materials that accumulate between an upland environment such 
as a bluff, dune, or bulkhead and a  lower  limit defined by  the area where substrate  is still 
active and mobile.   This  lower  limit extends below  the  low  tide  line  to depths of  ‐10  feet 
Mean Lower Low Water (MLLW = 0.0 ft) or greater.   Puget Sound beaches generally have 
two components; a beach  face,  sometimes called  the high‐tide beach,  that has an abrupt 
decrease  in  slope  at  the waterward extent;  and  a  low  tide  terrace,  a more gently  sloped 
beach  extending  seaward  from  the  beach  face.  Some  Puget  Sound  beaches  also  have  a 
berm or  series of berms above ordinary high water.     These are  formed when material  is 
transported  to  the backshore during high water windstorms.     Salt‐tolerant plants such as 
dunegrass and marsh plants will often grow  in sandy backshore areas between a bluff and 
beach berm.  See Figure II.1 below for a cross‐section of the nearshore zone. 
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Figure II.1. Diagram of Puget Sound nearshore terminology (Johannessen and MacLennan 2007). 

 
HOW ARE BEACHES FORMED AND MAINTAINED? 

The source material for Puget Sound beaches is primarily derived from up‐drift bluff erosion 
(e.g.,  feeder  bluffs  that  supply  sediment  to  the  beach  system).    The  composition  of 
contributing bluffs and the amount of wave energy exposure determines the type and size 
of  material  that  collects  on  the  beach  and  forms  the  substrate.    The  material  can  be 
comprised of fine sand or mud or  large boulders and woody debris. The size and shape of 
the  beach  is  primarily  a  function  of  the  beach  substrate,  the  orientation  of  the  beach  in 
respect to wave energy and the rate of bluff erosion (see beach width examples  in Figure 
II.2).  For additional details, see   
http://www.kingcounty.gov/environment/watersheds/central‐puget‐sound/nearshore‐
environments/BeachTopics‐Processes/accreting_beach.aspx. 

The width and slope of the  low‐tide terrace affects the degree of wave energy dissipation 
that  occurs  along  a  beach.    The  large  amount  of  gravel  eroding  from  bluffs  gives  Puget 
Sound beach faces a much steeper slope than sandy beaches like those found on the outer 
coast of Washington.  Because steeper sloped beaches do not dissipate wave energy as well 
as gradually  sloped beaches,  fine material  is often moved away  from  the beach  face and 
larger material  is  left  in  place  (see  Figure  II.3  below).   As waves  transport  fine materials 
away, the remaining boulders and large material can, over time, naturally armor the low tide 
terrace. 
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Figure  II.2.  Example  of  beach width  loss  through  passive  erosion 

(Griggs et al.1994). . 
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Figure II.3. Change  in sediment size between the upper slope and  low tide 
terrace (Finlayson 2006).  

Low wave energy beaches are composed of poorly sorted (i.e., uniformly mixed) substrates 
with  a  relatively  narrow  backshore  and  intermittent  intertidal  vegetation.    Higher wave 
energy beaches contain areas with well‐sorted substrates forming distinct bands of different 
sized  sediments distributed over  a broad  intertidal  and backshore  area, usually devoid of 
fringing vegetation. 

Wave  energy  causes  beaches  to  continually  evolve  by  affecting  sediment  erosion, 
entrainment,  and  transport  (see  Figure  II.4  below).    This  dynamic  process,  called  “shore 
drift”,  is  the  combination  of materials  being  transported  landward  and  seaward  (beach 
drift),  as  well  as  laterally  along  the  coast  (longshore  drift).    The  movement  can  vary 
seasonally but, depending on the orientation of the beach to predominant winds and wave 
energy, sediment ultimately moves in one direction along the shore.  Over time, this results 
in a gradual change in the beach size, shape, and structure. 
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Figure  II.4.  Large  grain  sediment  deposits  from  storm  activity 
caused buildup on the low energy side of this beach (Johannessen 
and MacLennan 2007).  

Approximately 860 cells where net shore‐drift occurs, and over 233  separate areas where 
there  is essentially no net shore‐drift have been  identified within Puget Sound.   While  the 
average length of these drift cells2 is just 1.5 miles, they vary broadly in length from as little 
as 46  feet  to almost  19 miles.   The  recruitment and movement of sediments within  these 
drift  cells  are  largely  responsible  for  the  shoreline  configuration we  see  today.    Unique 
shoreline  features,  such as  spits, are  formed by  the particular  characteristics of  individual 
drift cells and the  interactions between them.   Spits can be straight, curved, or a complex 
form of multiple spits.   For example, cuspate spits are  formed where  two drift cells meet 
from  opposite  directions  and  deposit  sediment  in  a  formation  extending  away  from  the 
shore to a seaward point.   Linear spits can be formed when sediment  is carried away from 
easily eroded bluffs.  Other landforms are created from sediment deposits as well; including 
tombolos, connecting two islands or an island to the mainland; and bars, which are subtidal 
deposits.    These  landforms,  created  by  shore  drift,  are  highly  dynamic  and  continue  to 
evolve  through  the  continual  deposition  and  erosion  of  sediments  carried  along  the 
shoreline by  these natural processes.   As  these  features evolve, new habitats are  formed 
and existing habitats mature and change.  For example, two cuspate spits that form where 
the shore orientation changes at the narrowest part of an inlet or bay, as they often do, can 

                                                            
2 "Drift cell," "drift sector," or "littoral cell" means a particular reach of marine shore in which littoral drift may 
occur without significant interruption and which contains any natural sources of such drift and also accretion 
shore forms created by such drift (WAC 173‐26‐020). Drift cell data is available through the Department of 
Ecology: http://www.ecy.wa.gov/programs/sea/sma/data/maps_table.htm. 
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converge to create a coastal wetland in the center.  This wetland may persist for some time 
before  the barrier  features are naturally breached,  forming a shallow marine embayment.  
Images of beaches,  spits,  and other habitat  features  formed by  coastal processes  can be 
viewed on the Department of Ecology’s Shoreline Aerial Photos web site or Coastal Atlas. 

 
WHY ARE BEACHES IMPORTANT TO THE NEARSHORE ZONE? 

Beaches  are  the  primary  feature  that  defines  the  landward  edge  of  the  nearshore  zone.  
They are variable in size, shape, and composition and are continually evolving in response to 
physical  processes.    These  habitats,  as well  as  their  continual  process  of  formation  and 
change,  provide  important  habitat  for  forage  fish,  juvenile  salmon,  shellfish,  and  aquatic 
vegetation such as eelgrass and kelp beds.   Beach evolution also defines the structure and 
composition of the marine backshore where marine riparian vegetation grows, which in turn 
provides a separate unique range of habitat types  for both aquatic and terrestrial species. 
The value of beaches to people for commercial and recreational uses, are also well known. 

 
WHAT DATA ARE AVAILABLE? 

The DNR Shorezone Inventory is a comprehensive source of information about Washington 
shorelines.  It contains  information on shoreline and substrate types, drift cell patterns and 
existing shoreline modifications, as well as other information.  The Department of Ecology’s 
Coastal Atlas also provides a delineation of drift cells and information on the direction of net 
shore drift as well as many other physical, biological, regulatory and landscape features. 

Data or research reports on beach formation, including effects of shoreline modifications on 
beaches is provided as references in Section II of this guidance. 

 
BLUFFS 
 

A  bluff  is  a  steep‐sloped  landform  that  is  similar  to  a  cliff,  except  that  there  is  soil  and 
vegetation  covering most of  the underlying  rock, whereas  a  cliff  is mostly exposed.   The 
movement of glaciers and the stabilization of sea levels following the end of the last ice age 
formed bluffs along much of Puget Sound’s shorelines.  The composition and shape of bluffs 
depends on how  the glacial material was deposited  in combination with  the affects of  ice 
melt  and  the  resultant  sea  level  rise  and  geologic  uplift.   Because  conditions  and  events 
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affected areas on a  local scale, bluffs have differing topographies and can be composed of 
diverse rock or sediment types and sizes. 

The  bluffs  in  the  Puget  Sound  region  are  highly  variable  in  terms  of  size,  shape,  and 
composition  (see  Figure  II.5  below).    Physical  conditions  such  as  geology,  hydrology, 
orientation and exposure, erosion rates, and vegetation all play a role in determining a bluffs 
character. Depending on  their  composition  they  can be more or  less  resistant  to erosion.  
Glacial  till,  for  example,  can  be  highly  resistant  to  erosion,  whereas  bluffs  comprised 
primarily of silt and clay are typically more susceptible to erosion.   Glacial till  is one of the 
most  common  bluff  types  in  Puget  Sound.   While  its  resistance  to  erosion may  seem  a 
positive attribute, it can limit a bluff’s capacity to replenish down‐drift beaches. 

 
Figure II.5. Four examples of common bluff formations found throughout the Puget  lowlands (from Shipman 
2004).  

 
HOW ARE BLUFFS FORMED AND MAINTAINED? 

Puget Sound bluffs are formed by a combination of processes.   Wave action at the base of 
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the bluff is an ongoing active process, overlaid upon a natural process of the bluffs receding 
or “laying back” to achieve a natural equilibrium slope. This process is very slow acting but it 
plays  a  dominant  role  in  the  evolution  of  bluffs  along  our  shorelines.    See  Figure  5  in: 
“Beaches  nd  ffs  t  ”   
http://www.pugetsoundnearshore.org/technical_reports.htm. 

The effects of wave action are a more immediate and more visible component of this longer 
acting process.  As wave action works at the base of the bluff it erodes, the face is undercut 
and material slides down to form colluvium; sediment, sand, rock, and slabs.   The colluvial 
material collects at the base and protects the bluff from further erosion but over decades is 
gradually eroded and carried away.  This leaves the base of the bluff exposed to wave action 
once more until the cycle repeats. 

The  combination  of  these  processes  causes  the  bluff  to  slowly  recede  over  time  and  to 
develop  a  shallower  slope.  The  rate  of  recession  is  dependant  on  a  number  of  factors 
including; geology of  the bluff, beach  structure, and wave energy.   Development  impacts 
can  further  affect  the  rate  of  recession.    Stormwater  runoff  and  vegetation  clearing  or 
alteration  (e.g.,  to  create  views)  can  have  profound  effects  on  bluff  recession  rates  and 
stability. 

 
WHY ARE BLUFFS IMPORTANT TO THE NEARSHORE ZONE? 

These geological  features are  found along more  than 60% of Puget Sound’s shoreline and 
are the primary source of recruitment for the sand, gravel, and  larger substrate that make 
up  the  region’s beaches.   Consequently,  they have  a  significant  influence on  the  region’s 
nearshore environment.  Bluff erosion plays an important role in shaping nearshore habitat 
(see Figure II.6 below). 

   

http://www.pugetsoundnearshore.org/publications.htm
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Figure II.6 Example of natural erosion on left, and steep bluff vegetation on right (from Brennan 2007). 

 
Variation  in bluff topography, material composition, and orientation  in relation to weather 
and waves  can produce  a diverse  range of nearshore habitat  types.    The  combination of 
these  factors  will  determine  the  exposure  to  wave  energy,  the  rate  of  erosion,  the 
composition, volume, distance and direction these materials are transported by shore drift, 
and  the  type of  riparian vegetation on  the bluff  face.   The complex  interactions between 
factors  combine  to  provide  the  diversity  of  habitat  types  that  characterize  marine 
shorelines. 

Many species that use the Puget Sound nearshore zone are dependent on a particular range 
of  beach  substrates.      The  size  and  composition  of  substrate  are  important  factors 
determining  the  value  of  nearshore  habitats  for  juvenile  salmon  rearing  and  forage  fish 
spawning.    These  factors  also  determine  the  habitat  suitability  for  the  formation  of  kelp 
forests  and  eelgrass  beds.    These  aquatic marine  plants  form  dense  canopies  below  the 
water surface  that provide highly productive refuges  for a broad  range of species.   Again, 
because bluffs are  the primary source of material  for  replenishing beaches,  they  indirectly 
ensure  that  a  variety of habitats  continue  to exist  for  species with diverse  requirements.  
Bluffs are  therefore vital  to  the overall health of  these populations and,  indirectly,  to  the 
health of Puget Sound. 

 
WHAT DATA ARE AVAILABLE? 

As with  beach  data,  the DNR  Shorezone  Inventory  is  the most  comprehensive  source  of 
information on  shoreline  types.   The Department of Ecology’s Coastal Atlas  also  contains 
data on slope stability along Puget Sound shorelines. 
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Data or research reports on bluffs,  including effects of shoreline modifications on bluffs  is 
provided as references in Section III of this guidance. 

 
HOW  DO  COMMON  SHORELINE  ACTIVITIES  IMPACT  THESE  
FEATURES? 
 

Direct and indirect impacts to beaches and bluffs can occur through any activities that alter 
erosion or wave energy or  change  the  supply of  sediments  and other material  along  the 
shoreline.    Shoreline modifications  have  been,  and  continue  to  be, widespread  in  Puget 
Sound.  Approximately 34% of the shoreline in the Puget Sound region has been modified by 
structures such as bulkheads, riprap, dikes and other shoreline armoring. 

Shoreline  armoring  or  other  energy  attenuation  devices  (e.g.,  seawalls)  are  the  most 
significant  activity  that  impacts  bluff  erosion  or more  accurately,  deters  colluvium  from 
being  transported.  Clearly,  since  there  is  a  direct  relationship  between  these  bluffs  and 
beaches,  these activities also affect  the size, shape, and substrate character of  the down‐
drift beach (e.g., surf smelt spawning areas that may be present). 

Shoreline  armoring  is  also  detrimental  to  the  beach  area  immediately  adjacent  to  the 
structure. For example, when bulkheads are constructed  it causes greater wave energy at 
the  bulkhead  face  (see  Figure  II.7  below).  The  excess  turbulence  causes  downcutting 
(lowering)  of  the  beach. Ultimately,  the  beach  can  cut  below  the  base  of  the  bulkhead 
causing failure of the bulkhead. Pilings, that support overwater structures, can also  impact 
beach substrate because they attenuate waves energy, causing fine grains to fall out of the 
water column.  In addition, barnacles and other organisms that colonize the pilings result in 
formation of a different beach substrate than normal, changing the character of the habitat.  
Groins  and  jetties  also  interrupt  shore  drift,  causing  sediment  starvation  that  can  alter 
habitat structure, and in turn the species composition. 

ENVIROVIS ION,  HERRERA,  AND  AHG   II ‐11  REVISED  JUNE  2010  

   



 Protecting Nearshore Habitat and Functions in Puget Sound 

 
F
w
 

igure II.7. Photos contrasting high‐tide wind waves (top) versus low‐tide 
ind waves (bottom), from Finlayson 2006. 

Riparian  vegetation  alteration  and  general  shoreline  development  can  result  in  increased 
erosion  and  an  increase  in  the  potential  for  landslides,  particularly  on  steep  bluffs.    In 
addition  to  potentially  damaging  property  and  infrastructure,  landslides  can  result  in  an 
oversupply  of  substrate  to  the  beach, which  can  also  alter  habitat  structure  and  species 
composition. 
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Activities  that  alter  the  composition  and  distribution  of  shoreline  substrates  or  their 
contributing physical processes can adversely affect  the productivity of spawning habitats 
for beach spawning forage fish (Pacific herring, sand  lance, and surf smelt).   These species 
are fundamental components of the marine foodweb supporting a number of highly valued 
species, including salmon, rockfish, flatfish, seabirds, and marine mammals. 

Cumulative  impacts from continued modification of the shoreline and resultant alternation 
of bluff erosion and beach formation are difficult to quantify.  However, they are likely to be 
exacerbated over time because beaches and bluffs are so closely connected (see Figure II.8 
below).    For  example,  erosion  caused  by  shoreline  armoring  at  a  specific  beach  can  be 
accelerated when  the bluffs  supplying  sediment  to  that beach  are  armored  even  though 
those bluffs may be miles away.   The continued propagation of  these armoring structures 
along the shoreline of Puget Sound will continue to adversely affect physical processes and 
shoreline configuration. 

 
Figure II.8. Illustration of frequent causes of bank stability failure as a result of alterations of hydrology and 
vegetation (from Marsh 2005).  
 

The cumulative impacts of shoreline modifications are expected to intensify with a rise in sea 
level  associated with  climate  change.    As  sea  levels  rise,  extreme  storm  surges  become 
increasingly higher, exposing more beach and bluff area to erosive wave energy.   This will 
promote a landward migration of beaches,  increased coastal flooding, and the gradual loss 
of  salt  marshes,  wetlands,  and  low‐lying  beaches  or  spits  that  form  the  Puget  Sound 
nearshore habitat. 

Beaches and bluffs contribute to Puget Sound’s dynamic habitat through erosion and shore 
drift occurring on a  landscape scale.   As net shore‐drift  is significantly altered by shoreline 
modifications, these also affect Puget Sound on a landscape scale. Due to the complexity of 
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the natural process involved, mitigation is unlikely to be a viable solution to reduce impacts.  
Therefore, avoidance and minimization measures are essential,  in addition  to  the need  for 
restoration  actions  that  remove  impacting  structures.    These  impacts  and  some planning 
and  site  design  issues  are  summarized  in  Table  II.2.    Section  III  of  this  report  contains 
detailed recommendations associated with planning and site design issues. 

 

Table II.2: Common Impacts to Beaches and Bluffs and Key Regulatory and Design 
Considerations. 

Direct/Indirect 
Impacts 

◊ Any activity that alters erosion or wave energy and changes the supply or distribution 
of sediments along the shore can result in impacts such as; 

o Loss of backshore due to shoreline armoring 
o Direct loss of beach through downcutting (often caused by shoreline 

armoring) 
o Indirect loss of beach through armoring of updrift bluffs, the resultant loss 

of sediment supply followed by changes in beach substrate character and 
downcutting 

◊ Loss of nearshore vegetation and shading  
◊ Simplification of habitat structure due to removal of large wood, overhanging 

branches, and boulders 
◊ Substrate modification due to piling placement (shellhash formation) and grounding of 

boats and/or structures  
◊ Reduced bluff and beach stabilization, and increased erosion due to vegetation removal 
◊ Loss or change to beach substrate and conditions that support aquatic and riparian 

vegetation and spawning habitat for forage fish 

Cumulative 
Impacts  

◊ Landscape scale changes in beach structure and habitat function due to changes in 
wave energy and geomorphic processes (erosion, transport, and accretion) 

◊ Changed/reduced productivity of Puget Sound nearshore zone 
◊ Loss of connection between aquatic and upland environment which impacts drainage, 

wildlife corridors, and loss of unique transitional areas across Puget Sound 
◊ Decrease in habitat suitable for eelgrass, kelp and other plants and overall 

photosynthesis in intertidal and subtidal zones 
◊ Landward migration of beaches and loss of some habitats due to sea level rise 
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Table II.2: Common Impacts to Beaches and Bluffs and Key Regulatory and Design 
Considerations. 

Regulatory and 
Design 
Considerations 

 

◊ Identify feeder bluffs and protect them (and their functions) through appropriate 
shoreline designation and SMP regulations 

◊ Identify intact beaches and protect them through appropriate shoreline designation and 
SMP regulations 

◊ Avoid and minimize shoreline armoring projects, and require geotechnical 
assessments, reviewed by a qualified third party, to evaluate problems and analyze 
potential solutions, including the use of alternative designs  

◊ Require proposed bulkhead rebuild projects to evaluate the effectiveness of alternative 
designs (e.g., soft-shore approaches) as opposed to in-kind replacement 

◊ Promote retaining or establishing marine riparian vegetation including large trees by 
requiring a vegetation conservation plan for activities impacting marine riparian 
vegetation  

◊ If tree removal is unavoidable, leave felled trees or create snags for wildlife habitat 
◊ Avoid placement of shoreline armoring or other structures near the beach, especially 

waterward of OHWM 
◊ Minimize displacement of beach area by pilings or other structures. Where such 

structures are unavoidably necessary, prohibit the use of treated wood in favor of 
concrete, steel, or recycled plastic   

◊ Prohibit grounding of floats, rafts, docks and vessels 
◊ Require replacement of all native riparian or aquatic vegetation that is directly or 

indirectly lost through shoreline activities 



 Protecting Nearshore Habitat and Functions in Puget Sound 

FORAGE  FISH  HABITAT 
The  following  information  on  forage  fish  is  summarized  from  a  Puget  Sound  Nearshore 
Partnership report by Dan Penttila (2007) entitled “Marine Forage Fishes  in Puget Sound”.  
The  full  report  contains maps  and photos of  spawning  areas  and details  about  spawning 
timing by  location or stock, as well as status and trend  information.   The full report can be 
viewed  at:    http://www.pugetsoundnearshore.org/technical_reports.htm.  Forage  fish 
information is also available through WDFW’s website. 

Impacts on forage fish habitat from common shoreline modification activities (e.g., shoreline 
armoring, overwater  structures, and  riparian vegetation alteration) and  recommendations 
for minimizing or mitigating impacts are provided in Section III. 

 
WHAT ARE FORAGE FISH? 

Forage fish is a loosely defined term for small, schooling fish that provide a critical food web 
link  in marine environments;  they prey upon zooplankton and are  in  turn preyed upon by 
larger  predatory  fish,  birds  and marine mammals.    In  addition  to  being  considered  a  key 
component of the food base for economically and socially important species such as salmon, 
some forage fish species in Puget Sound have commercial and recreational importance. 

Key  forage  fish  species  in Puget Sound  include; Pacific herring  (Culpea pallasi),  surf  smelt 
(Hypomesus  pretiosus),  Pacific  sand  lance  (Ammodytes  hexapterus),  northern  anchovy 
(Engraulis mordax), and  longfin smelt (Spirinchus thaleichthys).     Pacific herring, surf smelt, 
and  Pacific  sand  lance  are  the most  common  in  Puget  Sound.  For  photos  and  additional 
information on forage fish see: http://www.wdfw.wa.gov/fish/forage/forage.htm.  

 
WHY IS THE NEARSHORE ZONE CRITICAL TO FORAGE FISH? 

Three of these forage fish species, Pacific herring, surf smelt, and Pacific sand lance, spawn 
in the nearshore (see Figure II.9). Their spawning habitat occupies many of the intertidal and 
shallow  subtidal  areas within  the  Puget  Sound  basin  –  areas most  at  risk  from  shoreline 
modification activities.  Further, because these species congregate in large numbers at high 
densities  during  spawning  they  are  particularly  vulnerable  to marine  shoreline  activities 
during this critical life history stage. While Northern anchovy and longfin smelt do not spawn 
in  the nearshore,  juveniles of  these  species use nearshore  areas  for  rearing  and  are  thus 
potentially  vulnerable  to  disturbance  of  nearshore  habitat.  See 
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http://www.ecy.wa.gov/programs/sea/pugetsound/species/smelt.html  for a description and 
locations of forage fish spawning habitat. 

 
Figure II.9. Forage fish spawning habitats in the nearshore zone of Puget Sound (Penttila, 2005). 
 

Because all forage fish species rely on nearshore habitats during at least some part of their 
life  history,  the  protection  of  these  habitats  is  critically  important  to  their  long‐term 
sustainability.    In addition, because forage fish are a critical prey resource for a number of 
species,  including  ESA  listed  salmon  and marine mammals,  the  protection  of  forage  fish 
habitat is important to the conservation of these ESA‐listed species as well. 

Pacific herring, surf smelt, sand lance, and longfin smelt spawning habitats and congregation 
areas are listed as “marine habitats of special concern”.  As such, they are considered to be 
“priority  habitats”  under  WDFW’s  Priority  Habitats  and  Species  (PHS)  program.  
Washington’s  Hydraulic  Code  (Chapter  220‐110‐250‐WAC)  that  governs  hydraulic  project 
review  and  permitting  by WDFW  provides  “no  net  loss”  protection  for  spawning  sites 
documented  through on‐site surveys. However,  the Puget Sound Management Plan has a 
goal of “net gain  in ecosystem function” to address past degradation of habitat.   To meet 
this goal, beaches with spawning potential should also be identified and protected through 
local planning efforts. For  the purpose of developing  local  regulations, WDFW  forage  fish 
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databases and Priority Habitat Species (PHS) maps are considered  “best available science”.  
The PHS maps are periodically updated and project proponents are expected to confirm that 
he information they are relying on is the most recent. t

 
PACIFIC  HERRING 
 

The Pacific herring  is a widespread, open‐water (pelagic) species found throughout marine 
waters of Washington State.  Approximately twenty herring stocks occupy the Puget Sound 
basin.  Each stock is defined by a geographically distinct spawning area and season. 

 
WHEN DO THEY USE THE NEARSHORE ZONE? 

Pacific herring congregate offshore  in  the general area of  their spawning grounds several 
weeks prior to spawning.  Subgroups of herring within this larger congregation will mature 
at  slightly different  times, moving  from deeper water  into  the  shallow nearshore zone  to 
deposit  their  spawn.    The  spawning  season  of  any  individual  spawning  ground may  be 
staggered over 6 to 8 weeks, during which time a number of individual spawning events of 
varying magnitude may occur.   While  the Pacific herring spawning season  in Puget Sound 
lasts from late January to early June, most spawning takes place in February and March. 

Herring eggs  take up  to  two weeks  to hatch.   After hatching,  the  free‐floating  larvae will 
remain  in  close  to  the  spawning  areas unless  they  are  transported offshore by wind  and 
current.   Typically,  juvenile herring  inhabit nearshore waters of Puget Sound through their 
first  several months  of  life, moving  into  deeper water  during  September‐October.    Thus, 
sensitive  life  history  stages of Pacific  herring may be  found  in  nearshore  areas  from  late 
January through October.   Subadult herring will remain  in open waters until they are ready 
to spawn, typically in their second or third year of life. 

 
WHAT CHARACTERISTICS OF THE NEARSHORE ARE IMPORTANT? 

In Washington  State,  herring  deposit  their  eggs  almost  exclusively  on marine  vegetation 
(see Figure II.10), and therefore spawning sites are limited to portions of the nearshore zone 
where there  is adequate  light for plant growth. The depth at which spawning can occur  is 
largely  controlled  by water  clarity, which  in  turn  controls  the maximum  depth  at which 
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vegetation will grow.  This depth corresponds to the shallow subtidal and lower half of the 
intertidal zone.  In areas with especially clear water, the zone where herring can spawn can 
extend to depths of ‐10 meters MLLW in tidal elevation. 

 
Figure  II.10.  Intertidal  algae  bed  with  heavy  herring  spawn,  S.  Cherry  Point, 
Whatcom County (Penttila 2007). 

In  Puget  Sound  the  native  eelgrass  (Zostera  marina)  is  the  primary  herring  spawning 
substrate.    In  some  areas,  a  combination  of  red,  green,  and  brown  alga  referred  to  as 
“marine alga turf”  is commonly used by spawning herring.  In deeper water  in areas where 
native eelgrass  is uncommon,  the  red alga  (Gracilariopsis or Gracilaria)  is may be used  for 
spawn deposition.   Water depth and substrate composition (e.g., mud, gravel, cobble) are 
the  most  important  factors  that  determine  the  composition  of  vegetation  found  in 
spawning ground.  In a few of the known herring spawning areas, more unusual substrates 
are  used,  including; boulder/cobble  rock  surfaces,  current‐swept  gravel beds, pilings,  and 
amassed beds of tubes of polychaete worms. 

In addition to physical habitat needs for spawning, the  larval and  juvenile  life stages utilize 
the nearshore zone. Therefore water quality, as well as other conditions that affect food or 
predator abundance in the nearshore zone, are important. 
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WHAT DATA ARE AVAILABLE? 

Spawning Pacific herring populations have been monitored with sufficient effort to provide 
annual  estimates  of  relative  abundance.    Pacific  herring  information  is  available  through 
WDFW's  website.  The  locations  and  seasons  of  herring  spawning  in  Puget  Sound  are 
relatively well known.  However, no comprehensive survey of “likely looking” shorelines has 
een done and new spawning sites are still being discovered. b

 
SURF  SMELT 

 
Surf smelt  is a common and widespread  forage  fish species that spawns  in the nearshore.  
However,  this  species  is  poorly  studied  and  little  is  known  about  its  distribution  and 
movement or the number and distribution of distinct stocks. 

 
WHEN DO THEY USE THE NEARSHORE ZONE? 

The spawning season for surf smelt is widely variable; timing of spawning for various stocks 
includes summer (May – October), fall‐winter (September – March) or year‐around (January 
– December often with a seasonal peak).  Spawning, which occurs at high tide, may occur at 
irregular, short intervals at any particular site. Once a spawning season begins, an individual 
beach is likely to experience a continuous deposit of eggs for several months. 

The egg  incubation period varies with  seasonal  temperatures.   During  summer  incubation 
time is about 2 weeks, while during cold winter months it may be 4 to 8 weeks in length. 

Little  is known about the  life history of surf smelt apart from  its use of the  intertidal areas 
for spawning. The species  is not generally known  to  form  large open‐water schools.   Surf 
smelt may  reside  near  the  shoreline  in  the  general  area  of  their  spawning  sites  for  their 
entire lives. 

For those areas that experience year round spawning, surf smelt eggs may be found  in the 
most vulnerable portion of the nearshore area (upper  intertidal zone) during any month of 
the year. 
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WHAT CHARACTERISTICS OF THE NEARSHORE ARE IMPORTANT? 

Surf smelt  require upper  intertidal sand‐gravel beaches  for spawning.   The specific mix of 
small gravel  and  coarse  sand  (commonly  called “pea gravel”) preferred by  surf  smelt  for 
spawning  is usually found  in patches or bands along the upper third of the  intertidal zone.  
The  physical  area  of  spawning  substrate  can  vary  from  a  discontinuous  array  of  small 
patches around the high tide line, to broad bands of material several yards wide and several 
miles long. Within a typical sediment‐transport drift cell, spawning habitat may be limited at 
the two ends of the drift cell where beach substrate is too coarse (upper end of cell) or too 
sandy (lower end). 

Most known beach spawning sites are used annually with other areas only used only during 
in periods of high  smelt  abundance.   According  to WDFW  surveys,  the majority of Puget 
Sound  beaches  that  appear  to  be  suitable  for  spawning  are  not  documented  surf  smelt 
spawning  sites.  This  lack  of  documentation  should  be  interpreted  cautiously,  due  to 
limitations of the monitoring and the variable nature of spawn timing. 

For summer spawning fish, the presence of over‐hanging trees along the upper beach area is 
important  for moderating/preventing wind  and  sun  exposure, which  can  kill  eggs.    See 
Figure  13  in   Valued Ecosystem Component  (VEC) White Paper on Marine Forage Fishes  in 
Puget Sound (Pentilla 2007):  http://pugetsoundnearshore.org/technical_reports.htm . 

In addition to physical habitat needs for spawning, all life stages utilize the nearshore zone.  
Therefore water quality and other conditions that may affect food or predator abundance in 
the nearshore zone are important. 

 
WHAT DATA ARE AVAILABLE? 

Spawning site inventories for surf smelt have been fairly extensive.  WDFW can provide GIS‐
based charts of known spawning beaches and site‐specific surf smelt spawning habitat.  The 
mapped locations are available to those who receive PHS data. 

 
PACIFIC  SAND  LANCE 
 

Pacific sand  lance are common and widespread forage fish  in the nearshore marine waters 
throughout Puget Sound.  However, there is little life history information or population data 
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available for this species. 

 
WHEN DO THEY USE THE NEARSHORE ZONE? 

Sand lance deposit their eggs in many small individual spawning events scattered over broad 
reaches of  shoreline. Spawning occurs between November and February  in Puget Sound, 
predominantly during the first half of that period.  Sand lance spawn during high tides when 
the  upper  beach  is  covered  by  shallow water,  and  the  spawn  is  often  deposited  at  the 
bottom of scattered, shallow pits excavated in the beach (see Figure II.11). Incubation time is 
approximately  one  month.  Repeated  spawning  episodes  may  occur  throughout  the 
spawning season. 

 
Figure II.11. Sand lance spawning beach with fresh spawn pits, S. Port Gamble Bay, Kitsap 
Co. (Penttila 2007).  

Planktonic sand lance larvae are common in nearshore waters of Puget Sound in late winter 
and  juveniles are common there through the  first summer of  life.   Sand  lance dwell  in the 
very nearshore area even as adults and spend part of their diurnal and seasonal cycles buried 
in the bottom substrate; probably as a means of avoiding predators and conserving energy.  
A broad array of marine bird, mammal and fish species feed on sand lance, especially when 
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they are in dense surface schools commonly called “bait balls” by anglers. 

Sand  lance  eggs  and  larvae  are  found  in  the  upper  intertidal  area  of  spawning  beaches 
during winter; adults are found burrowed into the substrate in subtidal areas at all times of 
the year, and generally spend their lives in the nearshore zone. 

 
WHAT CHARACTERISTICS OF THE NEARSHORE ARE IMPORTANT? 

The spawning habitat of the Pacific sand  lance resembles that of surf smelt; they spawn  in 
the upper third of the intertidal zone, in sand‐sized substrate.  As a result, these two species 
often  use  the  same  beaches  and  co‐occurrence  of  eggs  is  common  during winter when 
spawning seasons overlap.  Depositional shoreforms such as beaches at the far ends of drift 
cells and sandy spits, supports sand lance spawning. 

In addition to physical habitat needs for spawning, all life stages utilize the nearshore zone.  
Therefore water quality and other conditions that affect food or predator abundance in the 
nearshore zone are important to the long‐term health of Pacific sand lance populations. 

 
WHAT DATA ARE AVAILABLE? 

WDFW, with the help of other entities (North Olympic Salmon Coalition, Friends of the San 
Juans, and recently the Nisqually Tribe and South Puget Sound Salmon Enhancement Group) 
has been documenting sand  lance spawning sites since 1989, but new sites continue to be 
documented.   WDFW can provide GIS‐based  charts of known  spawning beaches and  site‐
specific  sand  lance  spawning  habitat.    The mapped  locations  are  available  to  those who 
receive PHS data.    Little or no  stock  assessment or population data  are  available on  this 
pecies. s

 
NORTHERN  ANCHOVY 

 
Northern anchovies commonly occur  in Puget Sound and are considered  to be a primarily 
pelagic (open‐water) species. 
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WHEN DO THEY USE THE NEARSHORE ZONE? 

Anchovy spawn away from shore, releasing their floating eggs into open water.  The larvae 
are planktonic i.e., they drift freely with the current.  Because waterways in Puget Sound are 
narrow  and  swept  by  currents,  juvenile  anchovy  are  often  transported  to  nearshore 
environments.   Young‐of‐the‐year  anchovies occur  in  the nearshore  zone of Puget Sound 
during summer months and are also found at midwater depths throughout the Puget Sound 
basin. Spawning is known to occur in southern Puget Sound and the Strait of Georgia during 
summer months and anchovy are most likely to be in the nearshore zone during summer. 

  

WHAT CHARACTERISTICS OF THE NEARSHORE ARE IMPORTANT? 

Spawning  habitat  for  this  species  is  not  associated with  the  nearshore  zone.    However, 
anchovy do  rear  in  the nearshore  zone during  summer.  Therefore,  summer period water 
quality and other conditions that affect food or predator abundance  in the nearshore zone 
are important to this species. 

 
WHAT DATA ARE AVAILABLE? 

Northern anchovy populations have not been thoroughly monitored by WDFW and there are 
no  assessments  of  abundance  or  population  trends.     Midwater  trawl  surveys  targeting 
Pacific herring have contained incidental catches of anchovy, and those data are available by 
ontacting the Marine Resources Division of the Fish Program at WDFW. c

 
LONGFIN  SMELT 

 
Unlike the other forage fish species described here, longfin smelt are ananadromous species 
that spawn in rivers and rear mostly in marine waters.  The only well‐documented spawning 
population  of  longfin  smelt  in  Puget  Sound  occurs  in  the  Nooksack  River.    Another 
population may occur in the Duwamish River, but has not been documented. 

 
WHEN DO THEY USE THE NEARSHORE ZONE? 

Longfin smelt are an anadromous species that deposit their adhesive eggs on river‐bottom 
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sediments near  the upper  ranges of  tidal  influence.   After hatching, planktonic  larvae are 
transported by river currents to estuarine waters.   During the winter months, young of the 
year,  maturing  adults,  and  post‐spawn  females  appear  to  occupy  open  water  habitat. 
Although  little  is  known  about  their  larval/juvenile  rearing  requirements,  it  is  likely  that 
marine nearshore areas are important during this life stage. Longfin smelt are most likely to 
be in the nearshore zone during summer. 

 
WHAT CHARACTERISTICS OF THE NEARSHORE ARE IMPORTANT? 

Longfin smelt may have the most geographically restricted and vulnerable spawning habitat 
of any marine/anadromous species in Puget Sound due to their specific association with only 
one or  two  rivers.   As described previously,  they spawn  in  the  freshwater nearshore zone 
rather than marine waters. 

Although longfin smelt do not have a marine nearshore spawning habitat requirement, they 
may rear  in the nearshore zone  in the vicinity of their spawning streams.   Therefore, water 
quality and other conditions that affect food or predator abundance  in the nearshore zone 
are important. 

 
WHAT DATA ARE AVAILABLE? 

No stock assessment or spawning habitat survey data exist for longfin smelt in Puget Sound.   
The species has been part of the incidental catch during midwater trawls in Bellingham Bay. 
They were  also  identified  as  a  locally  common nearshore  fish  along  the Strait of  Juan de 
Fuca, but no adjacent spawning streams have been  identified.   They have been only rarely 
encountered elsewhere in Puget Sound. 

 
HOW  DO  COMMON  SHORELINE  ACTIVITIES  IMPACT  THIS  
HABITAT? 

 
Activities that alter the beach, or the nearshore physical processes that form and maintain 
beaches, have the potential to  impact the spawning habitat for Pacific herring, sand  lance, 
and surf smelt.   To adequately protect forage fish habitat requires protecting the beaches 
where  spawning  occurs  in  addition  to  protecting  the  physical  processes  that  form  and 
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maintain habitat conditions that support spawning. 

Direct impacts to the beach substrate would include any activity that disturbs the substrate, 
from installation of footings for dock construction, to grounding a barge on the beach.  Such 
activities can directly impact spawning adults and/or deposited eggs, or impact the substrate 
in  such  a way  that  reduces  its  suitability  for  spawning.    These  impacts  can be minimized 
through avoiding  these activities on  spawning beaches,  conducting activities  to avoid  the 
spawning period, and restoring/replacing impacted substrate. 

Indirect  impacts to the habitat can occur through activities that change the size and shape 
of  the beach or  the composition of beach  substrate.   These  impacts can occur  through a 
myriad  of  activities.    Activities  that  affect  the  hydraulic  character  (energy  and/or  flow 
patterns) of the drift cell that feeds the beach will affect the beach form and substrate size.  
Shoreline  armoring or other  energy  attenuation devices  (e.g.,  jetties or  seawalls)  are  the 
most significant cause of changes to beach size, shape, and substrate character. 

Because Pacific herring rely on marine vegetation for spawning, activity that  impacts plant 
growth  in  the  intertidal  and  subtidal  zone  is  likely  to  negatively  affect  habitat  quality  or 
quantity  for  this  species.   This may  include  changes  to water quality  that decrease water 
clarity  and  the  depth  at which  plants  can  grow,  changes  in wave  energy  that make  the 
environment  less  suitable  for  plant  attachment,  and  shading  from  construction  activities 
such as overwater structures. 

Since some populations of surf smelt spawn high on the beach during summer, they are 
considered particularly vulnerable to loss of marine riparian vegetation, which provides 
shade to this region of the beach.   These impacts and some planning and site design issues 
are summarized in Table II.3.  Section III of this report contains detailed recommendations 
associated with planning and site design issues including marine riparian buffer 
recommendations from the white paper Protection of Marine Riparian Functions in Puget 
Sound, Washington.

http://wdfw.wa.gov/hab/ahg/ahgwhite.htm
http://wdfw.wa.gov/hab/ahg/ahgwhite.htm
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Table II.3: Common Impacts to Forage Fish Habitat and Key Regulatory and Design 
Considerations. 

Direct/Indirect 
Impacts 

◊ Alteration of wave energy or other shoreline processes that affect beach substrate or 
morphology through shoreline modification activities 

◊ Decreases in terrestrial food supply, shading, and protection from overhead predators 
due to clearing of marine riparian vegetation 

◊ Loss of marine vegetation from shade impacts of boats and floats, and scouring from 
buoy anchors causing reductions in spawning, rearing, and refugia habitat available to 
forage fish.  Changes to substrate, increased egg mortality, and fish avoidance from 
prop wash and grounding of boats during low tides Changes to substrate 
structure/vegetation due to accumulation of shell fragments adjacent to pilings 
resulting in decreased habitat available for herring spawning 

◊ Uptake of contaminants (leading to decreased survival) by herring eggs deposited on 
chemically treated wood pilings 

◊ Decreased survival, due to desiccation, for herring eggs spawned on pilings at high tide 
elevations  

Cumulative 
Impacts  

◊ Changes in general pattern of upper intertidal sediment distribution and character   
◊ Decrease in marine aquatic plant habitat and overall reduction in productivity of the 

nearshore zone 
◊ Accumulation of shell fragments (long term impact from growth on pilings) and 

subsequent change to substrate structure and vegetation spawning substrate availability 

Regulatory and 
Design 
Considerations 

 

◊ Designate inventoried spawning areas as natural or conservancy shorelines 
◊ Avoid and minimize new over-water structures in areas inventoried as forage fish 

spawning 
◊ Minimize displacement of beach area by pilings 
◊ Prohibit grounding of floats and rafts on the beach 
◊ Promote overwater structure designs that result in improved light levels (e.g., minimize 

width, use grating, orient north-south to minimize shading resulting from new and 
rebuilt structures 

◊ Minimize the footprint and number of pilings associated with overwater structures and 
do not allow use of treated wood 

◊ Place structures to perpendicularly span the shoreline spawning habitat zone 
◊ Do not allow construction activity during egg deposition and incubation periods 
◊ Avoid placing docks or piers in tidal flats because these locations require very long 

structures  
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KELP  AND  EELGRASS  BEDS 
The  information  in  this  brief  is  summarized  from  a  Puget  Sound  Nearshore  Partnership 
White Paper by Thomas F. Mumford, Jr (2007) entitled “Kelp and Eelgrassin Puget Sound.” 
The full report provides detailed information on the biology, distribution, and status of kelp 
and eelgrass populations in Puget Sound.  The full report can be viewed at:   
http://www.pugetsoundnearshore.org/publications.htm. 

Kelp and eelgrass are important marine plants that are dependant on specific environmental 
conditions  found  in  the nearshore zone.     Human activities and shoreline modification can 
adversely  affect  kelp  and  eelgrass  through  direct  removal  or  degradation  and  indirectly 
through  alteration  of  the  environmental  conditions  that  support  them.  Overwater 
structures,  shoreline  armoring,  riparian  vegetation  alteration,  boating,  illegal  harvesting, 
shellfish culturing, and water quality impairments all have the potential to affect the health 
of kelp and eelgrass beds.  These activities can alter light and nutrient levels, alter substrate 
composition, increase toxics and suspended sediments, or cause physical disturbance of the 
species.    Recommendations for minimizing or mitigating impacts are provided in Section III. 

 

WHAT ARE KELP AND EELGRASS AND WHY ARE THEY IMPORTANT? 
Kelp and eelgrass are marine aquatic plants that thrive in the nearshore zone.  The term kelp 
refers to a particular group of multicellular marine algae, also known as brown algae, which 
attach themselves to the surface of marine substrates using a structure called a “holdfast”.  
Puget Sound  is home to 23 species of kelp, making  it one of the most diverse kelp floras in 
the world.  Kelps are believed to play as significant a role in the marine environment in terms 
of their forest‐like productivity and contribution to carbon cycling.  

Eelgrass,  Zostera marina,  and  its  introduced  non‐native  relative  Z.  japonica,  are  vascular 
plants that root in the substrate like land plants.  Like kelp, eelgrass is a carbon fixer that is 
important to nearshore primary production. 
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Figure  II.12. Low‐tide  terrace eelgrass bed  (Zostera marina) Photo by H. 

Shipman (from Finlayson 2006). 

Kelp  and  eelgrass  play  a  critical  role  in  the  marine  ecosystem  as  primary  producers, 
generating nutrients and  substrate  that  form  the base of  the  food chain.   The dense and 
complex  structure  created  by  kelp  and  eelgrass  beds  also  provide  refuge  and  foraging 
habitat  for  a wide  range  of  fish,  invertebrates  and  other  organisms, many  of which  are 
valued  from a cultural and economic  standpoint.     For example, kelp  forests and eelgrass 
meadows are critical to  juvenile salmon as they prepare for  life  in the open ocean.   Dense 
forests and meadows of vegetation provide refuge from current and wave energy, protect 
juvenile salmon from predation, and support and attract organisms that are important food 
sources for salmon and other species. 

In addition  to  salmon, kelp and eelgrass  in Puget Sound provide  important  spawning and 
rearing  habitat  for  a  variety  of  other  species.    Forage  fish,  crab,  and  a  variety  of  other 
shellfish species are critically reliant on these  important habitats.   Lastly, kelp and eelgrass 
have historically supported a range of cultural uses, especially to Puget Sound Indian tribes. 

 
WHY IS THE NEARSHORE ZONE CRITICAL TO KELP AND EELGRASS? 

Since kelp and eelgrass are photosynthesizers and dependant on  specific  sediment  types, 
they require a fairly well defined set of physical conditions; hard, relatively stable substrate 
in the case of kelp, and sandy substrate in the case of eelgrass (see Figure II.12 above), high 
ambient light, and clear water free of turbidity that can block light and bury or smother the 
plants.   Since all kelp and eelgrass species begin  life on the bottom and require sunlight to 
grow, they are  limited to a relatively narrow band of shallow nearshore area that provides 
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the proper substrate and sufficient light penetration. 

As these plants grow they form unique habitats within the nearshore zone that are used by 
many fish and invertebrate species, including four salmonid species that are currently listed 
as threatened under the Endangered Species Act (ESA).   Due to their role  in the health or 
recovery  of  these  species,  eelgrass  and  kelp  are  considered  key  elements  of  designated 
critical habitat for the purpose of ESA consultation and recovery planning.  Kelp and eelgrass 
beds are also afforded  regulatory protection at  the  local  level  through either  local Critical 
Areas Ordinances or through Shoreline Master Programs.   With the exception of giant kelp 
(Macrocystis  integrifolia),  once  important  to  the  commercial  herring  roe  fishery  in  Puget 
Sound,  commercial  harvest  of  kelp  and  eelgrass  is  prohibited.    Harvesting  of  kelp  for 
personal use  is currently permitted and  is regulated  jointly by the Washington Department 
of Natural Resources (WDNR) and Washington Department of Fish and Wildlife (WDFW). 

 
KELP 
 

Kelps’ wide blades  form dense  canopies  that  shade  the water and  substrate.   Depending 
upon the length of the kelp stems (actually known as “stipes”) these canopies fall into three 
groups.  There are those with long stipes and blades that float on or near the water surface, 
such as the familiar bull kelp, those that are raised off the bottom by short, rigid stems, and 
those  that  are  prostrate  and  cover  the  substrate. Of  the  23  kelp  species  found  in  Puget 
Sound, the majority (21 species) fall into the second two groups; they are either low growing 
or prostrate types and are therefore not often visible through boat and aerial surveys. These 
low  growing  and prostate  types  are  limited  to  shallower portions of  the  nearshore  zone 
than the much longer floating blade types.  This is simply due to their inability to extend into 
the  sunlit  portion  of  the water  column where  light  penetration  is  adequate  to  support 
growth and metabolism throughout the year. 

Kelps are held to the bottom by holdfasts, which unlike roots do not penetrate the substrate 
or carry nutrients to the plant.  This means the kelp must obtain nutrients directly from the 
water.   This may be one of the reasons that most are  found  in areas with moderate wave 
energy or currents, since water movement is needed to keep nutrient rich water circulating 
past  the  plant.  Because  they  lack  a  root  system  all  kelps  require  a  relatively  stable  solid 
substrate for attachment.  Suitable substrates range from bedrock and boulders, to pebbles, 
to manmade structures such as sunken vessels, boat bottoms, pilings and docks. 
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WHERE DO THEY OCCUR IN THE NEARSHORE ZONE?  

Floating  kelps  are  found  adjacent  to  approximately  11%  of Washington’s  shoreline.    The 
distribution of non‐floating kelps is not as well quantified but they are generally more widely 
distributed and more abundant (~31%) than the floating varieties.   Generally, kelps  in Puget 
Sound prefer water with fairly high salinity (>25psu), low temperature (<15°C), high ambient 
light, hard substrate, and minimal sedimentation. 

Because kelps are dependant on hard substrates and high ambient  light  levels for growth, 
areas providing these conditions are likely to support kelp habitat.  The lower depth limits of 
kelp  vary by  species  and by water  clarity, but  in Puget  Sound most occur  in  the  shallow 
subtidal zone from Mean Lower Low Water (MLLW) to about 20 meters below MLLW.  Kelps 
also prefer high‐energy  environments  in  the  lower  intertidal or  subtidal  zone where  tidal 
currents renew available nutrients and prevent sediment from covering young plants. 

Non‐floating  species  are  abundant  and  cover  large  areas within  the  subtidal  zone where 
substrate  and water  conditions  such  as  temperature,  light,  and  currents  provide  suitable 
habitat.   These species, which are much  less  likely to be  included  in boat or aerial surveys, 
are those most likely to be impacted by changes to the condition of the nearshore area. 

Kelps are vulnerable to a variety of competitor species  including the  invasive brown algae, 
Sargassum muticum, and are also vulnerable to herbivores like sea urchins and mollusks.  An 
overabundance of urchins can result in barrens where kelp and other fleshy seaweeds have 
essentially  been  eradicated.    Conversely,  depressed  abundance  of  urchins  due  to  the 
presence of sea otters or human harvesters of sea urchins can greatly mediate their impact 
on kelp.   Due to this vulnerability to grazing, kelps are more likely to become established in 
areas where sea urchin access is naturally limited, such as cobble beds surrounded by sand. 

 
WHAT DATA ARE AVAILABLE? 

Most of the data available on kelps pertains to the floating species as forests of floating kelp 
species  can be  easily mapped  and monitored using  aerial photographs.   Data  from  aerial 
surveys  is  included  in Ecology’s Coastal Atlas, which  includes aerial surveys from past years 
for comparison.     The WDNR Puget Sound Assessment and Monitoring Program has been 
monitoring  kelp  beds  since  1989,  using  data  collected  from  aerial  photographs.   Maps 
produced with the ShoreZone Inventory database illustrate the distribution of floating kelp 
beds.   These data  are also available  through Department of Ecology’s Coastal Atlas.   The 
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Coastal Atlas also contains  links  to county sites  that may contain additional data  layers of 
interest. 

Because  they are not readily visible  in aerial photographs under all conditions,  the smaller 
non‐floating kelp species are not as easily monitored or mapped.   They are expected to be 
more abundant and have more extensive distribution than floating kelps, meaning that they 
likely play a larger roll in primary production and carbon cycling in Puget Sound, and support 
abitat requirements for a broader range of species. h

 
EELGRASS 
 

Eelgrass grows in fine‐grained substrates and forms a tangled mat of rhizomes that allow it 
to spread horizontally to produce new plants.   The plant can also reproduce by pollination.  
Fertile  seeds  are  broadcast  into  the  current  and  those  that  are  transported  to  suitable 
environments  form new colonies.     Flowering occurs  in spring and seeds are broadcast  in 
mid‐summer.  Germination occurs the following spring.  Eelgrass blades are up to 2 meters in 
length  and  2  centimeters wide, with  the  largest  plants  occurring  in  deeper  intertidal  or 
subtidal areas.   The  roots and  rhizomes are a  large component of  the overall mass of  the 
plant.  The plant gets the majority of its nutrients through its root system, but adequate light 
exposure is also required for photosynthesis and growth. 

 
Figure II.13. Underwater view of eelgrass.  Photo by S. Simenstad.  

 
WHERE DO THEY OCCUR IN THE NEARSHORE ZONE? 
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Eelgrass grows  in  low to moderately high‐energy  intertidal and shallow subtidal areas with 
mud/sandy  substrate  (see  Figure  II.13).    It  occurs  along  roughly  37%  of  Washington’s 
shoreline.   Eelgrass  is  limited  to  these substrate  types, and  is  therefore highly sensitive  to 
actions  or  activities  that  affect  their  distribution  and  availability.    Eelgrass  persistence  is 
dependent  on  receiving  sufficient  light  during  summer  to  support  growth  and  nutrient 
storage  necessary  for  survival  during  winter  when  light  levels  are  naturally  low.    Light 
attenuation due to propeller‐derived bubbles, high turbidity, and sediment loading can limit 
photosynthesis by reducing the depth of light penetration and/or by settling material on the 
plant  blades,  limiting  the  amount  of  light  available.    Conditions  that  encourage  eelgrass 
growth are often found near the margins of river deltas.   These areas are close enough to 
the  river mouths  that nutrients  are  introduced  to  the  tidal  zone but  they  are  far enough 
away that water turbidity is low.  Extensive eelgrass beds are also found in large tidal flats.  
Smaller patches of  eelgrass  commonly occur  in  areas where  conditions  are not  ideal,  for 
example, where  the  substrate may  have  only  small  areas  of  sediment  between  rocks  or 
where wave  energy  or  other  factors  restrict  growth.    These  fragmented  beds  are  often 
located on the fringes of continuous beds and may vary in size and distribution from year to 
year. 

Typically eelgrass beds  form near Mean Lower Low Water  (MLLW) and extend  to depths 
from about 2 meters above MLLW to almost 9 meters below MLLW.     The depth to which 
eelgrass grows  is determined primarily by water clarity.   However, factors such as extreme 
low  or  high  nutrient  levels,  substrate  composition,  presence  of  other  species,  and  toxic 
pollutants in the water can affect eelgrass abundance and distribution. 

Eelgrass  is found  in all but the southernmost part of Puget Sound;  it  is not found south of 
Anderson  Island and Carr  Inlet.   The  lack of eelgrass presence  in  this southern part of  the 
Sound is likely due to the timing of tidal events and to higher temperatures and low nutrient 
levels  that can  limit growth.     Temperature  limitations may also affect  the upper depth at 
which eelgrass grows in other parts of the sound. 

As a perennial plant, eelgrass beds form and reemerge in the spring, with bed areas varying 
only  slightly  (typically  less  than  10%)  from  year  to  year.    However,  impacts  from  human 
activities and shoreline modifications have contributed to loss of eelgrass beds. 

Since the plants die back during the fall, for planning purposes it is important that inventory 
and survey work be done during summer months, including project specific surveys required 
for permit activities. 
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WHAT DATA ARE AVAILABLE? 

WDNR and the Puget Sound Assessment and Monitoring Program have collected the most 
comprehensive data on eelgrass presence.  Surveys began in 2000 and the agency continues 
to monitor eelgrass distribution and abundance on a regional scale.   These data are part of 
WDNRs’ ShoreZone Inventory datasets and maps can also be obtained through Department 
of Ecology’s Coastal Atlas.  WDFW has collected data on eelgrass presence while conducting 
herring  roe  surveys.    Known  eelgrass  areas  are mapped  in  the WDFW  PHS  data  system.  
Eelgrass surveys are also conducted in the process of obtaining Hydraulic Project Approvals 
and Shoreline Permits and may be collected through other local programs, although most of 
this information is unpublished. 

 
HOW  DO  COMMON  SHORELINE  ACTIVITIES  IMPACT  THIS  
HABITAT? 
 

Kelp  beds  and  eelgrass  meadows  can  be  adversely  affected  by  a  number  of  shoreline 
modifications.   Direct  impacts can occur on a  local or site‐specific scale through  impacts to 
substrate and light levels.  Dredging, filling, and grading, or otherwise altering the substrate 
can make  a  site  uninhabitable  for  these  plants  and  the  numerous  species  dependent  on 
them.     Boat propellers and anchors can physically damage plants, disturb sediments, and 
alter the habitat by creating high‐energy wakes.  Overwater structures such as piers, docks, 
and  floats,  and moored boats decrease  the  amount of  light  available,  and  cause physical 
habitat changes that can result in a substantial reduction in the size and diversity of the plant 
community.    Reduced  light  levels  have  been  shown  to  be  detrimental  to  eelgrass  even 
during the winter dormant season. 

Shoreline development can cause a multitude of  indirect effects that can adversely  impact 
kelp and eelgrass habitat.  For example, shoreline armoring can alter wave energy patterns 
and  change  the  composition  of  nearshore  substrates.    Removal  of  marine  riparian 
vegetation  can alter  the  temperature and nutrient  regime of  the nearshore environment, 
and increase the amount of sediments and pollutants entering the intertidal zone.  Elevated 
nutrient  levels associated with stormwater  runoff and septic systems can cause excessive 
growth of macroalgae, phytoplankton, or  invasive competitors  that  reduce  the amount of 
light and substrate available.  Increased boat use may affect eelgrass meadows through light 
attenuation  caused  by  propeller‐generated  bubbles.    Oil  products,  metals,  and  other 
pollutants from stormwater runoff and  industrial or agricultural land uses can damage kelp 
and eelgrass or affect their growth and reproduction. 
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The broad patterns of development and shoreline modification around the Puget Sound basin 
have caused small, incremental effects that have become cumulatively significant.  For example, 
there are areas that have experienced rapid reductions in the extent of eelgrass beds and where 
beds are now virtually eliminated.  Significant losses have also occurred in major river deltas.  
Local observations indicate that the physical extent of kelp and eelgrass beds in the Puget 
Sound region is in decline, as is the amount of suitable habitat for these important marine plant 
communities.  Successful eelgrass restoration has been difficult to achieve in Puget Sound, and 
costs associated with restoration have been uneconomical.  Since they do represent a unique 
habitat that is critical to many species, their deterioration or loss is expected to affect the 
marine food web. Impacts to kelp and eelgrass and some planning and site design issues are 
summarized in Table II.4.  Section III of this report contains detailed recommendations 
associated with regulation and design. 
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Table II.4: Common Impacts to Kelp and Eelgrass and Key Regulatory and Design 
Considerations. 

Direct/Indirect 
Impacts 

◊ Reduction or loss of beds due to shading by over-water structures 
◊ Loss of substrate appropriate for attachment or growth due to beach loss or substrate 

change from changes in wave energy and other physical processes 
◊ Loss of appropriate habitat or direct vegetation impacts due to pilings (shellhash), 

dredging, prop wash, buoy anchor chain scour, and grounding of boats or structures 
◊ Habitat reduction due to reduced light levels from short and long term increases in 

turbidity 
◊ Loss of vegetation (eelgrass) due to increased shading from ulvoids and epiphytes (due 

to eutrophication) 

Cumulative 
Impacts  

◊ Puget Sound wide decrease in nearshore photosynthesis and productivity 
◊ Puget Sound wide reduction in kelp and eelgrass and domino affect on numerous 

species that are directly and indirectly dependent upon them 
◊ Increased release of carbon dioxide and potential climatic impacts 
◊ Loss in nearshore habitat complexity 

Regulatory and 
Site Design 
Considerations 

 

◊ Identify all marine vegetation within intertidal and subtidal zones and protect them 
through appropriate shoreline designation and SMP regulations 

◊ Require survey of intertidal and shallow subtidal areas prior to permitting any 
structures or activities that could impact existing beds 

◊ Prohibit placement of overwater structures over marine vegetation 
◊ Require structure designs that minimize shading and disturbance of the substrate 

including from prop wash 
◊ Prohibit grounding of floats and rafts  
◊ Avoid placement of shoreline armor or other structures that may result in downcutting 

of the beach, substrate change, or alteration of shoreline physical processes 
◊ Require replacement or mitigation for all riparian or aquatic vegetation directly or 

indirectly lost through shoreline activities 
 

 

MARINE  RIPARIAN  VEGETATION 
“Marine riparian vegetation” includes both upland forested plant communities occurring on 
the Puget Sound shoreline that function similarly to freshwater riparian communities, as well 
as unique vegetation  found only  in  the marine nearshore. Much of  the  information  in  this 
brief is summarized from a Puget Sound Nearshore Partnership Report by James S. Brennan 
titled  “Marine  Riparian  Vegetation  Communities”.    The  full  report  contains  a  detailed 
discussion of how vegetation communities in the Puget Sound area evolve over long periods 
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of time, and how they are  impacted by human activities.   The full report can be viewed at:  
http://www.pugetsoundnearshore.org/publications.htm. 

Riparian vegetation  is an  important aspect of nearshore habitat  in Puget Sound.   Riparian 
areas  can  be  directly  impacted  by  vegetation  alteration  (removal,  topping,  trimming),  or 
indirectly impacted by changing the physical conditions required by plants that make up the 
community.  For  example,  shoreline  armoring,  or  other  modification  can  impact  natural 
erosion and soil composition.   Development along the shoreline can change surface water 
runoff  patterns,  increasing  soil  erosion  or  risk  of  landslides.    By  disturbing  riparian 
vegetation directly, or by altering the physical conditions that determine the type of plants 
that  grow  in  the  nearshore  zone,  shoreline modification  can  affect  numerous  culturally, 
commercially,  and  ecologically  important  species.    Recommendations  for  minimizing  or 
mitigating impacts are provided in Section III. 

 
WHAT IS MARINE RIPARIAN VEGETATION? 

The  marine  riparian  area  of  Puget  Sound’s  shoreline  consists  of  many  different  plant 
community types.  These communities vary in structure and composition, ranging from salt‐
tolerant vegetation on beaches or tidal flood plains, to forest communities that grow along 
the shoreline and on adjacent bluffs.   Despite this variability, these communities share two 
common characteristics;  they are directly  influenced by  the marine environment, and  they 
directly or  indirectly  influence nearshore aquatic habitat.   Specifically,  tree and understory 
species are influenced by the specific microclimate produced by the nearshore environment.  
Riparian vegetation  in turn  influences the marine nearshore environment  in ways similar to 
its  function  in  freshwater environments‐ by  stabilizing bluffs,  filtering  surface  runoff,  and 
providing shade, organic litter, and large woody debris. Upland marine riparian communities 
are  often  continuous with  and  closely  linked  to  freshwater  riparian  communities where 
streams  enter  the  sound  and  freshwater  wetlands  border  estuarine  marshlands.  
Maintaining  the diversity of  these communities and continuity between  them  is critical  to 
species  that  depend  on  these  areas.    The  diversity  that  exists  today  is  in  part  due  to 
environmental conditions but also reflects natural disturbance and succession processes. 
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VEGETATION  IN  THE  NEARSHORE  ZONE 
 

Common plant species of marine 
riparian areas: 

Prior to European colonization, the Puget Sound  lowlands and riparian forest communities 
were largely dense coniferous forests primarily of Douglas fir with a diverse understory that 
may  include  Oregon  grape,  salal,  red  huckleberry,  trailing  blackberry,  and  sword  fern. 
However, natural and human alterations of  the  landscape have changed  the vegetation  in 
many areas.  Natural disturbance of riparian vegetation includes episodic events such as fire, 
disease, seismic activity, and  landslides.   Human disturbance  is generally more continuous 
over  long  periods  of  time  and  includes  forest  harvesting,  agriculture,  clearing  and 
development.    After  a  disturbance  the  area  is  first  populated  by  plant  species  that  are 
tolerant of the altered conditions.  Disturbed areas may support shrubs and deciduous trees 
such  as  alder  and maple.    Conditions  gradually  change  until  the  area  is  again  capable  of 
supporting  climax  forest  communities  that  include  Douglas  fir,  western  hemlock  and 
western red cedar. 

There  are  other  unique  forest  communities  found 
throughout  Puget  Sound  as well.    Dry  sunny  locations 
with  relatively  nutrient‐poor  soils  may  support  forest 
communities of madrone and associated plants.  Aspen is 
a  common  species  found  on  San  Juan  Island  and  Sucia 
Island that is relatively rare elsewhere in Puget Sound. 

• Vine maple 
• Red alder 
• Bigleaf maple 
• Pacific madrone 
• Western hemlock 
• Western redcedar 
• Douglas‐fir 
• Sword fern 
• Salal  
• Oregon grape 
• Oceanspray 
• Indian plum 

Forest  and  prairie  communities  have  developed  in  the 
rain  shadow  of  the  Olympic  Mountains.    South  facing 
slopes of islands can be uncommonly dry and exposed to 
heavy wind and salt spray.   The conditions are  the basis 
for  unique  vegetation  communities  including  open 
forests  comprised  of  Douglas  fir, madrone,  shore  pine, 
and  juniper;  dense  forests  of Douglas  fir,  grand  fir  and 
western  red cedar; or grass prairies with  few  trees  (see 
Figure II.14 below). 

• Salmonberry 
• Huckleberry  
• Snowberry 
• Nootka rose 
• Beach pea 
• Shore lupine 
• Tufted hairgrass 
• Saltweed 
• Saltgrass 
• Fleshy jaumea Interspersed among  the  forested bluffs of Puget Sound 

are  numerous  plant  communities  associated  with 
beaches,  sand  dunes,  and  salt  marshes.    These 
environments  support  plant  communities  that  are 
tolerant of specific conditions.  For example, marshes are 

• Seaside arrowgrass 
• Seaside plantain 
• Pickleweed 
• Dune wildrye 
• Gumweed 
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composed of plants  that  are  tolerant of  saltwater  inundation  and  soils with high organic 
matter.   Beaches and dunes support salt tolerant plants that can also survive nutrient poor 
soils  and  exposure  to  waves.    Unique  communities  occur  on  the  narrow  strip  of  the 
backshore or beach berms, on  large spits, or  in  the  lower portions of  river estuaries.   The 
type of soil, amount of sediment, local climate, and topography, degree of saltwater and salt 
spray  exposure,  and  other  factors  determine  the  type of  vegetation  that  grows  in  these 
areas. 

 
Figure II.14. Example of shoreline prairie (from Brennan 2007) 

 

As distance  inland from the shore  increases, tidal  influence gradually decreases making the 
habitat suitable  for plant species  less  tolerant of salt and  tidal disturbance.   Areas  further 
from the open shoreline typically have more sediment accumulation and  less wave energy.  
The vegetation communities that develop in flood plains or tidal surge plains closer to river 
mouths can be considerably different than those communities along open shorelines. 

 
WHY IS RIPARIAN VEGETATION IMPORTANT TO THE NEARSHORE ZONE? 

A  diverse  number  of  communities  comprise  the  vegetated  area  around  Puget  Sound’s 
marine waters.  These plant communities create a gradient in environmental conditions and 
form  transitional  areas  connecting  aquatic  and  terrestrial  habitat  (see  Figure  II.15).    This 
transitional habitat is important to the Puget Sound ecosystem and many species depend on 
its unique characteristics. 

Riparian  vegetation  contributes  to  the  foodweb  by  providing  large  woody  debris  and 
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organic matter,  important  to many  species,  and  creates  habitat  for  insects  and marine 
invertebrates that are  important food sources for fish and other aquatic life.   Vegetation  in 
tidal plains provides refuge for juvenile salmon and shades shallow water to maintain cooler 
temperatures that are necessary for the survival of salmon and other species.   Large trees, 
which  shade  the  upper  intertidal  zone  is  especially  important  for maintaining  forage  fish 
spawning habitat. 

Marine  riparian  vegetation  also  protects  water  quality  and  reduces  surface  erosion  by 
slowing  run  off.    Terrestrial  and  shoreline  vegetation  acts  as  a  filter  for  runoff,  while 
submerged  vegetation  causes  sediments  to  settle  out  of  the water  column.  By  slowing 
erosion and retaining sediments, riparian vegetation reduces pollutants  including nitrogen, 
phosphorus,  hydrocarbons,  PCBs,  metals,  and  pesticides.    It  also  prevents  excessive 
turbidity, which can smother eggs and aquatic vegetation. 

 

 

Figure II.15. Conceptual Model of Marine Riparian Functions (from Brennan and Culverwell 2004). 

 
WHAT DATA ARE AVAILABLE? 

Digital map data on important plant associations in Washington State have been developed 
by DNR’s Natural Heritage Program (NHP).  This information can be useful for understanding 
distribution,  status,  environmental  characteristics,  and  succession  patterns  of  vegetation 
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communities.   However, the NHP  is focused primarily on terrestrial plant species and does 
not  characterize  all  communities  found  along  Puget  Sound  shorelines.   Wildlife  species 
occurrence data for marine riparian areas  is available from Washington Department of Fish 
and Wildlife’s PHS program. The DNR Nearshore Habitat Program maintains the ShoreZone 
Inventory database, which provides  information on  the  locations of  saltmarsh  vegetation 
and  common  nearshore  vegetation  such  as  surfgrass,  seagrass,  dune  grass,  kelp  and 
eelgrass.  It also provides data for geology, soils and forest disturbance, which can influence 
vegetation communities and habitat characteristics.  Department of Ecology’s Coastal Atlas 
also  provides  mapped  information  on  vegetation  and  habitat  types  found  along  Puget 
Sound shorelines. 

 
HOW  DO  COMMON  SHORELINE  ACTIVITIES  IMPACT  THIS  
HABITAT? 
 

The  composition  of  Puget  Sound  marine  riparian  communities  is  determined  by 
environmental  conditions  specific  to  the  nearshore  area.    Because  of  this,  riparian 
vegetation is particularly susceptible to disturbance by common shoreline modifications. 

Probably the most common activity that has directly impacted riparian vegetation along the 
shoreline  is clearing.   Historic  forest harvesting and clearing of vegetation  for agriculture, 
docks,  roads,  residential development  and other uses has  substantially  altered  the Puget 
Sound nearshore riparian zone.  Many of these activities continue today. 

 
Figure  II.16. Unaltered  riparian vegetation  (left photo by R. Carman), and an example of bluff erosion 
following riparian vegetation removal (right photo, Brennan 2007). 
ENVIROVIS ION,  HERRERA,  AND  AHG   II ‐41  REVISED  JUNE  2010  

 

http://wdfw.wa.gov/hab/phspage.htm
http://www.dnr.wa.gov/ResearchScience/Topics/AquaticHabitats/Pages/aqr_nrsh_inventory_projects.aspx
http://www.dnr.wa.gov/ResearchScience/Topics/AquaticHabitats/Pages/aqr_nrsh_inventory_projects.aspx
http://www.ecy.wa.gov/programs/sea/SMA/atlas_home.html


 Protecting Nearshore Habitat and Functions in Puget Sound 

Clearing vegetation can destabilize slopes (see Figure II.16). This leads to increased erosion, 
risk of landslides, and elevated levels of suspended sediments and turbidity in the nearshore 
environment.   As  a  result,  clearing  vegetation  reduces  the  amount of pollutants  that  are 
removed from the water and creates conditions harmful to aquatic species.  Shade, organic 
litter,  large  woody  debris  and  other  benefits  provided  by  riparian  vegetation  are  also 
reduced. 

Clearing  is  commonly  followed by additional development or agricultural use of  the  land, 
which  reduces  and  fragments  available  habitat.    Even  where  cleared  areas  have  been 
replanted,  they  were  often  replaced  by  single  species  stands  that  have  little  habitat 
diversity.   Cleared  areas  are  also much more  vulnerable  to  colonization by  invasive plant 
species.    These  plants  do  not  provide  the  same  habitat  conditions  that  native  species 
provide, and further contribute to the degradation of riparian conditions. 

Nearshore riparian areas are transition zones between the aquatic environment and upland 
forest.    These  zones  are  characterized  by  sharp  environmental  gradients  that  tend  to 
support relatively diverse plant and animal communities.   Altering shorelines, beaches, and 
bluffs with  armoring,  over‐water  structures,  fill,  or  other  types  of  development  typically 
results  in  the  alteration  or  removal  of  vegetation.  Shoreline  alteration  and  vegetation 
removal can alter environmental gradients (e.g., by changing topography, soil composition, 
salt  spray exposure,  the amount of  saltwater  inundation, etc.).   As a consequence, highly 
modified areas lose habitat diversity. 

In the Puget Sound region, the cumulative  impacts of human disturbance are the result of 
activity that has occurred over a relatively brief period since European settlement.   The net 
result of  these  impacts  is  that  tidal wetland and  riparian habitat  in Puget Sound has been 
reduced  to  less  than  30%  of  its  historic  extent.   Urban  areas  have  less  than  10%  of  their 
estuarine  wetlands  remaining.    A  DNR  survey  of  Puget  Sound  (ShoreZone  Inventory) 
showed that, currently, vegetation overhanging the  intertidal zone covers  less than 18% of 
the shoreline. The cumulative effects of shoreline modification and development have led to 
a  reduction  in  riparian vegetation, habitat  fragmentation, and  simplification of vegetation 
communities on a  landscape and regional scale.   The  functional vegetation that remains  is 
threatened  by  human  development.    The  effective  management  and  conservation  of 
remaining marine riparian vegetation is critical to a healthy Puget Sound.  These impacts and 
some planning and site design issues are summarized in Table II.5.  Section III of this report 
contains  detailed  recommendations  associated  with  planning  and  site  design  issues. 
Additional  science  on  the  functions  provided  by  riparian  vegetation  can  be  found  in  the 
white paper, Protection of Marine Riparian Functions in Puget Sound, Washington.  
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Table II.5: Common Impacts to Marine Riparian Vegetation and Key Regulatory and 
Design Considerations. 

Direct/Indirect 
Impacts 

◊ Loss of function due to direct removal or disturbance during clearing and grading 
activities 

◊ Reduction in functional value due to decreases in   vegetated riparian area width and 
plant diversity or density 

◊ Reduction or loss of riparian function through pruning overhanging pieces and/or 
removal of large trees 

◊ Increased pollutant load due to change from established native community to non native 
landscaping requiring use of fertilizers and pesticides 

◊ Increased incidence of invasive species due to site disruption 
◊ Increased beach substrate temperatures during low tide in summer due to removal of 

overhanging vegetation 
◊ Reduction or loss of localized terrestrial insect input from shoreline vegetation due to 

vegetation removal 
Cumulative 
Impacts  

◊ Loss of marine riparian area and associated ecological function throughout the Puget 
Sound basin due to vegetation removal and modification 

◊ Fragmentation of remaining habitat and simplification of vegetation communities on a 
landscape and regional scale have resulted in greatly reduced functional value 

◊ Loss of large tracts of shaded nearshore area throughout Puget Sound has reduced 
organic matter and large woody debris recruitment 

◊ Reduced level of pollutant removal due to decreased riparian areas resulting in 
deteriorating water quality throughout Puget Sound 

◊ Increased substrate temperatures at low tide due to loss of overhanging riparian 
vegetation 

Regulatory and 
Design 
Considerations 

 

◊ Require site surveys of existing conditions including vegetation function analysis 
◊ Avoid and minimize area disturbed during nearshore construction activities by 

establishing standards for equipment use within riparian areas, and require replacement 
of damaged vegetation with native species, including long term maintenance provisions 

◊ Identify marine riparian protection areas that support existing functions through no-touch 
buffers in undeveloped areas and enhancement and mitigation requirements related to 
expansions or redevelopment of developed areas 

◊ Require development of vegetation conservation plans, including replanting and 
maintenance standards focused on native species, for any project that impacts marine 
riparian vegetation 

◊ Promote off-site mitigation to address cumulative impacts using the restoration 
component of the shoreline master program 
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JUVENILE  SALMON  HABITAT 
The information summarized below is from a Puget Sound Nearshore Partnership report by 
Kurt L. Fresh  titled Juvenile Pacific Salmon and  the Nearshore Ecosystem of Puget Sound.  
The  full  report  provides  detailed  information  on  the  nearshore  habitat  requirements  of 
juvenile salmon, and the status, distribution and trends of the populations.   The full report 
can be viewed at:  http://www.pugetsoundnearshore.org/publications.htm  

Juvenile salmon are dependent upon the nearshore estuarine and marine environments  in 
Puget  Sound.    The  nearshore  area  provides  food,  a migration  corridor,  protection  from 
predators,  and  a  transitional  environment  that  supports  the  physiological  changes  that 
occur as they transition from a freshwater to a marine environment.  Shoreline modification 
activities  (e.g.,  shoreline  armoring,  placement  of  over‐water  structures,  and  riparian 
vegetation  alteration)  can  degrade  these  nearshore  habitats,  reducing  the  quantity  and 
quality of habitat available.  Habitat impacts from common types of shoreline modification, 
the  related effects on  juvenile  salmon  from common  types of  shoreline modification, and 
recommendations  for  avoiding, minimizing,  or mitigating  these  impacts  are  provided  in 
Section III. 

 
WHAT ARE JUVENILE SALMON? 

Juvenile  salmon  in  Puget  Sound  are  young  salmon  that  have migrated  from  their  natal 
streams to the marine environment.   Salmon migrating from fresh to salt water undergo a 
process called “smoltification,” a physiological transformation that allows them to survive in 
the  marine  environment.    This  life  history  stage  is  particularly  sensitive  because  these 
physiological changes are demanding, young salmon are small and vulnerable to predation, 
and  their  food  requirements  are  large.    These  combined  factors  make  juvenile  salmon 
sensitive to even small changes in habitat condition. 

There are eight species of salmonids that use Puget Sound during their  juvenile  life history 
stage:  chinook  (Oncorhynchus  tshawytscha),  coho  (O.  kisutch),  chum  (O.  keta),  pink  (O. 
gorbuscha),  sockeye  (O.  nerka),  sea‐run  cutthroat  trout  (O.  clarkii),  steelhead  trout  (O. 
mykiss), and bull trout (Salvelinus confluentus). 

Four salmonid species are currently listed as threatened under the Endangered Species Act 
in  Puget  Sound:    Chinook,  Hood  Canal  summer‐run  chum,  steelhead,  and  coastal‐Puget 
Sound  bull  trout.  Puget  Sound  steelhead was  recently  listed  as  threatened, while  Puget 
Sound‐Strait of Georgia coho, is listed as a Species of Concern. 
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WHY IS THE NEARSHORE ZONE CRITICAL TO JUVENILE SALMON? 

The range of unique habitat characteristics provided by the nearshore environment is critical 
to  juvenile salmon development as  they prepare  for and undertake  their migration  to  the 
open  ocean.    Nearshore  habitat  provides  food,  refuge  from  predation,  a  shallow water 
migration  corridor,  and  the  distinctive  environmental  conditions  that  support  the 
physiological  changes  necessary  to move  from  freshwater  to  saltwater  as  juveniles,  and 
back to freshwater as mature adults.  It is essential to the success and long term viability of 
the  species  that  nearshore  habitat  in  Puget  Sound  continues  to  provide  the  conditions 
necessary to support these needs. 

The agencies  responsible  for  recovery of ESA‐listed populations  recognize  the critical  role 
nearshore habitat will play in the recovery of listed populations.  Critical Habitat designations 
for listed chinook, chum, steelhead, and bull trout stocks include the Puget Sound nearshore 
environment.  Critical  habitat  designation  incurs  special management  considerations  and 
protections intended to ensure that the habitat will function as necessary to provide for the 
survival and recovery of  listed populations  in areas with a Federal nexus.     However, these 
protections are limited in scope and many areas of the Puget Sound shoreline do not receive 
adequate protection under Section 7 of ESA (e.g., proposed new bulkheads most often do 
not undergo Section 7 review). 

 
WHEN DO THEY USE THE NEARSHORE ZONE  

The  life  histories  of  northwest  salmon  are widely  diverse  and  complex.    Spawn  timing, 
migration timing, and utilization of different habitats vary greatly between species such as 
between  Chinook  and  coho,  as well  as  between  stocks  or  subpopulations  of  the  same 
species.    For example, Chinook  salmon originating  from different  rivers or  from different 
segments of the same river may have very different life cycles in terms of when they spawn, 
when they migrate downstream, etc.  The wide variations between species and populations 
equates to wide variations in habitat use within a population. 

While the physical or behavioral traits of Puget Sound salmon populations can be generally 
summarized, variations within these populations make  it difficult to predict how and when 
these  fish use  the nearshore zone.     Factors such as spawning  timing, variability  in stream 
flows and  temperatures,  the distance upstream  to where  the  fish were hatched, and  the 
time spent rearing in their natal streams determine the timing, size and age at which juvenile 
salmon  arrive  in  the  nearshore  environment.    Age  and  size,  food  abundance,  weather 
ENVIROVIS ION,  HERRERA,  AND  AHG   II ‐45  REVISED  JUNE  2010  

 



 Protecting Nearshore Habitat and Functions in Puget Sound 

conditions, and other  factors determine how  long  they  remain  in  the nearshore zone and 
the type of habitat they require.   Ultimately these variations affect the overall success and 
abundance of a population on a seasonal or annual scale. 

There  is a high  level of stock mixing that occurs  in Puget Sound as  juvenile salmon migrate 
through  their  natal  estuaries  and  deltas  to  nearshore  habitats.    All  of  these  fish  are 
essentially heading toward the same place and along the same Puget Sound shoreline.  They 
forage and grow as  they move along  the nearshore environment  toward  the open ocean.  
As they do so, their survival depends on connectivity among diverse habitats.   This mixing 
and  reliance  on  similar  habitat  ensures  that  juvenile  salmon  representing  a  number  of 
species and stocks will be present in the Puget Sound nearshore throughout the year. 

Salmonid use of the Puget Sound nearshore is not restricted to juvenile fish.  Bull trout and 
sea‐run cutthroat use nearshore marine habitats as both  juveniles and foraging adults, and 
all species of salmonids forage along these nearshore environments as adults returning to 
freshwater systems to spawn. 

 
WHAT CHARACTERISTICS OF THE NEARSHORE ARE MOST IMPORTANT? 

The variations that occur between species and populations of salmon are complex and are 
not completely understood  in relation to nearshore habitat characteristics. However, some 
fundamental characteristics have been identified. 

Juvenile  salmon  typically  utilize  shallow  water  habitat  with  low  wave  energy  and  fine‐
grained silt or mud substrate.  These characteristics are associated with marsh and wetland 
areas  and  pocket  estuaries  (connected  lagoons  and  stream mouths).      These  areas  can 
provide food and protection for juvenile salmon. 

Food in the form of prey species is often abundant in vegetated shallow water areas such as 
eelgrass  or macroalgae  beds.    The  vegetation  also  provides  cover  and  protection  from 
predation. 

As  salmon  feed  and  grow  they  are  likely  to  utilize  different  habitats  with  different 
characteristics (deeper water, higher salinity, different food sources).  Connectivity between 
these  habitats  is  critical  to  foraging  success,  refuge  from  predation  and  successful 
physiological adaptation to the marine environment as fish grow and migrate towards the 
ocean.    Connected  habitats  provide  gradual  transitions  between  estuarine  and  marine 
waters, along shallow water environments adjacent to the shoreline, and between shallow 
ENVIROVIS ION,  HERRERA,  AND  AHG   II ‐46  REVISED  JUNE  2010  

 



 Protecting Nearshore Habitat and Functions in Puget Sound 

and deeper water environments.   Habitat  fragmentation caused by shoreline modification 
limits the amount of suitable habitat available and creates unproductive zones where prey 
and  cover  are  limited  and  exposure  to  predation,  strong waves  and  currents,  and  other 
factors detrimental to survival is more likely. 

Due  to  these diverse habitat  requirements and  the need  for connectivity,  it  is essential  to 
recognize that habitat protection cannot be considered solely at the project or site‐specific 
scale.  Effective habitat protection must be implemented at a landscape‐scale that considers 
the  broad  range  of  habitat  requirements  necessary  for  survival  and  productivity,  and 
recognizes the need for connectivity between the habitats that meet these requirements. 

 
WHAT DATA ARE AVAILABLE? 

Information  has  been  collected  on  various  Puget  Sound  salmon  stocks  over  the  past  40 
years.  Field surveys conducted by WDFW, tribes, and other agencies provide data on stock 
presence  in  Puget  Sound  streams.    Priority  Fish  presence  is  included  in WDFW  Priority 
Habitats and Species maps. SalmonScape, a web‐based mapping application, is a useful tool 
for identifying stock presence in specific streams.   WDFW biologists can often provide more 
detailed  information on  a  site‐specific  scale  and  should be  contacted  to  confirm  that  the 
information is complete and accurate to the most recent surveys and available data. 

Although there are still some gaps in the data available much has been learned through field 
research where migration  and  survival  is monitored  through  the  use  of  smolt  traps  and 
various  tagging  methods.    Since  1992,  WDFW  has  compiled  data  into  the 
http://wdfw.wa.gov/fish/sasi/  (SaSI).   This  inventory provides a method  for  identifying and 
onitoring the status of salmonid stocks. m

 
HOW  DO  COMMON  SHORELINE  ACTIVITIES  IMPACT  THIS  
HABITAT? 
 

The habitat  functions provided by  the nearshore environment are defined by  the  specific 
physical,  chemical,  and  biological  conditions  present.    These  conditions  are  not  easily 
replicated, meaning  that  alterations  cannot  be  readily mitigated.    This makes  the  Puget 
Sound  nearshore  unique  in  the  landscape  and  particularly  susceptible  to  impacts  by 
development and human activity. 
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Any  activity  that  alters  the  wave  energy  along  the  shoreline  or  causes  other  physical 
changes will change habitat conditions  for  juvenile salmon.   The most common causes  for 
wave energy change are through shoreline armoring (e.g. bulkheads and riprap) and other 
energy  attenuation  devices  (e.g.,  jetties  or  seawalls).    However  removal  of  marine  or 
shoreline  vegetation will  also  affect how wave energy  is dissipated before  it  reaches  the 
upper shore.     These  localized changes  in wave energy alter  the supply and movement of 
sediment and therefore can also impact downdrift shorelines that may be far removed from 
the site of a planned activity. 

Another important area of impact is from overwater structures that create a “light barrier” 
to salmon.   Juvenile salmon have been shown to avoid moving under a structure  if there is 
insufficient  light.    Instead,  they  react  by  migrating  into  deeper  water  and  around  the 
offshore  edge of  the  structure.    This migration pathway  is  in  a water depth  zone where 
predators are more likely, travel distances are greater and currents are stronger.   While one 
dock  is not a significant obstacle,  the cumulative effect of numerous structures along  the 
Puget Sound shoreline can be significant in terms of the total distance a fish must travel and 
the additional time and energy it requires. 

Other common  impacts associated with human activities  include alterations  in erosion and 
sediment transport, and loss of riparian vegetation as well as increases in pollutants.  These 
alterations may directly impact juvenile salmon or indirectly impact them by disturbing their 
habitat or prey.   These impacts and some planning and site design issues are summarized in 
Table  II.6.    Section  III  of  this  report  contains  detailed  recommendations  associated with 
regulation  and  design  issues. Model  policy  and  regulatory  language  specific  to  salmonid 
habitat  protection  can  be  found  in  the  Aquatic Habitat  Guidelines  publication,  Land Use 
Planning for Salmon, Steelhead and Trout. This publication  is written for  local government 
Growth Management and Shoreline Management planning programs. 

Table II.6: Common Impacts to Juvenile Salmonids and Key Regulatory and Design 
Considerations. 

Direct/Indirect 
Impacts 

 

 

 

◊ Decreases in terrestrial food source due to loss of nearshore vegetation 
◊ Changes in prey diversity and abundance due to alterations in beach substrate and 

structure 
◊ Disruption of nearshore migration and feeding areas due to noise and turbidity 

associated with construction activity 
◊ Substrate change and fish use impacts (avoidance) during low tides from prop wash and 

grounding 
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Table II.6: Common Impacts to Juvenile Salmonids and Key Regulatory and Design 
Considerations. 

Direct/Indirect 
Impacts (cont.) 

◊ Increased wave energy due to armoring modifies habitat form and function 
◊ Loss of nearshore habitat structure and function due to removal or large wood, boulders, 

and vegetation 
◊ Substrate modification due to accumulation of shell fragments adjacent to pilings 
◊ Altered migration behavior and potentially increased predation due to shading from 

overwater structures 
◊ Increased water temperatures and bird predation due to loss of overhanging riparian 

vegetation 
◊ Increased injury risk (lesions, tumors) and reduced prey and habitat due to water quality 

degradation from increased stormwater runoff and wastewater discharges 
◊ Reduced prey and habitat due to loss of marine vegetation 

Cumulative 
Impacts  

◊ Puget Sound wide increase in pollutant loading from stormwater and wastewater 
◊ Increased travel distance and time, extended time in deeper water, and increased energy 

expenditures for juvenile salmon migrating around overwater structures and other 
obstacles (groins, breakwaters, moored vessels) 

◊ Fragmentation and loss of connectivity between habitats reducing migration efficiency 
◊ Alternation in prey base decreasing foraging efficiency 
◊ Changes in wave energy, geomorphic processes, and nearshore habitat structure and 

function 

Regulatory and 
Design 
Considerations3

◊ Provide protected shallow water migration corridors, especially between estuaries and 
marine waters through shoreline designations 

◊ Minimize and limit over-water structures and improve light conditions under these 
structures through design specifications (width, grating, etc.) Minimize pilings, avoid 
use of treated wood, and eliminate grounding of boats and structures 

◊ Protect marine riparian areas and require mitigation for lost habitat elements such as 
trees, logs, and boulders 

◊ Protect all native marine vegetation, including kelp, eelgrass, and wetland plants  
◊ Avoid and minimize shoreline armoring projects 
◊ Require analysis of alternative approaches to shoreline protection when armoring 

projects are proposed 

                                                            
3 See Land Use Planning for Salmon, Steelhead and Trout for additional regulatory and design considerations. 
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SECTION  III  RECOMMENDATIONS  FOR  REGULATING  COMMON  
SHORELINE  MODIFICATION  ACTIVITIES    
 

This  guidance  addresses  three  general  categories  of  shoreline modification:    overwater 
structures;  shoreline  armoring;  and  riparian  vegetation  alteration.   While  there  are  other 
types  of  potential  shoreline  modification,  these  three  categories  represent  the  most 
common  types  of  activities  and  account  for  the  vast majority  of  adverse  environmental 
impacts. 

The guidance provided  in this Section  is supported by the best available science (BAS) and 
current  information  for managing  the shoreline modification activities.   This Section  is not 
intended  to  provide  detailed  information  on  the  environmental  impacts  of  shoreline 
modification  activities.    Instead,  it  provides  planners  responsible  for  regulating  these 
activities with  the  tools  and  guidance  necessary  to  avoid  and minimize  adverse  impacts 
where  possible,  and  to  mitigate  these  impacts  where  necessary.    Links  to  additional 
information on specific topics and citations for supporting scientific studies are provided for 
those desiring additional background. 

Finally, projected changes  in  local sea  levels are an  important consideration  for  long  term 
planning.   Sea  levels  in Puget Sound are expected to change over the coming century as a 
result of global climate change.  While this document does not provide explicit guidance on 
how to  incorporate sea  level rise  into planning and permit review, planners and regulators 
should  familiarize  themselves with projected  trends  in  their  area  and  incorporate  a  long‐
term perspective  into marine  shoreline management decisions.   For example, a proposed 
bulkhead  above  the  current ordinary high water  (OHW) may  cause  an  increasing  level of 
adverse effects  if sea  level rise brings the structure within OHW.   Planners should take this 
into consideration now to avoid adverse impacts in the future.  For  more  information  on 
the  predicted  impacts  of  climate  change  in  Washington  state  visit  the  University  of 
Washington Climate  Impacts Group: http://cses.washington.edu/cig/fpt/planning.shtml; State 
of  Washington  Department  of  Ecology:  http://www.ecy.wa.gov/climatechange/index.htm; 
and  Puget  Sound  Partnership:  http://www.psparchives.com/our_work/climate.htm.
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USING  THE  SMP  TO  ENHANCE  HABITAT  PROTECTION 
The required updates to local SMPs provide a unique opportunity to plan for, anticipate, and 
manage,  future  shoreline  development  in  a manner  that  avoids  impacts  from  necessary 
shoreline  modification  activities.    The  development  of  an  SMP  requires  obtaining  and 
developing information necessary to protect important shoreline physical processes and the 
habitats that depend on them.  SMP updates will include conducting or updating inventories 
of important habitat features and shoreline characteristics, such as: 

◊ Known forage fish spawning habitat 
◊ Beach area providing substrate and wave energy characteristics suitable for potential 

support of forage fish spawning habitat 
◊ Aquatic vegetation communities 
◊ Steep and/or eroding bluffs that recruit substrate and riparian vegetation to the beach 
◊ Identified drift cells and their configuration 
◊ Habitat types (e.g., protected embayment’s, spits, etc.) that likely provide critical 

nearshore habitat for juvenile salmon 
◊ Riparian vegetation communities that provide shade, large woody debris, and organic 

material recruitment to the nearshore environment 
 

Where  possible,  the  preferred  management  approach  is  to  designate  critical  habitat 
features such as  forage  fish spawning habitat, aquatic vegetation communities, nearshore 
salmon  habitat,  and  marine  riparian  communities  under  a  Natural  or  other  type  of 
conservancy  shoreline  environment  designation.    Protected  status  designation  provides 
some additional  leverage  to deny permits  for projects  that are unnecessary or  to  compel 
proponents to consider design alternatives that are less damaging to the environment. 

Where protective  shoreline designations  cannot be applied or  in  cases where a project  is 
deemed  necessary  to  protect  property  or  critical  infrastructure,  it may  be  necessary  to 
permit  activities  that  will  cause  unavoidable  degradation.    In  such  cases,  planners  and 
regulators  should  search  for opportunities  to minimize and mitigate both  the  site‐specific 
and cumulative impacts that result. Jurisdictions should consider maintaining a database of 
mitigation opportunities from their shoreline restoration plan so that searching is easier, and 
highest priority mitigation opportunities are considered first. 

In  many  areas  the  detailed  information  necessary  to  determine  potential  effects  on 
shoreline  processes  and  habitat  types may  not  be  readily  available.    In  such  cases,  it  is 
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incumbent on planners and regulators to require project proponents to conduct the surveys 
and  studies  necessary  to  support  the  permitting  process.    The  guidance  and 
recommendations provided in the following sections are consistent with this perspective. 

This  Section  provides  guidance  for  evaluating  and  permitting  three  types  of  shoreline 
modification  activities:    overwater  structures,  such  as  docks,  piers,  floats  and  mooring 
buoys; shoreline armoring, such as bulkheads,  jetties, and seawalls; and riparian vegetation 
alterations, including the removal, alteration, or selective pruning of shoreline vegetation. 

The following information and guidance are provided for each activity: 

◊ A general description of the type of ecological impacts associated with the activity 
and links to, or citations for, additional sources of information 

◊ A table describing direct, indirect, and cumulative impacts and their effects on the 
following key ecosystem components: 

 
o Forage fish habitat 
o Beaches and bluffs 
o Kelp and eelgrass beds 
o Marine riparian vegetation 
o Nearshore habitat for juvenile salmon 
 

◊ A “decision tree” flow chart to guide the permit review process 
◊ A table providing design guidance and methods for avoiding and/or minimizing 

adverse impacts 
◊ A table describing strategies for mitigating unavoidable impacts.  (Due to the 

similarity in mitigation needs, one table is provided that addresses all three activities.) 
 

This guidance  is based  to  the greatest extent possible on  the BAS  for ecological  impacts, 
design methods,  and  impact  avoidance  and mitigation  strategies.    For  ease  of  use  and 
reference,  this  document  does  not  provide  a  detailed  description  of  the BAS  on  each  of 
these  topics.   Rather,  it  incorporates supporting BAS by  reference and  links  to supporting 
documents. 
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OVERWATER  STRUCTURES 
 
HOW  DO  OVERWATER  STRUCTURES  IMPACT  THE  SHORELINE?  

Piers, docks, mooring floats and other types of overwater structures have the potential to 
alter the physical characteristics of nearshore environments both at the site and beyond the 
footprint of the structure.  By altering the physical processes that operate in the nearshore 
environment,  such  as  light penetration, wave  energy,  and  sediment  transport, overwater 
structures can promote changes  in habitats.   Once habitats are altered,  the  species using 
those habitats and the way those habitats are used may also change, affecting the biological 
community in a number of ways.  For example, the shaded, deep‐water environment under 
piers can create a favorable habitat for predatory fish.   Juvenile salmonids tend to migrate 
around structures that shade the water column and  into deeper water where they can be 
exposed to predation as they migrate near the edges of the piers.  Overwater structures can 
also  impair  habitat  function.    For  example,  by  shading  the  nearshore  environment  and 
altering  wave  energy  and  sediment  transport  characteristics,  overwater  structures  can 
degrade eelgrass habitat, which  is  an  important  refuge  for  a  variety of  important marine 
species.  Table III.1 provides a summary of the impacts of overwater structures on a few key 
species or habitat  types.   Additional discussion on  these key  species or habitat  types and 
how they can be impacted by shoreline modification activities was provided in the previous 
section of this document. 
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Table III.1.   Impacts from overwater structures (piers, docks and floats) and natural functions that may be 
affected.  
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Direct & Indirect Impacts       

Short-term (site-preparation and construction activities) 

Increased turbidity and possibly release of pollutants 
◊ Reduced light and photosynthesis 
◊ Fine sediment deposition/substrate change 
◊ Increased contaminant levels in the water 
◊ Avoidance by fish and other aquatic life 

(Norris et al. 1997), (Thom et al. 
2001), (Nightingale and Simenstad 
2001) 

X  X  X 

Noise (especially from pile driving) 
◊ Avoidance by fish and other aquatic life 
◊ Fish mortality due to bladder eruption 

(WSDOT 2006), (Hastings and 
Popper 2005), (Popper 2006) 
 

X    X 

Beach and nearshore disturbance from heavy equipment use, materials 
placement, etc. 

◊ Avoidance by fish and other aquatic life 
◊ Loss of fish eggs and other substrate dependent life 
◊ Aquatic vegetation loss 
◊ Riparian vegetation loss 

(Kelty and Bliven 2003) X X X X X 
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Table III.1.   Impacts from overwater structures (piers, docks and floats) and natural functions that may be 
affected.  

Impact 
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Alteration of substrate characteristics 
◊ Removal of existing habitat features such as large woody 

debris from the intertidal zone 
◊ Loss of habitat features in the structural footprint 
◊ Accumulation of shell hash underneath the structure, 

alteration of substrate characteristics 

(Kelty and Bliven 2003), 
(Nightingale and Simenstad 2001), 
(Haas et al. 2002)  

X X X  X 

Shading from dock and adjacent area where boats and rafts may be 
tied  

◊ Forced migration of juvenile salmon away from the 
intertidal zone and into deeper waters 

◊ Loss of plants and the habitat they create 
◊ Reduction in substrate cohesion 
◊ Reduction in shoreline energy dissipation through plant loss 

(Nightingale and Simenstad 2001), 
(Fresh et al. 2006), (Fresh 2006), 
(Williams et al. 2003)  

X X X  X 

Pilings impact on substrate and aquatic life 
◊ Establishment of herring eggs on pilings and desiccation of 

eggs at low tides 
◊ Uptake of contaminants and mortality for herring eggs 

deposited on treated wood pilings 
◊ Development of “shellhash” and resultant substrate change 
◊ Release of contaminants associated with wood piles or 

associated with piling maintenance 

(Poston 2001), (Nightingale and 
Simenstad 2001), (Ecologic 2003) 

X  X  X 

Boat Operations Impacts (Kelty and Bliven 2003), (Ecologic X  X  X 
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Table III.1.   Impacts from overwater structures (piers, docks and floats) and natural functions that may be 
affected.  

Impact 
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◊ Prop wash impacts to substrate and substrate dependent life 
◊ Petrochemical discharge and other maintenance related 

contaminants (e.g. zinc) 
◊ Noise and lighting 
◊ Possible continual impact to habitat during low and 

lowering tides from grounding, anchor chain scour, etc. 

2003), (Nightingale and Simenstad 
2001)  

Cumulative Impacts 

Increase in pollutants and habitat disturbance associated with boat 
operations and dock and piling maintenance 

(Poston 2001), (Kelty and Bliven 
2003), (Ecologic 2003), 
(Nightingale and Simenstad 2001), 
(Williams et al. 2003) 

X  X  X 

Increased travel distance and time for juvenile salmon and extended 
time in deeper water, increasing predation risk 

(Redman et al. 2005), (Williams et 
al. 2003) 

    X 

Decrease in eelgrass and plant habitat and overall photosynthesis in 
intertidal zone 

(Nightingale and Simenstad 2001), 
(Kelty and Bliven 2003), (Haas et 
al. 2002), (Norris et al. 1997) 

X  X  X 

Alteration in juvenile salmon prey base and predation pressure (Haas et al. 2002), (Williams et al. 
2003), (Redman et al. 2005) 

X    X 

Change in wave energy and longshore drift patterns, and resulting 
changes in upper intertidal sediment distribution 

(Kelty and Bliven 2003), 
(Nightingale and Simenstad 2001)  

X X X X X 
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Over‐water structures of any kind will result  in loss of some habitat functions due to short‐
term (construction activities) and long‐term (permanent structure features) impacts.  Most, 
but  not  all,  habitat  impacts  can  be  avoided  or  minimized  through  proper  design,  and 
compensated  for  through mitigation.   However,  small  incremental  impacts are essentially 
unavoidable where these types of projects are permitted.  As a consequence, despite efforts 
to  avoid, minimize,  and mitigate ecological  impacts,  the  cumulative effects of over‐water 
structures will  gradually  increase  over  time.    The  ecological  implications  of  this  fact  are 
potentially broad and have other regulatory  implications.   For example,  juvenile salmonids 
from  ESA  listed  populations  are  dependent  on  a  variety  of  nearshore  habitats  that  are 
broadly distributed  throughout  the Puget Sound nearshore.   Permitting activities  that will 
unavoidably cause cumulative incremental degradation of these habitats will ultimately have 
implications for the conservation and recovery of these highly valued species. 

 
REGULATING  OVERWATER  STRUCTURES  

Due to the clear adverse impacts on the nearshore environment from overwater structures, 
local  planners  and  regulators must  first manage  the  shoreline  to  avoid  (not  permit)  the 
impacts and then to minimize  impacts through careful review of permit applications.   This 
guidance provides the tools and  information necessary to determine  if a proposed project 
avoids and minimizes ecological  impacts to the greatest extent possible, and mitigates for 
unavoidable impacts consistent with regulatory standards. 

The  Shoreline Management Act  (SMA)  and  related  guidance  for  updating  local  Shoreline 
Master  Programs  (SMPs)  provides  a  basis  for  developing  more  specific  guidance  for 
planning and permitting these activities.   Because the SMA allows  for the development of 
certain  types  of  overwater  structures  to  support  water‐dependent  uses,  it  follows  that 
permitting of some activities known to cause harm will take place.  However, the SMA also 
mandates that permitted shoreline activities result  in “no net  loss” of habitats and habitat 
function.   To remain consistent with this mandate, SMPs must provide a clear sequence of 
steps  for  avoiding  and minimizing  these  impacts  to  the greatest extent possible,  and  for 
mitigating unavoidable impacts. 

A key first step is to identify conditions when new structures should not be approved based 
on the potential to  impact sensitive habitats.   For example,  Island County’s’ SMP prohibits 
new  piers  and  docks  on  one  of  their  bays  in  order  to  protect  surf  smelt  spawning  area.  
Because  even  carefully  designed  projects will  produce  some  incremental  loss  of  habitat 
functions, some  limits on the total number of new structures allowed will be necessary to 
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control cumulative effects.  The SMA provides useful guidance in this regard, recommending 
alternative  approaches  such  as  using moorage  buoys  and  shared  facilities  that  limit  the 
number of new  facilities while providing equivalent access.   Useful elements of  the broad 
regulatory  guidance  provided  by  the  SMA  include  the  development  of  local  policies  and 
requirements that: 

a. State a clear preference  for use of mooring buoys and shared  facilities  rather  than 
individual  private  docks  and  piers.  This  policy  addresses  the  potential  cumulative 
impacts of multiple  individual docks.  If  a  shoreline  inventory has  already  indicated 
that  certain  sensitive  areas  of  the  shoreline  have  a  high  number  of  overwater 
structures, a policy or regulation to restrict new structures  in that area or require a 
higher level of scrutiny for those areas could also be adopted. 

b. Regardless of shoreline designation, applicants must demonstrate conclusively  that 
use of a moorage buoy, nearby marina, public boat  ramp, or other existing shared 
facility  is  not  possible.    This  includes  providing  evidence  of  contact with  abutting 
property owners and evidence that they are not willing to share an existing dock or 
develop  a  shared moorage.  For  commercial/industrial  facilities,  this would  include 
evidence that existing commercial facilities can’t be shared or are inadequate for the 
proposed use. 

c. New residential subdivisions must provide shared moorage  if and when moorage  is 
desired by the residents. A joint use agreement should be developed to ensure future 
shared use of  the  facility.  If  appropriate,  an  agreement  to  allow public use of  the 
structure may be  required. This  information should be  recorded on  the  face of  the 
plat and/or as part of covenants. 

d. Avoid  locating  docks,  piers  and mooring  buoys,  including  those  auxiliary  to  single 
family  residences,  in  areas  where  they  will  adversely  impact  shoreline  ecological 
functions or processes, including currents and littoral drift. 

e. Docks, piers, and mooring buoys should not be located in areas containing sensitive, 
unique, or high‐value fish and shellfish habitat. 

f. When  permitted,  these  structures  must  be  the  minimum  size  and  length  to 
accommodate the intended use. 

g. Docks and piers should not be  located on shallowly sloped beach areas because of 
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the large footprint required to attain adequate water depths for launching. 

h. Prohibit  new  private  or  commercial  docks  in  the  Natural  Shoreline  Environment 
Designation, except as related to science and environmental education facilities that 
may be permitted in that designation. A conditional use permit should be required for 
docks in the conservancy environment. 

A  second  key  step  in  creating  specific  planning  and  permitting  guidance  is  to  employ 
innovative design standards for new and replacement structures.   These design standards, 
which  are  based  on  BAS,  are  intended  to  produce  overwater  structures  that  avoid  and 
minimize adverse impacts to the greatest extent possible.  Finally, the guidance should also 
provide  a  means  for  determining  when  mitigation  for  unavoidable  impacts  should  be 
required, and what form this mitigation should take. 

The  following “decision tree” tool has been developed with these key steps  in mind.    It  is 
intended  to guide  local planners  in making  initial determinations  about  conditions where 
overwater  structures  should  or  should  not  be  approved,  providing  design 
recommendations,  and  indicating  situations  where  mitigation  should  be  required.    The 
decision  tree  is  linked  by  reference  to  design  standards  and  other  recommendations  for 
impact avoidance and mitigation provided in the following sections. 
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HOW  TO  MINIMIZE   IMPACTS  FROM  APPROVED  OVERWATER  STRUCTURES  

Corps  of  Engineers  permitting  requirements  and  local  shoreline management  regulations 
provide  extensive  design  guidance  for  overwater  structures.    This  guidance  has  evolved 
from numerous  studies of  the effects of  these  structures on  the nearshore environment, 
and  experimental  approaches  for  minimizing  these  impacts.  A  summary  of  this  design 
guidance and the supporting environmental documentation this guidance  is based upon  is 
provided in Table III.2. 

 

Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

General 

Materials selection Treated Wood: 
The use of treated wood should be avoided altogether; there are many alternative materials that can be 
used (i.e., concrete, steel, plastic, and in some cases, untreated wood). 

◊ Regulatory requirements do not allow for creosote, pentachlorophenol, CCA, or comparably 
toxic compounds not approved for marine use, to be used on any component of the over water 
structure.  ACZA treated wood must meet Post-Treatment Procedures (Poston 2001), 
(Nightingale and Simenstad 2001). 

Floatation: 
◊ Enclose or contain floatation material within a durable shell to prevent disintegration (Corps 

2006), (Ecology 1994). 
Transparent materials: 

◊ Use transparent or partially transparent (e.g., grating) materials in ramp and pier/float decking 
(Shafer 2002). 

◊ Corps of Engineers permitting requirements (Corps 2006) for functional grating used in docks, 
piers, floats and ramps state that the grating must have at least 60% open area, oriented to 
maximize light penetration and without any solid objects above or below the grating (Shafer 
2002) (Fresh et al. 2006). 

◊ Use transparent roofing materials where roofing is required (e.g., watercraft lifts). 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Equipment operation Site access: 
◊ Confine equipment use to a single access point and limited to a 12-foot corridor on either side 

of the proposed work (Corps 2006). 
◊ Operate equipment from the top of the bank, a temporary work platform, barge or similar out-

of-water location to the maximum extent practicable (Corps 2006). 

Barges: 
◊ When using barges, do not ground on the substrate at any time (Corps 2006). 

Water quality: 
◊ Operate equipment in a manner that minimizes suspended particulates entering the water 

(Corps 2006). 

Habitat and process 
protection  

Watercraft moorage: 
◊ Corps of Engineers permitting requirements state that structures must be designed to avoid 

watercraft resting on the substrate at all times (Corps 2006). 

Protection of geomorphic processes: 
◊ Design for minimal interference with geomorphic and littoral drift processes (Ecology 1994). 

Habitat protection: 
◊ Construction of new overwater structures within 25 feet (horizontally) of macroalgae or 

eelgrass beds is not allowed under Corps of Engineers permitting regulations (Corps 2006). 
◊ For floats or support pilings for replacement structures installed where macroalgae or eelgrass 

beds and/or documented Pacific herring habitat are present within 25 feet of the float in any 
direction, allow a minimum of four feet depth between the top of the float stopper and the top 
of the habitat feature (Corps 2006). 

◊ If piers and ramps need to be constructed over documented surf smelt and/or sand lance 
spawning habitat, they should span that habitat to the maximum extent practicable (Corps 
2006). 

Survey requirements Eelgrass/macroalgae: 
◊ Surveys are required for all new construction.  Surveys are not required for replacement of 

existing structures within their original footprint (Corps 2006). 

Substrate types: 
◊ Summary information about substrate types in project area must be submitted with Corps 

permit application.  If undocumented Pacific herring, surf smelt, or sand lance spawning 
habitat is present, additional survey information may be requested from the applicant (Corps 
2006). 

Surf smelt/sand lance habitat: 
◊ If the project site contains documented surf smelt and/or sand lance habitat and there is no 

approved in-water work window for the site, obtain confirmation in writing from a WDFW 
certified biologist that these species are not spawning in the area when construction occurs.  
Once certification has been obtained, the permittee has 48 hours from the date of the 
inspection to begin and two weeks to complete all construction activities in contact with the 
substrate waterward of ordinary high water (Corps 2006). 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Site restoration 
 

Substrate disturbance: 
◊ Restore depressions or trenches in beach substrate created by construction equipment 

waterward of OHW to pre-project conditions. Where beach hardpan or clay is exposed by 
construction activities, restore to pre-project conditions immediately upon completion of 
construction (Corps 2006). 

Vegetation disturbance: 
◊ Develop a planting plan that provides for the replacement of disturbed vegetation with 

equivalent site-appropriate native species (Corps 2006). 
◊ Do not remove existing habitat features (e.g., logs, aquatic vegetation) from the aquatic 

environment (Corps 2006). 
◊ Limit disturbance of bank vegetation to a work area strip no wider than twice the width of the 

pier (Corps 2006). 
◊ Obtain prior approval from the Corps before removing vegetation greater than 4 inches 

diameter at breast height within the work area strip (Corps 2006). 
◊ Keep removed trees on site securely anchored on the beach (Corps 2006). 

Piles 

Installation Material selection: 
◊ Replacement or proposed new piling can be steel, concrete, plastic or untreated wood  (Corps 

2006). 
◊ When using existing treated wood pilings, incorporate design features like plastic rub strips or 

metal bands that minimize contact abrasion to limit the release of toxic chemicals into the 
environment (Corps 2006), (Poston 2001). 

Configuration and placement: 
◊ Avoid placing pilings closer than 20 feet apart, or otherwise space to limit shading and 

dissipate wave energy and sediment transport (Corps 2006), (Shafer 2002), (Fresh et al. 1995). 

Minimizing construction related noise impacts: 
◊ Steel pilings cannot exceed a 12-inch diameter for residential docks (Corps 2006), (WSDOT 

2006). 
◊ Vibratory hammers should be used for pile installation where possible (Corps 2006), 

(WSDOT 2006). 

Where impact hammers are necessary: 
◊ Limit pile driving to periods when water depth is less than 3 feet (WSDOT 2006). 
◊ Use approved sound attenuation devices (e.g., bubble curtains) per Corps of Engineers 

requirements as follows (Corps 2006): 
 Piles 10 inches diameter or less, one approved device or measure 

 Piles >10 to 12 inches diameter, two approved devices or measure 

Habitat impact 
minimization 

 

When piles must be placed in documented surf smelt and/or sand lance habitat (Corps 2006): 
◊ Limit the number of piles to the minimum practicable 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Habitat impact 
minimization (cont.) 

◊ Use piles of 8 inches in diameter or less 

◊ Do not use treated wood (Poston 2001) 

Removal Encourage complete removal of treated piles using the following methods of removal in preferred order 
(WDNR SPM 2005), (Poston 2001): 

◊ Complete removal using vibratory extraction. 
◊ If the use of vibratory extraction is not feasible, complete removal using puller buncher, 

choker cables, and/or lift bag extraction.  Proponent should be required to demonstrate that use 
of vibratory extraction is not feasible. 

◊ Complete removal by excavating a pit sufficiently large to grasp and extract the piling 
(potentially contaminated spoils must be disposed of at an approved hazardous waste handling 
facility; hydraulic jetting, which can suspend and scatter contaminated sediments, should not 
be permitted). 

◊ If complete removal is not feasible, perform partial removal by breaking or cutting the piling 
at a minimum depth of 2 feet below the surface (sawdust and fragments should be collected 
and disposed of at an approved hazardous waste handling facility).  Proponent should be 
required to demonstrate that complete removal is not feasible. 

◊ Other removal methods evaluated on a case-by-case basis. 

Piers and Docks 

Size and 
configuration  

Configuration: 
◊ The Corps of Engineers will only authorize linear configurations; finger, “T” or “L” piers are 

not permitted  (Corps 2006), (Fresh et al.2006). 
◊ Designs that allow the structure to move with tides (e.g., chained between pilings) are 

desirable over static structures (Corps 2006). 
Height:  Recommend designing piers and docks for the maximum height practicable to maintain light 
transmission: 

◊ Minimum height of 6 feet over the substrate bed is desirable to maintain light transmission 
(Nightingale and Simenstad 2001), (Shafer 2002). 

Length:  Limit to the minimum length necessary, consistent with regulatory requirements: 
◊ Whatcom County:  Private docks up to 40 feet, shared moorage up to 80 feet (under special 

exceptions, docks up to 60 feet and 100 feet may be approved, respectively, where special 
conditions apply) (Whatcom SMP). 

Width:  Limit to the minimum necessary consistent with regulatory requirements per jurisdiction: 
◊ Corps of Engineers:  Up to 6 feet width (Corps 2006), (Shafer 2002). 
◊ Whatcom County:  Up to 4 feet width, wider piers with functional grating may be allowable 

(Whatcom SMP). 
Railing:  Limit to 36 inches in height with an open framework (Whatcom SMP). 

Deck 
 
 

Functional grating %:  
◊ 30% of area along entire length for N/S oriented pier (338 to 22 north, or 158 to 202 south) 

greater than 4 feet in width (Fresh et al. 2006). 
◊ 50% of area along entire length for NE/SW, NW/SE and E/W oriented piers (23 to 157 east, 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Deck (cont.) 203 to 337 west) for all piers regardless of width (Fresh et al. 2006). 

Ramps Ramp width: 
◊ Must not exceed 4 feet (Corps 2006), (Shafer 2002). 

Grating: 
◊ Use functional grating (i.e., 60% minimum open area) for entire ramp surface (Corps 2006) 

(Fresh et al.2006). 

Floats 

Size and 
configuration  

Configuration: 
◊ Use square or rectangular configuration (Corps 2006), (Fresh et al. 2006). 

Size limitations: 
◊ Limit float size to the minimum width necessary as dictated by regulatory limits per 

jurisdiction.  For example:  Corps of Engineers:  Up to 8 feet width and up to 20 feet length 
(Corps 2006). 

Siting: 
◊ Do not build the structure in shallow areas such as tidal flats because the structure would 

need to be very long in order to reach a depth where boats can be moored. 
Orientation: 

◊ Place float with largest dimension oriented north-south to the maximum extent practicable 
(Corps 2006), (Shafer 2002), (Nightingale and Simenstad 2001), (Fresh et al. 2006). 

Design  Deck grating: 
◊ Corps of Engineers:  Functional grating over 30% of surface for floats up to 6 feet in width, 

and over 50% of surface for floats from 6 to 8 feet in width (Corps 2006), (Shafer 2002), 
(Fresh et al.2006). 

Suspension:   
◊ Design float with stoppers or support pilings that keep the bottom of the floats at least 1 foot 

above the substrate so that the structure will not rest on the bottom (Corps 2006), (Shafer 
2002), (Fresh et al.2006). 

Anchoring:   
◊ Corps of Engineers:  Limit floatation anchoring to a maximum of four helical screw anchors, 

piles, piling with stoppers, and/or float support/stub piles (Corps 2006). 

Habitat impact 
minimization 

◊ Per Corps of Engineers permitting restrictions, floats, float support piling, and helical 
anchors cannot be placed in documented Pacific herring, surf smelt and/or sand lance habitat 
(Corps 2006). 

◊ Remove seasonal floats when not in use, ideally between October and April (Fresh et al. 
2006). 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Water Craft Moorage and Lifts 

Permit limitations Number of structures: 
◊ Corps of Engineers permit applicants are limited to one uncovered watercraft grid or lift per 

single use overwater structure, and two uncovered watercraft grids or lifts per joint use 
structure (Corps 2006). 

Design  Configuration: 
◊ Design grid/lift so that the bottom of the grid rests at least 1 foot from the tidal substrate and 

does not rest on the substrate at any time (Corps 2006), (Shafer 2002), (Fresh et al.2006). 
Support piling:  

◊ Use the minimum number of additional piles necessary to support the watercraft grid/lift (e.g., 
two additional piles per lift) (Corps 2006). 

Walls/roofing: 
◊ Limit wall materials to the minimum open structural framework needed for roof support to 

limit shading effects (Whatcom SMP). 
◊ Limit roof area to less than 200 square feet and 15 feet height above the ordinary high water 

mark (OHWM) (Whatcom SMP). 
◊ Use translucent roofing materials, or use clear skylights covering at least 50% of roof area 

(Whatcom SMP). 

Habitat protection  ◊ Watercraft grids or lifts cannot be placed in documented Pacific herring, surf smelt and/or 
sand lance habitat (Corps 2006). 

Mooring Buoys 

Equipment Buoy size:   
◊ Corps of Engineers:  maximum 3- feet in diameter (Corps 2000). 

Materials: 
◊ Hollow plastic, hard plastic-encapsulated styrofoam, aluminum kegs or other approved 

materials. 
Anchor:   
Helix or Manta Ray -style anchors: 

◊ Nylon rope or chain and rope combination, with appropriate line “scope” (i.e. length to depth 
ratio) for location as per U.S. Coast Guard or local boating association guidance (typically 
7:1 ratio of line length to depth) (Corps 2000), (Simenstad and Nightingale 2001). 

◊ Chain with a mid-line float (no counterweight) that fully suspends the chain off the bottom at 
all tidal elevations (Simenstad and Nightingale 2001). 

Configuration, 
placement and use 

 
 

Placement:   
◊ Corps of Engineers:  Locate buoy so that anchor, buoy and moored vessels will not shade or 

otherwise impact vegetated shallows (Corps 2000). 
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Table III.2.  Recommendations for construction, design, and operation of overwater 
structures, buoys, and other forms of watercraft moorage. 

 
Regulatory issues Recommendations 

Configuration, 
placement and use 

(cont.) 

Vessel size:   
◊ Corps of Engineers:  Limit vessels using mooring buoys to less than 65 feet total length 

(Corps 2000) wrong bullet type here, match with above. 
Density of buoys: 

◊ Corps of Engineers:  Limit buoys to no more than four per acre (Corps 2000). 
Moorage limits: 

◊ Corps of Engineers:  Limit buoy use to 6 months/year or less to extent practicable and avoid 
use during winter months and stormy weather to avoid dragging anchors across substrate 
(Corps 2000). 

 
 
STRATEGIES  FOR  MITIGATING  UNAVOIDABLE  IMPACTS  

Construction of overwater structures will in many cases result in unavoidable environmental 
impacts, affecting a range of habitat types and ecological functions.  Many of these impacts 
can be avoided or minimized with proper planning and design, and mitigation for several of 
the remaining  impacts can be applied to compensate  for  impacts that are unavoidable.    It 
should  be  recognized,  however,  that  not  all  impacts  can  be  adequately  mitigated.  
Therefore, serious consideration should be given to denying such projects to avoid losses of 
habitat  functions  and  continued  cumulative  impacts.     Off  site mitigation  and  restoration 
projects  should  also  be  considered  to  address  unavoidable  and  cumulative  impacts. 
Suggested  impact avoidance and minimization measures, and various mitigation strategies 
are described in Table III.3. 

Table III.3.  Mitigation strategies for habitat losses due to development of overwater 
structures, shoreline armoring, and riparian vegetation management. 

 
Impact Mitigation Strategies 

General 
 
 
 
 
 

Mitigation should emphasize on-site and in-kind rehabilitation or replacement of degraded 
habitats and ecological functions to the greatest extent possible.  For example, loss of eelgrass 
habitat should be mitigated by the restoration of degraded eelgrass habitat in the immediate 
vicinity of the project, or the creation of new habitat.  Replacement of lost eelgrass habitat by 
replanting marine riparian vegetation or by creating macroalgae habitat is not in-kind 
mitigation and would be inappropriate.  Similarly, creation of new marine riparian vegetation 
in Hood Canal to mitigate for losses occurring on the east side of the Kitsap Peninsula would 
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Table III.3.  Mitigation strategies for habitat losses due to development of overwater 
structures, shoreline armoring, and riparian vegetation management. 

 
Impact Mitigation Strategies 

be considered off-site and thereby inappropriate.  In some circumstances, however, off-site 
mitigation may be desirable and should be allowed, particularly as a way to mitigate for 
cumulative impacts. 

Mitigation plans should be developed and implemented by qualified professionals.  Planners 
evaluating mitigation plans should consider the following: 

◊ Is the mitigation plan sufficiently detailed to evaluate eventual success (e.g., does it 
include a plan view of the planting scheme, identify replacement species and 
methods, provide as built schematics, etc.)? 

◊ Does the plan provide sufficient performance criteria and monitoring (a minimum of 
5 years for most projects) to establish that mitigation was successful?  Have sufficient 
reporting requirements been established? 

◊ Does the mitigation site provide the ecological characteristics necessary to support the 
desired habitat? 

◊ Does the proposed mitigation provide, at minimum, 1 to 1 replacement of the lost 
habitat area? 

◊ Does the plan provide contingencies if performance criteria are not met? 

Aquatic vegetation 
alteration 

Impact avoidance and minimization is the most effective means of maintaining aquatic 
vegetation habitat functions.  When unavoidable degradation occurs, mitigation of lost 
eelgrass and macroalgae habitat can sometimes be achieved by allowing for natural regrowth, 
or by using transplant methods (Thom et al. 2001).  In addition to the general issues identified 
above, mitigation plans for aquatic vegetation losses should consider the following: 

◊ Is there historical/baseline information indicating vegetation presence at the site 
before the disturbance or development? 

◊ Does the proposed mitigation site provide suitable depth, substrate, wave energy, and 
water quality conditions to support the desired species? 

◊ Does the plan provide clear performance criteria for vegetation establishment and 
survival? 

◊ Does the plan include at least five years of monitoring, and contingency provisions if 
performance criteria are not met? 

Riparian vegetation 
alteration 

 
 
 
 

Riparian vegetation 
alteration (cont.) 

Disturbed marine riparian vegetation should be replaced with equivalent native species 
appropriate for the site.  Mitigation should provide 100 % replacement of lost vegetation, and 
provide for an equal amount of vegetative function.  The following factors should be 
considered when replacing lost ecological functions: 

◊ Does the affected vegetation overhang the beach or provide organic litter and prey 
recruitment? 

◊ Does the site contain large trees (>4” dbh) that provide shade and potential LWD 
recruitment? 

◊ Would upland runoff from surface streets or residential properties run across exposed 
bluff areas (i.e., could reduced vegetative filtration negatively impact water quality)? 

In addition to the general issues identified above, mitigation plans for riparian vegetation 
alteration should consider the following: 

◊ Does the mitigation plan replace the full range of vegetation types that were lost (e.g., 
trees, shrubs, understory)? 
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Table III.3.  Mitigation strategies for habitat losses due to development of overwater 
structures, shoreline armoring, and riparian vegetation management. 

 
Impact Mitigation Strategies 

◊ Will the replaced vegetation provide equivalent functions? 
o Runoff filtration 
o LWD, prey and litter recruitment 
o Shade and microhabitat conditions 
o Terrestrial habitat functions 

◊ Will revegetation occur during the appropriate time of year for the selected species? 
◊ Have minimum survival criteria been established for all planting types? 
◊ Does the plan include monitoring and maintenance, and contingency provisions if 

performance criteria are not met? 
The mitigation plan should provide clear performance criteria for survival of plantings until 
they are fully established. 

Forage fish spawning 
habitat 

Several aspects of mitigation for forage fish habitat are addressed by mitigation for 
degradation of aquatic vegetation (herring spawning substrate) and riparian vegetation (shade 
for surf smelt and sand lance spawning beaches).  However, any project which results in the 
loss of suitable spawning substrate for surf smelt and sand lance (i.e., sand and fine gravel 
substrate high in the intertidal zone), either directly within the project footprint or through 
effects on sediment recruitment and longshore drift processes, has created an impact that 
should be mitigated.  Mitigation plans for lost beach spawning habitat (e.g., substrate 
placement) should consider the following: 

◊ Is placement of suitable substrate on the beach an adequate approach to mitigating 
project impacts? 

◊ What is the appropriate location for substrate enhancement (on site, off site)? 
◊ Does the mitigation site provide suitable wave energy and sediment transport 

characteristics to maintain the necessary substrate characteristics over time? 
◊ Can spawning substrates be maintained at the correct intertidal elevation? 
◊ Does the mitigation site provide sufficient spawning area and/or microhabitat 

characteristics to ensure equivalent spawning productivity? 

Unavoidable impacts 
from approved 

structures 

In certain cases, planners may have to approve overwater structures or shoreline armoring 
projects to support approved shoreline uses or to protect property, infrastructure, or public 
safety.  In cases where these activities cause unavoidable degradation, appropriate mitigation 
may include the removal of an existing structure or structures followed by site restoration 
sufficient to replace lost habitats and ecological functions.  These types of mitigation activities 
are complex and qualified professionals should develop the related plans. 
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Figure III.1.  Recommended Review Steps for Overwater Structures. 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

Deny permit.  Suggest 
alternative designs or 
approaches. 

No

No 

Is the structure proposed 
within or adjacent to an area 
containing forage fish habitat, 
kelp/eelgrass beds, or 
important shoreline 
processes? 1

No 
Yes 

Require site‐specific 
investigation to 
determine the size, 
density, and location of 
important habitats 
before proceeding.1

Approve permit with 
appropriate minimization 
requirements. 

Yes

No

NoYes 

If important habitats are 
present, can structure be 
relocated elsewhere on site to 
reduce or avoid impact? 1 

Deny or approve with 
conditions if appropriate 
mitigation can be assured 
to mitigate unavoidable 
impacts. 2 

Unknown Approve permit. 

Permit review on hold. 
Require additional 
information. 

Has the applicant provided all 
necessary information to 
show that use of a mooring 
buoy or shared facility is not 
possible? 

Yes 

Is the structure prohibited by the SMP/CAO designation 
or due to a restriction on new structures related to 
cumulative impact concerns? 

 
1 See design and impact avoidance recommendations, Table III.2 
2 See mitigation recommendations, Table III.3 

ENVIROVIS ION,  HERRERA,  AND  AHG   III ‐19  REVISED  JUNE  2010  
 



 Protecting Nearshore Habitat and Functions in Puget Sound 

SHORELINE  ARMORING 
 
HOW  DOES  SHORELINE  ARMORING  IMPACT  THE  SHORELINE?  

Riprap,  retaining walls  (i.e., bulkheads), and other  forms of  shoreline armoring  structures 
can have a number of adverse  impacts on the marine shoreline environment.   The adverse 
effects of these structures can occur through a variety of mechanisms that have been well 
documented.  These adverse effects are particularly evident in areas where these structures 
have been constructed below the OHW elevation. 

The  construction of  these  types of  structures promotes  loss of  terrestrial,  shallow‐water, 
and  benthic  habitat.    The  physical  disturbance  and  damage  to  fish  and  wildlife  habitat 
caused  by  the  construction  of  bulkheads  can  vary,  and  is  dependent  on  several  factors 
including: 

◊ type of habitat present prior to construction;   

◊ location and elevation of the structure on the shoreline; 

◊ size and configuration of the structure;  

◊ construction methods used to create it; 

◊ geomorphic setting; 

◊ exposure and orientation to waves, and; 

◊ erosion rates. 

The  construction  of  bulkheads  and  associated  activities  also  cause  local  erosion,  new 
sediment  deposits  in  the  vicinity  of  the  structure,  turbidity,  and  hence  water  quality 
degradation.  New  sediment  deposits  are  often  silty  and  thus  can  degrade  forage  fish 
spawning  areas,  smother  benthic  organisms  and  vegetation,  and  reduce  bottom  habitat 
diversity 

Bulkheads promote erosion of the foreshore because waves can reflect off the face of these 
structures with sufficient energy to transport fine sediments along the shoreline or offshore.  
This erosion can be severe  in many cases,  leading to downcutting (lowering) of the beach 
and  the eventual  loss of  the higher elevation portion of  the  intertidal zone.   Downcutting 
may eventually undermine the bulkhead itself, leading to its eventual failure.  Bulkheads can 
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also  interfere with the recruitment of sediment  from bluffs and the transport of sediment 
within drift cells, starving adjacent beaches of sediment.  These two mechanisms can lead to 
the gradual loss of fine sediments in the nearshore environment and lowering of the beach 
profile, leading to a loss of shallow water habitat.  The recent development of “soft” erosion 
protection  techniques, such as vegetated berms and natural wood structures designed  to 
emulate natural drift wood accumulations are preferable to vertical bulkheads because they 
effectively attenuate wave energy and reduce beach erosion.   But even soft structures can 
reduce sediment recruitment by  limiting feeder bluff erosion.   Over time, decreased  inputs 
of  sand  and  gravel  size  sediment  within  an  active  drift  cell  can  result  in  coarsening  of 
nearshore substrate, potentially degrading forage fish spawning habitat. 

There are several additional mechanisms through which shoreline armoring can  impact the 
nearshore environment, and they can be complex in nature.  Many of these impacts can be 
minimized through proper design, but they cannot be avoided entirely.   As with overwater 
structures, the cumulative impacts from multiple shoreline armoring projects are potentially 
significant.    Where  extensive  shoreline  armoring  has  resulted  in  significant  cumulative 
impacts,  it may be difficult or  impossible to maintain desirable ecological functions.   These 
factors  must  be  considered  when  reviewing  proposed  projects,  and  when  developing 
mitigation requirements. 

Table  III.4  provides  a  summary  of  the  impacts  from  shoreline  armoring  and  some  of  the 
habitats that may be affected.  Additional discussion of the environmental impacts on these 
components is provided in Section II. 



 Protecting Nearshore Habitat and Functions in Puget Sound 

 

 

Table III.4.  Impacts from shoreline armoring and the natural functions that may be affected.  

 

Impact Supporting Studies 

Fo
ra

ge
 fi

sh
 

ha
bi

ta
t 

B
ea

ch
es

 a
nd

 b
lu

ff
s 

K
el

p 
an

d 
ee

lg
ra

ss
 

be
ds

 

M
ar

in
e 

ri
pa

ri
an

 
ve

ge
ta

tio
n 

Ju
ve

ni
le

 sa
lm

on
 

ne
ar

sh
or

e 
ha

bi
ta

t 

Direct and Indirect 

Short-term site preparation and construction activities) 
 
Increased turbidity and possible release of pollutants 

◊ Reduced light and photosynthesis 
◊ Fine sediment deposition/substrate change 
◊ Possible spills from construction 

equipment, aquatic habitat and species 
exposure 

◊ Noise and activity related disturbance, 
avoidance by fish and other aquatic life 

(Norris et al. 1997), (Williams and Thom 
2001) 

X  X  X 

Beach disruption from equipment access, materials 
staging and placement, etc 

◊ Avoidance by fish and other aquatic life 
◊ Loss of fish eggs and other substrate 

dependent life 
◊ Vegetation loss 

(Kelty and Bliven 2003), (Williams and Thom 
2001) 

X X X X X 
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Table III.4.  Impacts from shoreline armoring and the natural functions that may be affected.  
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Long-term (ongoing impacts from permanent features) 

Morphologic alteration of shoreline 
◊ Changes in wave energy and longshore 

drift patterns 
◊ Change in beach profile 
◊ Direct burial of the upper beach 

(MacDonald et al. 1994),  (Williams and Thom 
2001) 

X X X X X 

Substrate alteration (sediment/wood) 
◊ Coarsening of substrate (vertical 

bulkheads) 
◊ Accumulation of fines (jetties or other 

structures that block longshore drift) 
◊ Loss of sediment supply on downdrift side 

of jetties and groins 

(Erstad 2006), (MacDonald et al. 1994),  
(Williams and Thom 2001), (Mulvihill et al. 
1980), (Herrara 2005) 

X X X  X 

Aquatic vegetation alteration 
◊ Loss of substrate cohesion 
◊ Loss of fine substrate recruitment, 

coarsening of substrate, and change in 
beach profile 

◊ Loss of habitat complexity 
◊ Shifts in vegetation community types 

(Erstad 2006), (MacDonald et al. 1994),  
(Williams and Thom 2001), (Williams and 
Thom 2001), (Mulvihill et al. 1980) 

X  X  X 

Riparian vegetation alteration See Table III.6 X X  X X 
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Table III.4.  Impacts from shoreline armoring and the natural functions that may be affected.  
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◊ Removal of riparian vegetation within 
structure footprint 

Cumulative 

Change in wave energy and longshore drift patterns, 
resulting in changes to upper intertidal sediment 
characteristics  

(Williams and Thom 2001) X X X X X 

Reduced nearshore habitat suitability for juvenile 
salmonids 

(Redman et al. 2005), (Fresh 2006), (Williams 
and Thom 2001) 

 X   X 
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REGULATING  SHORELINE  ARMORING  ACTIVITIES  

As  described  above,  shoreline  armoring  projects  will  often  produce  unavoidable 
adverse  impacts, and numerous, small,  incremental  impacts can produce significant 
cumulative  effects  over  time.    Therefore,  a  logical  first  step  toward meeting  the 
SMAs “no net loss” mandate is to avoid permitting new shoreline armoring, in cases 
where it is not necessary.  In many cases a structural approach may not be necessary 
for property or infrastructure protection, and may cause unacceptable environmental 
impacts.    In  such  cases, alternative means of achieving  the desired goal  should be 
recommended.  Where shoreline armoring is necessary for erosion control, planners 
should enforce or encourage  the use of alternative design methods  that avoid and 
minimize  environmental  impacts  to  the  greatest  extent  possible,  and  require  that 
unavoidable impacts be fully mitigated.  Planners should consider whether the source 
of  the  erosion  is  from  a  feeder  bluff,  supplying  sediment  to  downdrift  beaches. 
During SMP development, planners should require that traditional, hard armoring be 
placed landward of the OHWM elevation, except in special circumstances where this 
may not be possible.  Planners should also consider the future impact of sea level rise 
on the OHWM when developing SMP regulations. 

Recently  released  SMPs  incorporate  guidance  for  protecting  habitat  from  loss 
through shoreline armoring.   For example, the draft Whatcom County SMP  includes 
the  following  language  pertinent  to  regulating  the  development  of  shoreline 
stabilization structures (Section 23.100.13): (Whatcom SMP) 

a. Alternatives  to  structures  for  shore  protection  should  be  used  whenever 
possible.  Such  alternatives may  include;  no  action  (allow  the  shoreline  to 
retreat  naturally),  increased  building  setbacks,  building  relocation,  drainage 
controls,  and  bioengineering,  including  vegetative  stabilization,  and  beach 
nourishment. 

b. New  or  expanded  structural  shore  stabilization  for  new  primary  structures 
should  be  avoided.  Instead,  structures  should  be  located  and  designed  to 
avoid  the  need  for  future  shoreline  stabilization  where  feasible.  Land 
subdivisions  should  be  designed  to  assure  that  future  development  of  the 
created  lots  will  not  require  structural  shore  stabilization  for  reasonable 
development to occur. 

c. New  or  expanded  structural  shore  stabilization  should  only  be  permitted 
where demonstrated to be necessary to protect an existing primary structure 
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that  is  in  danger  of  loss  or  substantial  damage,  and  where  mitigation  of 
impacts  would  not  cause  a  net  loss  of  shoreline  ecological  functions  and 
processes. 

d. New or expanded structural shore stabilization for enhancement, restoration, 
or  hazardous  substance  remediation  projects  should  only  be  allowed when 
non‐structural  measures,  vegetation  planting,  or  on‐site  drainage 
improvements would be  insufficient  to achieve enhancement,  restoration or 
remediation objectives. 

e. Shore  stabilization  should  be  developed  in  a  coordinated  manner  among 
affected property owners  and public  agencies  for  a whole drift  sector  (net 
shore‐drift  cell)  or  reach  where  feasible,  particularly  those  that  cross 
jurisdictional boundaries,  to address ecological and geo‐hydraulic processes, 
sediment  conveyance  and beach management  issues. Where beach  erosion 
threatens  existing  development,  a  comprehensive  program  for  shoreline 
management should be established.  

f. In addition to conformance with the regulations in this section, non‐regulatory 
methods to protect, enhance, and restore shoreline ecological functions and 
other shoreline resources should be encouraged for shore stabilization. Non‐
regulatory  methods  may  include  public  facility  and  resource  planning, 
technical  assistance,  education,  voluntary  enhancement  and  restoration 
projects, or other incentive programs. 

g. Shore  stabilization  should  be  located,  designed,  and maintained  to  protect 
and maintain shoreline ecological functions, ongoing shore processes, and the 
integrity of shore features. Ongoing stream, lake or marine processes and the 
probable  effects  of  proposed  shore  stabilization  on  other  properties  and 
shore  features  should  be  considered.  Shore  stabilization  should  not  be 
developed for the purpose of filling shorelines. 

h. Failing,  harmful,  unnecessary,  or  ineffective  structures  should  be  removed, 
and  shoreline  ecological  functions  and  processes  should  be  restored  using 
non‐structural methods or less harmful long‐term stabilization measures. 

i. Structural  shoreline  stabilization measures  should only be  used when more 
natural,  flexible,  non‐structural  methods  such  as  vegetative  stabilization, 
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beach  nourishment  and  bioengineering  have  been  determined  infeasible. 
Alternatives  for  shoreline  stabilization  should  be  based  on  the  following 
hierarchy of preference: 

1) No action  (allow  the  shoreline  to  retreat naturally),  increase building 
setbacks, and relocate structures. 

2) Flexible defense works4 constructed of natural materials including soft 
shore  protection,  bioengineering,  including  beach  nourishment, 
protective berms, or vegetative stabilization. 

3) Rigid  works  [structures]  constructed  of  artificial  materials  such  as 
riprap  or  concrete.  Materials  used  for  construction  of  shoreline 
stabilization  should  be  selected  for  long‐term  durability,  ease  of 
maintenance,  compatibility  with  local  shore  features,  including 
aesthetic values and flexibility for future uses. 

4) Larger  works  such  as  jetties,  breakwaters,  weirs  or  groin  systems 
should be permitted only for water‐dependent uses when the benefits 
to  the  region  outweigh  resource  losses  from  such works,  and  only 
where  mitigated  to  provide  no  net  loss  of  shoreline  ecological 
functions and processes. 

5) Alternative  structures,  including  floating,  portable  or  submerged 
breakwater  structures,  or  several  smaller  discontinuous  structures, 
should  be  considered  where  physical  conditions  make  such 
alternatives with less impact feasible. 

The  following  decision  tree  tool  is  consistent  with  these  directives.    It  provides 
guidance  for  determining  whether  a  proposed  activity  is  necessary  to  protect 
property  and  infrastructure,  describes  design  recommendations  for  avoiding  and 
minimizing ecological impacts, and discusses the need for environmental mitigation.  
The  decision  tree  is  linked  by  reference  to  design  standards  and  other 
recommendations  for  impact  avoidance  and mitigation  provided  in  the  following 
sections. 
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Figure III.2.  Recommended Review Steps for Shoreline Armoring 
Projects. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Yes

Will hard 
structure design 
achieve erosion 
control? 

Deny permit, suggest 
alternative solutions.  

Approve with conditions and mitigate the 
impacts consistent with mitigation 
recommendations3 

Yes 

Require site‐Specific 
survey to determine 
location, size and 
function of important 
habitats before 
proceeding3 

Approve permit. 

Yes 

No

Unknown 

Yes

Require geomorphic 
and geotechnical 
analysis to assess 
erosion risk and 
cumulative impacts3 

No
Unknown  Deny permit, suggest 

alternative methods2 

Is Shoreline armoring 
necessary to control 
erosion? 

Will soft structure or attenuator 
design with nourishment achieve 
erosion control?

Can design be modified to avoid 
impacts?

Will structure design affect sensitive 
habitats?3 

• Forage fish spawning? 
• Shading vegetation? 
• Kelp/eelgrass 
• Shoreline processes 

Suggest alternative 
methods to avoid 
future impacts, 
approve permit if 
design is consistent 
with pertinent codes 
and regulations1 

No
Will structure be located 
below OHWM? 

Yes 

Yes 

No 

No 

No 

1 Suggest using alternative methods such as soft shore or wave attenuator designs, unless the structure is also 
intended to provide foundation support or some other function subject to separate design codes and 
regulations 

2 See design and impact avoidance recommendations, Table III.4 
3 See mitigation recommendations, Table III.5 
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HOW  TO  MINIMIZE  IMPACTS  OF  SHORELINE  ARMORING    

Currently  there  is  little  explicit  guidance  on  which  type  of  shoreline  armoring  is 
“best”  in any given situation.   Recent research has shown the value of “soft shore” 
designs  that  deform  naturally  and  attenuate wave  energy,  in  comparison  to  hard 
vertical  structures  that  cause  fragmentation  of  the  intertidal  environment.  
Attenuator  designs,  which  incorporate  features  like  large  rock  and/or  logs  that 
dissipate wave energy, are also preferable to hard vertical bulkheads  in many cases.  
However,  these designs  require a  larger  area of beach and may not be  suitable  in 
cases  where  the  construction  footprint  would  displace  sensitive  habitats.    As  a 
general  rule, planners  should  require project applicants  to provide  the  site‐specific 
surveys  and  information  necessary  to  determine  the most  appropriate  design  to 
lessen  impacts.    This  information  should  be  produced  by  qualified  experts,  and 
should  be  used  as  a  basis  for  design  and  for  identifying mitigation  requirements.  
Design guidance recommendations and survey requirements are presented  in Table 
III.5. 

Table III.5. Recommendations for design and construction of shoreline armoring 
structures. 

Regulatory issues Recommendations 

Need for erosion 
control 

Has geomorphic/geotechnical analysis established that shoreline armoring is needed for erosion 
control? 

No - Use alternative methods where hardened structures are not necessary to achieve erosion 
control 
Yes – Evaluate shoreline armoring design using criteria listed below 

Design to 
avoid/minimize 

impact 
 
 
 
 
 
 
 
 
 
 
 
 
 

Use alternatives to hard vertical structures wherever possible.  Consider the following design 
approaches in descending order of preference (Williams and Thom 2001): 

Non-structural alternatives:  Alternative methods applicable for areas where shoreline armoring is 
not necessary to achieve erosion control or provide property/infrastructure protection. 
Pros:  Relatively minimal environmental impacts on the shoreline environment 
Cons:  Applicable only in limited circumstances 
Examples include: 
◊ Building setbacks:  Require placement of new homes or other structures at a safe distance from 

erodable bluffs or shorelines to reduce/eliminate the need for shoreline armoring. 
◊ Surface and groundwater drainage management (where applicable) (Ecology 2007a): 

o Direct surface drainage to the toe of bluff slopes as appropriate, design discharge to avoid 
point erosion. 

o Limit excessive irrigation or other sources of excessive runoff and/or infiltration. 
o Direct sanitary drain fields away from bluffs to the greatest extent possible. 

◊ Improve vegetation management (where applicable):  Encourage growth/regrowth of site 
appropriate native vegetation to increase shoreline stability (Ecology 2007b), (Ecology 1993). 
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Table III.5. Recommendations for design and construction of shoreline armoring 
structures. 

Regulatory issues Recommendations 

Design to 
avoid/minimize 
impact (cont.) 

Soft shore designs:  Shoreline armoring that relies on natural materials in configurations that 
deform and adjust over time.  A more desirable method for providing erosion protection where 
sufficient footprint area is available without damaging sensitive habitats (Williams and Thom 
2001), (Johannesen 2001),  (Gerstel and Brown 2006), (Shipman 2001), (Zelo et al. 2000). 
Pros:  Provide erosion protection while minimizing ecological impacts. 
Cons:  Require larger footprints than hard vertical structures leading to more extensive construction 
impacts and permanent habitat modification (therefore less desirable if sensitive habitats will be 
impacted).  Require ongoing maintenance to maintain function (e.g., replacement of eroded beach 
nourishment, vegetation management). 
Examples include: 
◊ Anchoring of untreated logs and large woody material to the shoreline to mimic the natural 

accumulation of downed and drift wood. 
◊ Biotechnical approaches using the root cohesion provided by native vegetation to stabilize 

shorelines. 
◊ Beach nourishment with sand and gravel substrates. 
◊ Combinations of the above designs. 

Bulkheads, Seawalls and Revetments:  Hard structures placed at the toe of bluff slopes or erodable 
shorelines to deflect wave energy.  In general, these are less desirable design options that should 
only be permitted where erosion protection is absolutely essential and other methods are not 
applicable.  Structures must be designed to allow groundwater drainage to prevent saturation 
induced slope failures  (Gerstel et al. 1997),  (Williams and Thom 2001),  (Gerstel and Brown 
2006),  (Erstad 2006). 
Pros:  Relatively small footprint limits construction impacts and immediate loss of intertidal 
habitats.  Effective erosion protection in high wave energy settings with limited available space for 
project footprint. 
Cons:  Hard vertical structures fragment the beach from sediment source areas.  Reflected wave 
energy transports fine substrates offshore, causing a change in intertidal elevation in front of the 
structure and armoring of the nearshore substrate. 
Examples include: 

◊ Concrete bulkheads 
◊ Vertical log or pile bulkheads 
◊ Rock bulkheads/seawalls (vertical and sloping)  

Jetties and groins:  Hard structures placed perpendicular to the shoreline to trap sediments and 
create wave shadows protected from storm energy. 
Pros:  None obvious. 
Cons:  Depending on configuration, these types of structures can effectively block or alter 
longshore transport of sediments along the shoreline.  This leads to sediment starvation on the 
downdrift side of the structure over time, coarsening of substrates, and alteration of beach profile 
and habitat structure.  Jetties also alter circulation patterns, affecting water quality in the project 
vicinity. 

     Examples include: Riprap jetties and groins 

Equipment operation Site access: 
◊ Operate equipment from the top of the bank, a temporary work platform, barge or similar out-

of-water location to the maximum extent practicable to avoid beach impacts (Corps 2006). 
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Table III.5. Recommendations for design and construction of shoreline armoring 
structures. 

Regulatory issues Recommendations 

◊ Where equipment use on the beach is required, confine the project to a single access point 
with a 12 foot wide work corridor on the seaward side of the structure (Corps 2006). 

Barges: 
◊ When using barges, do not ground on the substrate at any time (Corps 2006). 

Water quality: 
◊ Operate equipment in a manner that minimizes suspended particulates entering the water 

(Corps 2006). 

Survey requirements 
for impact avoidance 

Geomorphic/geotechnical analysis (Erstad 2006): 
◊ Require surveys/analyses of beach geomorphology and geotechnical conditions (slope 

stability) for all shoreline armoring projects.  These analyses are critical for determining the 
causes of shoreline erosion and the potential need for shoreline armoring to control this 
erosion, and provide critical information for selecting the most appropriate design for a site. 

Eelgrass/macroalgae (Erstad 2006): 
◊ Require surveys for all new and replacement construction to support environmental design. 
◊ Select design footprint that avoids or minimizes eelgrass impacts. 
◊ Require post-construction monitoring of vegetation for up to 10 years to investigate potential 

project impacts. 
Surf smelt/sand lance habitat (Erstad 2006), (Penttila 2007): 

◊ Select design that limits short-term and long-term impacts on beach profile and substrate 
characteristics in documented or potential forage fish spawning areas. 

◊ Avoid removal of riparian vegetation that provides shade or overhanging cover for forage fish 
spawning beds. 

◊ If the project site contains documented surf smelt and/or sand lance habitat and there is no 
approved in-water work window for the site, obtain confirmation in writing from a WDFW 
certified biologist that these species are not spawning in the area when construction occurs.  
Once certification has been obtained, the permittee has 48 hours from the date of the 
inspection to begin and two weeks to complete all construction activities in contact with the 
substrate waterward of OHW. 

Site restoration 
 
 
 
 
 
 
 
 
 
 
 
 

Substrate disturbance: 
◊ Immediately restore depressions or trenches in beach substrate created by construction 

equipment waterward of OHW to pre-project conditions (e.g., elevation and substrate 
material type). 

◊ Where beach hardpan or clay is exposed by construction activities, restore to pre-project 
conditions immediately upon completion of construction (e.g., elevation and substrate 
material type) (Corps 2006). 

Vegetation disturbance: 
◊ Develop a planting plan that provides for the replacement of disturbed vegetation with 

equivalent site-appropriate native species (Corps 2006). 
◊ Do not remove existing habitat features (e.g., logs, aquatic vegetation) from the aquatic 

environment (Corps 2006). 
◊ Limit disturbance of bank vegetation to as small a work area as practicable (Corps 2006). 
◊ Obtain prior approval from the Corps before removing vegetation greater than 4 inches 

diameter at breast height within the work area  (Corps 2006). 

ENVIROVIS ION,  HERRERA,  AND  AHG   III ‐31  REVISED  JUNE  2010  
 



 Protecting Nearshore Habitat and Functions in Puget Sound 

Table III.5. Recommendations for design and construction of shoreline armoring 
structures. 

Regulatory issues Recommendations 

Site restoration 
(cont.) 

◊ Anchor removed trees to the beach onsite (Corps 2006). 

Removal and/or 
replacement 

Replacement structures:  Permitting approval for replacement structures should consider the following 
recommendations (Penttila 2007): 

◊ Replacement structures for shoreline armoring should be placed landward of existing 
structures. 

◊ Existing structures should be completely removed. 
◊ Emphasize replacement of existing hard structures with soft shore designs. 

Removal of treated pile revetments:  Encourage complete removal of treated piles using the following 
methods of removal in preferred order (WDNR SPM 2005) (Poston 2001): 

◊ Complete removal using vibratory extraction (first priority). 
◊ Complete removal using puller buncher, choker cables, and/or lift bag extraction. 
◊ Complete removal by excavating a pit sufficiently large to grasp and extract the piling 

(potentially contaminated spoils must be disposed of at an approved hazardous waste handling 
facility; hydraulic jetting, which can suspend and scatter contaminated sediments, should not be 
permitted). 

◊ Partial removal by breaking or cutting the piling at a minimum depth of 2 feet below the surface 
(sawdust and fragments should be collected and disposed of at an approved hazardous waste 
handling facility). 

◊ Other removal methods evaluated on a case by case basis. 

 
STRATEGIES  FOR  MITIGATING  UNAVOIDABLE  IMPACTS    

Where shoreline‐armoring activities are determined  to be necessary and will  result  in 
unavoidable  adverse  impacts,  project  applicants  should  be  required  to  develop  a 
mitigation  plan.    The mitigation  plan  should  compensate  for  the  types  of  habitats 
impacted and the ecological processes that have been affected.  The same survey data 
and planning information used to avoid and minimize impacts should be used to assess 
the  nature  and  extent  of  unavoidable  habitat  impacts.  Off  site  mitigation  and 
restoration projects should also be considered to address unavoidable and cumulative 
impacts. Mitigation  strategies  for potentially  affected habitat  types  are described  in 
Table III.3. 
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RIPARIAN  VEGETATION  ALTERATION 
 
HOW  DOES  MARINE  RIPARIAN  VEGETATION  ALTERATION  IMPACT  THE  

SHORELINE?  

Marine  riparian  vegetation  plays  a  number  of  important  roles  in  the  nearshore 
environment,  including  providing  habitat  structure,  shade,  and  cover  for  intertidal 
habitats; fish prey; large wood and organic debris recruitment; habitat for numerous 
riparian  dependent  species;  and  corridors  for  wildlife  movement  and  migration. 
Riparian vegetation also provides a number of well‐documented ecological benefits, 
including  the  filtering of  surface water  runoff  and  associated  sediments,  nutrients 
and other pollutants, and providing  soil  stability and  stabilization of erosion prone 
bluffs  and  shorelines. Removal or modification of  riparian  vegetation  can  result  in 
both  short  and  long‐term  impacts  on  nearshore  processes.      These  impacts  are 
summarized in Table III.6. 
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Table III.6. Impacts from marine riparian alterations and the natural functions that may be affected. 
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Short-term (site preparation and construction activities) 
 

Increased turbidity and possibly release of pollutants 
◊ Reduced light and photosynthesis 
◊ Deposition of fine sediment /substrate 

change 
◊ Increased contaminant levels in the water 
◊ Avoidance by fish and other aquatic life 

(Desbonnet et al. 1994), (Brennan and Culverwell 2004), 
(Lemieux et al. 2004) 

X  X X  

Disruption of beach from tree felling, anchoring on 
beach, etc 

◊ Avoidance by fish and other aquatic life 
◊ Loss of fish eggs and other substrate 

dependent life 

(Williams and Thom 2001) X   X X 

Long-term (ongoing impacts from permanent features) 
 

Vegetation clearing 
◊ Loss of soil cohesion, increased erosion, 

related turbidity 
 

(Penttila 2007), (Penttila 2001), (Ecology 2007b), 
(Ecology 1993), (Lemieux et al. 2004), (Brennan and 
Culverwell 2004), (Romanuk and Levings 2006) 

X X X X X 
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Table III.6. Impacts from marine riparian alterations and the natural functions that may be affected. 
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Vegetation clearing (cont.) 
◊ Loss of organic debris and large woody 

debris recruitment 
◊ Increased surface runoff and turbidity 
◊ Loss of fish habitat 

Alteration of microhabitat conditions 
◊ Increased temperature 
◊ Decreased humidity 
◊ Increased solar exposure 

(Rice 2006), (Penttila 2001), (Penttila 2007) X  X X X 

Loss of slope stability 
◊ Increased landslide risk 

(Gerstel et al. 1997) X X  X  

Loss of food source for fish (Brennan and Culverwell 2004), (Sobocinski et al. 2004), 
(Romanuk and Levings 2006) 

X   X X 
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PROTECTING  MARINE  RIPARIAN  VEGETATION  

Many  impacts  associated  with  alterations  to  marine  riparian  vegetation  can  be 
avoided or minimized through careful planning (e.g., applying appropriate shoreline 
environment designations and use  standards), and  some  lost habitat  functions can 
be  recovered  through mitigation or  restoration actions.   However, even with  these 
measures,  the  removal or substantial modification of  riparian vegetation  is  likely  to 
result in the temporal loss of some level of habitat function.  This is particularly true 
at restoration or mitigation sites before vegetation can (re)grow to the point where 
it  provides  a  full  suite  of  ecological  functions.    Consequently,  permitting multiple 
vegetation  alteration  or  clearing  activities  within  a  given  area  will  result  in 
incremental  cumulative  effects  that  may  increase  over  time.    Therefore,  it  is 
important  that  planners  and  regulators  establish  clear,  protective  standards,  and 
work with project applicants to avoid and minimize adverse  impacts to the greatest 
extent possible. 

 
MARINE RIPARIAN PROTECTED AREAS 

Establishing  “marine  riparian  protection  areas”  is  an  important  regulatory 
mechanism that can help minimize the  impact of development and re‐development 
and trigger mitigation sequencing when projects impact riparian vegetation.  Marine 
riparian protected areas are different  from buffers and may be applied  in different 
circumstances. The term “buffer”  is typically used to denote a border set aside and 
managed to protect a relatively sensitive area from the effects of surrounding  land‐
use  or  human  activities.  Buffers may work  best when  applied  to  undeveloped  or 
partially undeveloped areas  (e.g., where homes or other human activities uses are 
already set sufficiently back from the shoreline).  

On more  developed  shorelines,  or  shorelines  designated  for  future  development 
under the SMP, buffers become  less effective as the sole mechanism to protect the 
nearshore, and other strategies need to be employed to protect functions  . Placing 
buffers on  the  landscape  can  create  situations where existing  landowners become 
immediately noncompliant, which often results  in  local resistance to the whole  idea 
of  regulation.  Local  ordinances  provide  variances  and  exemptions  to  deal  with 
noncompliance but this is often done without considering impacts to marine riparian 
vegetation  functions. Further,  these exemptions often exclude enhancement  (e.g., 
replanting denuded areas with native vegetation) or mitigation that implements the 
local  shoreline  restoration plan.   The  result  is ongoing,  incremental degradation of 
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the nearshore, even though buffers have been “theoretically” applied.  

Marine riparian protected areas, however, can be effectively applied as a regulatory 
overlay  even  on  developed  shorelines.  Buffers  have  a  role  to  play  within  these 
protected  areas,  but  are  not  the  only  mechanism  to  protect  marine  riparian 
functions.  A  variety  of  location‐appropriate  habitat  protection  regulations  can  be 
implemented,  including  function‐  and  area‐specific  buffers,  structural  setbacks, 
riparian enhancement  requirements  (e.g., native vegetation  replanting) and on‐site 
or off‐site mitigation requirements triggered when those areas redevelop, expand, or 
intensify  over  time.  Landscape‐based  planning  (e.g.,  the  shoreline  inventory  and 
analysis component of an SMP) should dictate what protections are triggered within 
the marine  riparian protected area overlay. For example, off‐site mitigation can be 
linked to the SMP restoration plan.  Variances and exemptions should be limited and 
tied  to mitigation  and  enhancement,  including  implementation  of  the  restoration 
plan. 

 
RECOMMENDED WIDTHS FOR PROTECTED AREAS AND BUFFERS 

Most of the current science on riparian management areas and buffers comes from 
studies of freshwater systems. Attention to marine riparian processes and functions 
has only emerged in the literature during the past decade, and research in this area is 
increasing  (WDFW  2009). However, where  the  freshwater  riparian area  function  is 
similar  to  functions  in  the  marine  system  (e.g.,  large  woody  debris  recruitment, 
shade, nesting  and migration habitat  for wildlife)  these  studies  are  appropriate  to 
apply to planning and regulatory decisions and reflect BAS.  

Because  much  of  the  literature  is  related  to  freshwater  riparian  systems,  an 
interdisciplinary science panel was assembled to inform the process of adapting fresh 
water studies to marine nearshore environments for the white paper, Protection of 
Marine Riparian Habitat Functions in Puget Sound, Washington. The consensus of the 
science  panel  is  that  freshwater  riparian  buffer  research  as  generally  depicted  in 
Table III.7 is applicable to the marine environment. This is supported by a number of 
publications  (e.g. Desbonnet  et  al.  1994,  1995; NRC  1996; NRC  2002;  Brennan  and 
Culverwell 2004)  that  find  riparian areas provide ecological  functions  regardless of 
whether they are adjacent to freshwater or marine water bodies. 

There  is  no  consensus  in  the  literature  recommending  a  single  vegetated  buffer 
width  to  protect  a  particular  function  or  to  protect  all  functions.  Table  III.7 
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summarizes recent findings from work in the freshwater and marine environment on 
the relationship of habitat functions to buffer widths based on the  literature review 
and  science  panel  findings  in  Protection  of Marine  Riparian  Habitat  Functions  in 
Puget Sound, Washington. The narrowest and widest buffer widths recommended in 
the  literature  that  achieved  a minimum  of  80%  effectiveness  for  that  function  are 
summarized.  The  description  of  effectiveness  at  the  80%  level  does  not  imply  a 
recommendation  for  adopting  that  level  of  effectiveness,  however,  this was  used 
because most of the studies could be summarized at this level.  

In applying buffers as part of a marine riparian habitat protection strategy, shoreline 
managers  should  consider what  functions  need protection  in  their  shoreline  areas 
(based on existing or anticipated threats), what level of protection is appropriate for 
those functions, how the protective goals of using a buffer can actually be achieved 
on the land given existing and planned development, and what functions will not be 
protected by choosing particular buffer widths. The science summarized in Table III.7 
provides the information and context for these decisions. It does not dictate a single 
approach.  Protection  of  Marine  Riparian  Habitat  Functions  in  Puget  Sound, 
Washington  provides  function  curve  tables  depicting  what  level  of  protection  is 
being  achieved,  or  lost,  based  what  buffer  width  is  chosen  for  different  marine 
riparian area functions. This is useful information for decision‐makers and citizens, as 
well as planners, to understand the implications of policy choices around buffers that 
are established at the local level.   

 

 

 

 

 

 

 

 

 

http://wdfw.wa.gov/hab/ahg/ahgwhite.htm
http://wdfw.wa.gov/hab/ahg/ahgwhite.htm
http://wdfw.wa.gov/hab/ahg/ahgwhite.htm
http://wdfw.wa.gov/hab/ahg/ahgwhite.htm


 Protecting Nearshore Habitat and Functions in Puget Sound 

 
Table III.7.  Marine riparian buffer functions and width recommendations identified in the literature (WDFW 2009)5.  
 
Riparian function Range of buffer widths 

(feet) to achieve ≥ 80% 
effectiveness6

Literature cited Average of all 
literature (to 
achieve ≥ 80% 
effectiveness)  

Minimum buffer width  (approximate) 
based on FEMAT curve to achieve ≥ 
80% effectiveness 

Water quality 5-600 m (16 – 1,968 ft)7  5 m (16 ft):  Schooner and Williard (2003) 
for 98% removal of nitrate in a pine forest 
buffer 

109 m (358 ft)  25 m (82 ft) sediment  
60 m (197 ft) TSS  
60 m (197 ft) nitrogen  
85 m (279 ft) phosphorus  600 m (1969 ft):  Desbonnet et al 

(1994/1995) for 99% removal 

Fine sediment control 25-91 m (92 – 299 ft) 
 

25 m (82 ft): Desbonnet et al (1994/1995) 
for 80% removal 

58 m (190 ft)  
 

25 m (82 ft) (sediment)  
60 m (197 ft) (TSS) 

91 m (299 ft): Pentec Environmental (2001) 
for 80% removal  

Shade 17-38 m (56 – 125 ft)  17 m (56 ft): Belt et al 1992 IN Eastern 
Canada Soil and Water Conservation Centre 
(2002) for 90% 

24 m (79 ft) 37 m (121 ft) (.6 SPTH*) 

38 m (125 ft): Christensen (2000) for 80% 
temperature moderation  

LWD 10-100 m (33 – 328 ft) 10 m (33 ft): Christensen (2000) for 80-
90% effectiveness 

55 m (180 ft) 40 m (131 ft) (.65 SPTH*) 

100 m (328 ft): Christensen (2000) for 
80-90% effectiveness  

Wildlife 73-275 m (240 – 902 ft) 73 m (240 ft): Goates (2006) for 90% of 
hibernation and nesting 

174 m (571 ft) N/A 

275 m (902 ft): Burke and Gibbons 1995 IN 
Goates 2006 for 100% of hibernation and 
nesting 

                                                            
5 Table III-7 is a direct copy of Appendix G in Protection of Marine Riparian Functions in Puget Sound, Washington (WDFW 2009). 
6 The description of effectiveness at the 80% level does not imply a recommendation for adopting that level of effectiveness. This value of effectiveness is reported because most 
of the studies could be summarized at this level. Please see the function curves provided in Protection of Marine Riparian Functions in Puget Sound, Washington (WDFW 2009) 
for more information about function related to level of effectiveness. 
7 Appendix C in Protection of Marine Riparian Functions in Puget Sound, Washington (WDFW 2009) contains specific buffer widths for different water quality parameters. 
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Variable width buffer approaches are used  in many  jurisdictions to account for site‐
specific conditions, and are also discussed  in the  literature (Forman 1995).   Variable 
width buffers can allow for greater flexibility, account for variation in site conditions 
and  land management  practices,  and  potentially  achieve  desired  ecological  goals 
while minimizing undue losses to landowners.Levings and Jamieson (2001) proposed 
the  use  of  an  interim measure  consisting  of  site‐specific  buffer  zones  to  protect 
nearshore  ecological  functions  such  as  food  production,  temperature  regulation, 
wave  energy  absorption,  and  provision  of  structure  as well  as  indirect  ecological 
value. 

When  applied  properly,  variable  width  buffers  can  be  more  ecologically  sound 
because  they have  the potential  to  reflect  the  true complexity of  the environment 
and management goals (Haberstock et al. 2000; IMST 2002).  However, there are no 
generally accepted criteria for the establishment of variable width buffers.  To ensure 
no  net  loss  of  function,  variable  buffers must  be  closely  linked  to  the  shoreline 
inventory and an analysis so that the most important shoreline processes and habitat 
areas receive the greatest protection via buffers. Where buffers will be smaller, other 
enhancements may  be  necessary  to  avoid  cumulative  loss  of  function. Monitoring 
over  time  is  recommended  to  track whether  variable width  buffers  are  achieving 
protection goals across the landscape. 

There is consensus in the literature that buffers or protected riparian areas are critical 
to sustaining many ecological functions. A precautionary approach toward regulating 
tmarine riparian habitat areas is recommended. A precautionary approach would rely 
on using  the high  end of  the  ranges  required  to protect  specific  functions, where 
those  widths  are  achievable.    Where  there  is  opportunity  (e.g.,  in  areas  of 
undeveloped or low‐density shorelines with high habitat value), maximum protection 
will help compensate for unavoidable and cumulative impacts from development and 
redevelopment elsewhere in the landscape. 

 
CONSISTENCY WITH OTHER REGULATIONS 

Planners  should  ensure  that  the  SMP  standards  for  protecting  marine  riparian 
vegetation  link  to  other  regulatory  mechanisms.    For  example,  the  Growth 
Management Act requires protection of the following types of critical areas that are 
pertinent to the management of the marine riparian zone: 

 Landslide hazard zones 
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 Steep slope/erosion hazard zones 
 Fish and wildlife habitat conservation areas, including: 

o Kelp and eelgrass beds 
o Commercial and recreational shellfish beds 
o Herring, sand lance, and surf smelt spawning areas 
o Endangered, threatened, and sensitive species 
o Locally important habitats and species (e.g., Great blue heron 

rookeries) 
 Wetlands  

Plans  to  modify  vegetation  should  be  supported  by  appropriate  surveys  and 
assessments.  It is important to consider the types of habitat areas and hazard zones 
that  could  be  affected  by  an  activity,  and  to  prevent  activities  that  would  be 
destructive of marine riparian habitat in high priority areas, and minimize the impacts 
of otherwise allowed activities  in or near  the marine  riparian area.   Evolving SMPs 
have  recognized  the  importance  of  these  habitats  and  incorporate  guidance  for 
protecting  these  habitats.    For  example,  the Whatcom  County  SMP  includes  the 
following  language  pertinent  to  regulating  marine  riparian  vegetation  (Whatcom 
County 2007). 

Under the section on policies for Vegetation Conservation (section 23.90.06.A): 

1. Where  new  developments  and/or  uses  are  proposed,  native  shoreline 
vegetation should be conserved to maintain shoreline ecological functions 
and/or  processes  and  mitigate  the  direct,  indirect  and/or  cumulative 
impacts of shoreline development, wherever feasible. Important functions 
of shoreline vegetation include, but are not limited to: 

a) Providing shade necessary to maintain water temperatures required by 
salmonids, forage fish, and other aquatic biota.   

b) Regulating microclimate in riparian and nearshore areas.  

c) Providing organic  inputs necessary for aquatic life,  including providing 
food  in  the  form  of  various  insects  and  other  benthic 
macroinvertebrates. 

d) Stabilizing banks, minimizing erosion and sedimentation, and reducing 
the occurrence/severity of landslides. 

e) Reducing  fine  sediment  input  into  the  aquatic  environment  by 
minimizing erosion, aiding infiltration, and retaining runoff. 
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f) Improving water  quality  through  filtration  and  vegetative  uptake  of 
nutrients and pollutants. 

g) Providing  a  source of  large woody debris  to moderate  flows,  create 
hydraulic  roughness,  form  pools,  and  increase  aquatic  diversity  for 
salmonids and other  species.   Providing habitat  for wildlife,  including 
connectivity for travel and migration corridors. 

Under the section on Location and Design of new residential development (section 
23.100.11.B.1 in part): 

b) New  residential  development  shall  assure  that  the  development will 
not  require  shoreline  stabilization.  Prior  to  approval,  geotechnical 
analysis of the site and shoreline characteristics shall demonstrate that 
shoreline stabilization  is unlikely to be necessary during the  life of the 
structure;  setbacks  from  steep  slopes, bluffs,  landslide hazard  areas, 
seismic hazard areas, riparian and marine shoreline erosion areas shall 
be sufficient to protect structures during the  life of the structure (100 
years);  and  impacts  to  adjacent,  downslope  or  down  current 
properties are not likely to occur. 

c) All  new  subdivisions  shall  provide  for  vegetation  conservation  to 
mitigate cumulative impacts of intensification of use within or adjacent 
to  the  shoreline  that  shall  include  compliance  with  vegetation 
conservation requirements of SMP 23.90.06, together with replanting 
and  control  of  invasive  species  within  setbacks  and  open  space  to 
assure  establishment  and  continuation  of  a  vegetation  community 
characteristic of a native climax community. 

REVIEWING PROJECTS THAT AFFECT MARINE RIPARIAN VEGETATION 

The following decision tree provides guidance for regulating riparian vegetation that 
is  consistent with  SMP  regulatory  language.    The  decision  tree  links  to  regulatory 
guidance, vegetation management practices, and other recommendations for impact 
avoidance and mitigation provided in the following sections. 
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Figure III.3.  Recommended Review Steps in Riparian Vegetation 
Alteration/Clearing Projects. 

 
 

Can the activity be located 
outside of the marine 
riparian protected area or 
buffer? 

 
Require relocation. Yes
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1 See design and impact avoidance recommendations, Table III.4 
 
 
 

Could vegetation clearing 
affect slope stability?  

Is the activity prohibited 
through other 
regulations (e.g., bald 
eagle rules, geohazard 
setbacks). 

Deny permit/prohibit 
activity, or condition per 
other regulations. 

No

Yes

No

Yes

Unknown  No
Yes 

Has the project been 
designed to avoid and 
minimize impact to nearshore 
habitats and processes? 1  

Require approved 
geotechnical 
assessment.1  

Will habitats and functions 
be unacceptably impacted 
by the activity?  

Approve project per a 
required vegetation 
conservation plan to minimize 
impacts and loss of function. 

Require a site survey to 
identify impacts. 

Unknown

No

Yes
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MINIMIZING    IMPACTS  OF  MARINE  RIPARIAN  VEGETATION  ALTERATIONS    

Establishing  local  land use  regulations  for marine  riparian protection,  should begin 
with  formation  of  development  regulations  linked  to  “marine  riparian  protection 
areas”.   During the permit application process, project proponents should be asked 
to  produce  a  vegetation  conservation  plan  and  supporting  surveys  that  provide 
sufficient  information  to  guide  the  approval  process.    Planners  should  use  this 
information  to assess and approve permissible projects, deny approval  for projects 
that  have  unacceptable  impacts,  and  to  provide  recommendations  for  alternative 
approaches where such approaches can achieve desired results with less impact.  As 
always, the goal should be to avoid or minimize the impacts of these activities on the 
nearshore  environment  to  the  greatest  extent  possible.    Design  guidance 
recommendations are presented in Table III.10. 

 

Table III.8. Recommendations for riparian vegetation alteration.8 

Regulatory issue Recommendations  

Site-specific 
limitations 

 

Require surveys of the existing site and a description of functions the vegetation is providing. 
Identify minimum widths for marine riparian management areas that support the existing functions. 
Determine effect on bank stability: 

◊ Require geotechnical assessment for vegetation clearing and removal projects to determine if 
planned activity will negatively affect slope stability (Ecology 2007b). 

Require maximum protection to existing marine riparian area: 
◊ Disallow clearing and other vegetation management activities that could lead to increased 

instability. 
◊ Avoid and minimize area disturbed during nearshore construction activities. 
◊ Require development of vegetation management and replanting plans for any project that 

impacts marine riparian vegetation.  Any management strategy should aim at maintaining all 
natural processes and functions, determined by an evaluation of the specific requirements for 
maintaining individual and collective functions over space and time (e.g., LWD recruitment; 
life history requirements of multiple species of fishes and wildlife) (Brennan and Culverwell 
2004). 

◊ Use a multidisciplinary approach to develop riparian management strategy. 
Promote off-site mitigation to address cumulative impacts. 
Increase public education and outreach. 

Riparian protection 
area (buffer) 
requirements 

The marine riparian protection area should include a “no-touch zone” or buffer tailored to protect the 
ecological processes and nearshore habitats.  For developed areas, a protection area should act as an 
overlay that also requires habitat enhancement and mitigation as sites redevelop or intensify.  

                                                            
8 See Protection of Marine Riparian Functions in Puget Sound for more information. 
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Table III.8. Recommendations for riparian vegetation alteration.8 

Regulatory issue Recommendations  

Riparian protection 
area (buffer) 

requirements (cont.) 

Administrative variances and exemptions should be strictly limited, and be evaluated for cumulative 
impacts. If building must occur, minimize the footprint, site disturbance and locate structures far 
enough back from the water’s edge to ensure maintenance of functional riparian areas.  
Avoid land use practices in riparian areas that involve the use or generation of nutrients, pathogens, 
and toxics.  
Avoid locating septic and waste water systems in the riparian area. If they must be located in the 
riparian area, then they should be designed, maintained, and operated in such a way that human waste 
and nutrients are prevented from leaching into local water bodies. 
Avoid locating impervious surfaces in riparian buffers. If impervious surfaces must be located in 
riparian areas, minimize footprint,and mitigate impacts through techniques including pervious 
surfaces such as pervious pavers and concrete; bioretention facilities such as rain gardens; green 
roofs, cisterns, etc. Promote infiltration and implement approved methods/designs for controlling rates 
of surface runoff and pollutant loading. Caution should be taken when designing and installing 
bioretention and other facilities that infiltrate water along slopes and bluffs so as to not increase the 
likelihood of mass failures or erosion. 
Enforce requirements codified in local CAOs (Ecology 1994).  Pertinent CAO ordinance categories 
include: 
◊ Landslide hazard areas 
◊ Steep slope/erosion hazard areas 
◊ Fish and wildlife habitat conservation areas 
◊ Wetlands 
◊ Frequently flooded areas 

Structural setback 
requirements 

Enforce building setback requirements codified in local CAOs (Ecology 1994).  Structure setbacks 
provide protection to aquatic area processes and riparian functions and values by increasing the 
distance between human activities and riparian areas.  Riparian protection areas (buffers) sustain 
riparian functions and nearshore processes while the structural setbacks protect buffers from urban 
encroachment.  Structure setbacks are areas adjacent to buffers where buildings and other facilities are 
not constructed; however, these areas may allow low impact activities such as gardening and lawns. 

Impact minimization 
through a vegetation 

conservation plan 
 
 
 
 
 
 
 
 
 
 
 
 
 

Recommend project applicants to consult with a qualified professional arborist to develop a 
vegetation management plan will provide desired outcomes while promoting desired ecological 
functions (Ecology 1993). 
Tree pruning and thinning:  Discourage “topping” of conifers and broadleaf deciduous trees, which 
may lead to illness and eventual tree death.  Instead, encourage alternative methods such as: 

◊ Windowing 
◊ Interlimbing 
◊ Skirting-up 

Retain a minimum of 60% of the original crown to maintain tree health and vigor. 
Thinning and pruning activities should be conducted during the late fall to early spring dormant 
season. 
Limit pruning activities to a frequency of once every five years or less. 

Avoid vegetation removal on shorelines and bluffs. If vegetation must be removed, minimize the area 
and amount removed and locate the disturbed area as far from the water as possible. Minimize ground 
disturbance, removal of mature trees, and introduction of nonnative vegetation, especially invasive 
species. Purple Loosestrife, Himalayan blackberry, English Ivy and other invasive plants compete 
with native species, particularly in disturbed sites along marine bluffs and shorelines. 
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Table III.8. Recommendations for riparian vegetation alteration.8 

Regulatory issue Recommendations  

Impact minimization 
through a vegetation 

conservation plan 
(cont.) 

Tree removal:  Where tree removal is absolutely necessary, encourage leaving the stump or snag in 
place to maintain ground stability and reduce erosion.  If removed trees are a potential source of LWD 
recruitment, they should be anchored on the beach on site. 
Shrub and understory:  Promote retention of native understory within and adjacent to riparian buffer 
areas to control erosion, maintain slope stability, and provide water quality protection. Ensure that 
replanted marine riparian areas are properly maintained to improve plant survival. Maintain 
vegetation communities that are resilient to disturbance from surrounding land uses and able to 
regenerate with minimal human intervention. (See sidebar under Vegetation in the Nearshore zone for 
a native plant list.) 

 

Table  III.10  identifies  survey  and  planning  requirements  and  provides  design 
considerations  to  assist  planners  in  this  regard.    The  information  in  this  table  is 
organized for consistency with the decision tree in Figure III.3. 

The vegetation conservation plan and supporting professional surveys/assessments 
submitted by the project applicant should address the following information needs: 

o Geotechnical and slope stability conditions 
o Presence of hazard zones and habitat types protected under CAOs  
o Shoreline characteristics (natural or developed) 
o Beach substrate characteristics, presence of forage fish spawning habitat 
o Presence of eelgrass or macroalgae in adjacent nearshore habitat 
o Wildlife use and identified wildlife corridors 
o Beach aspect and shading provided by affected vegetation 
o Amount of affected vegetation overhanging the beach, providing litter and 

prey recruitment 
o Number of affected trees greater than 4 inches in diameter at breast height 

that could reach the beach when downed 
o Topography and relationship of the site to streets and developed properties 

and potential for stormwater input 
 

The  first  logical  step  towards  avoiding  impacts  to  marine  riparian  habitats  is  to 
determine  if  the proposed vegetation alteration activity  is allowable under  current 
regulations  or  otherwise  undesirable.    If  so,  the  project  should  not  proceed.    The 
following key questions should be posed: 
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 Are  there  hazard  areas,  critical  habitat  features,  or  priority  species  present 
that qualify for protection under local CAOs? 

 Would the proposed activity affect slope stability or create an erosion hazard? 
 

In  general,  CAOs  and  SMPs  provide  planners with  a  basis  for  denying  large‐scale 
alteration of vegetation within defined critical areas or shorelines, particularly where 
such activities would impact protected critical habitats or increase potential landslide 
or  erosion  hazards.    Landowners  should  be  dissuaded  from  proceeding with  the 
activity if the geotechnical analysis indicates that a vegetation‐clearing project would 
decrease  slope  stability.    It  is  expected  that  most  landowners  will  not  wish  to 
proceed with an activity that might lead to future property loss. 

If  the  planned  activity  is  permissible,  planners  should  review  the  vegetation 
conservation  plan,  related  surveys,  and  geotechnical  analyses  to  determine  if  the 
activity has the potential to adversely  impact sensitive habitats.   If such  impacts are 
identified, the planner should direct the applicant towards alternative approaches for 
achieving  the  desired  results  that  avoid  or  minimize  these  impacts.    Finally,  if  a 
permitted project will produce unavoidable  impacts, appropriate mitigation  should 
be identified. 

 
STRATEGIES  FOR  MITIGATING  UNAVOIDABLE  IMPACTS  

Mitigation strategies for addressing unavoidable impacts on marine riparian 
vegetation are identified in Table III.3.
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APPENDIX A – SHORELINE MASTER PROGRAM PLANNING PROCESS 

SMP UPDATE PROCESS SPECIFIC PLANNING TASKS PRODUCTS 

Phase 1:  Preliminary Shoreline 
Jurisdiction and Public 
Participation Plan  

Task 1.1:  Identify preliminary shoreline jurisdiction -  shorelines & shorelands 

Task 1.2:  Develop public participation plan (citizen, technical, Ecology, other 
stakeholders) 

Task 1.3:  Demonstrate how Phase 1 complies with Guidelines 

Product 1.1:  Preliminary map of local shorelines & 
shorelands subject to the SMP 

Product 1.2:  Public participation plan 

Product 1.3  Documentation in SMP submittal checklist 

Phase 2:  Shoreline Inventory 
&Shoreline Analysis & 
Characterization 

Task 2.1:  Complete shoreline inventory  

Task 2.2  Conduct shoreline analysis  

Task 2.2.1:  Characterize ecosystem-wide processes 

Task 2.2.2:  Characterize shoreline functions 

Task 2.2.3:  Conduct shoreline use analysis, analyze public access opportunities 

Task 2.3:  Prepare shoreline inventory and characterization report 

Task 2.4:  Demonstrate how Phase 2 complies with Guidelines 

  

Product 2.1:  Draft list of inventory data sources, digital 
maps of inventory information 

Product 2.3:  Shoreline  inventory and characterization 
report with, map portfolio & GIS data, including: 

• Characterization of ecosystem-wide processes 
• Characterization of shoreline functions 
• Identification of potential protection and 

restoration areas   
• Shoreline use & public access analyses 
• Shoreline management recommendations  

Product 2.4:  Documentation in SMP submittal checklist 

Phase  3:  Shoreline 
Environment Designation, 
Policy & Regulation 
Development; Cumulative 
Impacts Analysis 

Task 3.1:  Conduct community visioning process  

Task 3.2:  Develop general goals, policies & regulations 

Task 3.3:  Develop environment designations  

Task 3.4:  Develop shoreline use & modifications policies, regulations & 
standards 

Product 3.1:  Shoreline management strategy  

Product 3.2-3.5:  Complete Draft SMP, including: 

• Draft general goals, policies & regulations 
• Draft environment designations   
• Draft shoreline use  & modifications policies, 

regulations & standards 
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SMP UPDATE PROCESS SPECIFIC PLANNING TASKS PRODUCTS 

Task 3.5:  Develop administrative provisions 

Task 3.6:  Prepare preliminary cumulative impacts analysis 

Task 3.7:  Demonstrate how Phase 3 complies with the Guidelines 

• Draft administrative provisions                         

Product 3.6:  Preliminary cumulative impacts analysis  

Product 3.7:  Documentation in SMP submittal checklist 

Phase 4:  Restoration Plan; 
Revisiting Phase 3 Products as 
Necessary  

Task 4.1:  Prepare restoration plan  

Task 4.2:  Revisit environment designations, policies and regulations; finalize  
jurisdiction maps 

Task 4.3:  Demonstrate how NNL is achieved 

Task 4.4:  Demonstrate how Phase 4 complies with Guidelines 

Product 4.1:  Restoration plan  

Product 4.2   Revised  SMP, cumulative impacts analysis 
& jurisdiction maps 

Product 4.3  No net loss report 

Product 4.4:  Documentation in SMP submittal checklist 

Phase 5:  Local Approval Task 5.1:  Assemble complete draft SMP and submit to Ecology for informal 
review 

Task 5.2:  Complete SEPA review, documentation 

Task 5.3:  Provide GMA 60-day notice of intent to adopt 

Task 5.4:  Hold public hearing 

Task 5.5:  Prepare responsiveness summary and respond to public comments 

Task 5.6:  Adopt SMP and submit to Ecology 

Task 5.7:  Demonstrate how Phase 5 complies with Guidelines 

Product 5.1:  Final draft SMP  

Product 5.2:  SEPA products (checklist, MDNS/EIS; 
SEPA notice) 

Product 5.3:  Evidence of compliance with GMA notice 
requirements 

Product 5.4:  Public hearing record 

Product 5.5:  Responsiveness summary  

Product 5.6:  Complete SMP submittal package 

Product 5.7:  Documentation in SMP submittal checklist 

Phase 6:  State Approval  Task 6.1:  Provide public notice & opportunity for comment; respond to 
comments received 

Task 6.2:  Prepare decision packet including  findings & conclusions, transmittal 
letter, conditions of approval (if any),  & responsiveness summary 

Task 6.3:  Work with local government to finalize local adoption  

Product 6.1:  Responsiveness summary 

Product 6.2:  Decision package submitted to local 
government 

Product 6.3:  Final SMP adoption incorporating any 
Ecology conditions of approval; SMP takes effect 
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TRANSPORTATION COMMISSION 
Transportation Building, PO Box 47308, Olympia, Washington  98504-7308 • (360) 705-7070 
Fax:  (360) 705-6802 • E-mail:  transc@wsdot.wa.gov • http://www.wsdot.wa.gov/commission 

 
January 5, 2007 
 
 
The Honorable Christine Gregoire 
Office of the Governor 
P.O. Box 40002 
Olympia, Washington  98504-0002 
 
The Honorable Members 
Washington State Senate 
P.O. Box 40482 
Olympia, Washington  98504-0482 
 
The Honorable Members 
Washington State House of Representatives 
P.O. Box 40600 
Olympia, Washington  98504-0600 
 
Dear Governor Gregoire, Senators, and Representatives: 
 
The Washington State Transportation Commission respectfully submits the enclosed Statewide 
Rail Capacity and System Needs Study, which was approved by the Commission at its meeting 
on December 12, 2006.  Your interest in and attention to the need for policies to govern the 
State’s participation in the rail transportation system is important to the mobility and commerce 
of the State. 
 
The State has had a longstanding involvement in passenger rail service, investing heavily to 
develop the Amtrak Cascades intercity passenger rail service.  In the last decade, it has also 
provided emergency funding to failing short line railroads and purchased specialized freight cars 
to ensure that agricultural shippers in the State have access to service and equipment. 
 
The key question asked by the Legislature of this study was:  “Should the State continue to 
participate in the freight and passenger rail system, and if so, how can it most effectively achieve 
public benefits?”  Our conclusion is that the State should continue to participate in the freight 
and passenger rail systems. 
 
The study concludes that the economic vitality of Washington State requires a robust rail system 
capable of providing its businesses, ports, and farms with competitive access to North American 
and overseas international markets.  However, it also concludes that the rail system is nearing 
capacity.  Service quality is strained and rail rates are going up for many Washington State 
businesses.  The pressure on the rail system will increase as the Washington State economy 
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grows.  The total freight tonnage moved over the Washington State rail system is expected to 
increase by about 60 percent between 2005 and 2025.  The State’s role is necessarily shaped by 
the fact that nearly all freight railroads are privately owned for profit companies. 
 
The major freight railroads are investing to add capacity and improve service in Washington 
State, but their business practices and investment priorities are understandably driven primarily 
by the railroads’ national-level needs and competition.  The needs of Washington State 
businesses and communities are just one part of the railroads’ considerations.  Additional 
investment and incentives for investment are needed to ensure a robust rail system that meets 
Washington State’s economic needs, as well as the railroads’ business needs. 
 
A carefully planned program of state investments and other actions that are consistent with the 
policies recommended by the study will allow the State to realize a higher level of public 
benefits – in economic growth, jobs, tax revenues, and reduced community impacts – from the 
rail system than would be obtained without state participation.  However, the State should invest 
only when it has been demonstrated that projects will deliver public benefits to the citizens and 
businesses of Washington State, and when it has been demonstrated that there is a low likelihood 
of obtaining those benefits without public involvement. 

The study recommends policies, procedures, and approaches to governance and management of 
the State’s rail programs and assets that will help the State make effective and responsible 
improvements to the rail system – improvements that will serve the economic development, 
transportation, social, and environmental goals of Washington State and its citizens. 
 
The study points to but does not recommend specific improvements to the rail system.  If the 
Legislature chooses to adopt the policies and procedures recommended by the study, it may wish 
to apply the policies and procedures to determine the high-priority projects. 
 
We appreciate your support for transportation improvements statewide, and hope that these 
recommendations will help to expedite projects that will keep Washington moving and keep 
Washington’s economy thriving. 
 

Sincerely, 

 
Richard Ford 
Chairman 
Washington State Transportation Commission 
 
Enclosure 
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1.0 Executive Summary 

The Washington Rail Capacity and System Needs Study was 
requested by the Washington State Legislature to: 

• Assess rail needs in the State; 

• Determine the State’s interest in the rail system; 

• Develop policies to govern the State’s participation in the rail 
system; and 

• Develop a plan for managing the rail lines, railcars, and ser-
vice rights owned by the State. 

The State has had a longstanding involvement in passenger rail 
service, investing heavily to develop the Amtrak Cascades intercity 
rail service.  In the last decade, it also has provided emergency 
relief to failing short line railroads and purchased specialized 
freight cars to ensure that agricultural shippers in the State have 
access to service and equipment. 

The key question asked by the Legislature for this study was:  
“Should the State continue to participate in the freight and pas-
senger rail system, and if so, how can it most effectively achieve 
public benefits?”  Our conclusion is that the State should continue 
to participate in the freight and passenger rail systems. 

The Economic Vitality of Washington State Requires a Robust 
Rail System 

The economic vitality of Washington State requires a robust rail 
system capable of providing its businesses, ports, and farms with 
competitive access to North American and overseas international 
markets.  For example: 

• Manufacturers, lumber and wood products producers, and 
central and eastern Washington agriculture and food products 
businesses rely on rail transportation to move heavy, bulky 
products to market cost effectively.  These businesses generate 
14 percent of the State’s gross state product and 15.5 percent of 
its employment.  If rail service deteriorates, these businesses 
may shift their freight to trucks, but this will increase their 
transportation costs and may increase the cost to state and 
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local government of maintaining roads.  In some cases, the loss 
of rail service could drive businesses to relocate or close. 

• The State’s ports and international trade industry depend on 
rail to export grain and other agricultural products and to 
import intermodal containers of consumer goods.  The ports 
generate more than 200,000 jobs directly and indirectly, and 
over $500 million in state and local tax revenues.  If the rail 
system cannot deliver high-quality transportation services, 
especially for intermodal cargo that is not destined for 
Washington State, shippers will quickly shift to other ports.  
This could result in lower growth at Washington ports and a 
loss of port-related jobs.  In addition, export trade plays a 
major role in the Washington economy, ranking it first among 
states in export value per capita.  Without good rail connec-
tions to support both import and export trade, the Washington 
ports will become less attractive to ocean carriers, and ulti-
mately, the State will become a less attractive location for 
export businesses. 

• A high-quality intercity passenger rail service offers an alter-
native to automobile and air travel that can help reduce con-
gestion, energy use, and environmental impacts of highways.  
If the rail system cannot accommodate frequent and reliable 
intercity passenger rail service, the State risks losing the bene-
fits of passenger rail as an alternative to highway and air 
travel. 

The System Is Nearing Capacity 

The benefits that Washington State can obtain from a robust rail 
system are threatened because the system is nearing capacity.  
Service quality is strained and rail rates are going up for many 
Washington State businesses.  For example: 

• The Everett-Spokane line over Stevens Pass is the Burlington 
Northern Santa Fe Railway’s (BNSF) major transcontinental 
route for double-stack intermodal trains.  It operates today at 
about 123 percent of practical capacity.1 

                                                      
1 Practical capacity is about 60 percent of the theoretical capacity and 

provides reliable service; it is the point at which the system ceases to 
operate freely and reliably and begins to suffer slowdowns and 
congestion.  At higher percentages, rail congestion increases and 
service reliability deteriorates quickly.  For more information about 
how rail capacity is determined, see Technical Memorandum #3, Rail 
Capacity Needs and Constraints. 
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• The BNSF’s Auburn-Pasco line over Stampede Pass operates 
today at about 60 percent of practical capacity.  However, the 
line cannot be used to relieve the Everett-Spokane line, 
because the ceiling of the Stampede Tunnel is too low to 
accommodate double-stack intermodal container trains. 

• The BNSF’s Vancouver-Pasco line, which follows the Columbia 
River along the north side of the Gorge, is used by double-
stack intermodal container trains moving east, grain trains 
moving west to the Columbia River and Puget Sound ports, 
and carload trains moving both east and west to serve 
Washington State industrial and agricultural shippers.  The 
line is operating today at about 70 percent of practical capac-
ity.  With the Everett-Spokane line nearing capacity, the BNSF 
has been routing more intermodal trains south along the I-5 
rail corridor to Vancouver, Washington, and then east.  This 
has added considerable volume to the Vancouver-Pasco line. 

• The I-5 corridor rail line runs the length of the State from the 
Canadian border through Bellingham, Everett, Seattle, and 
Tacoma to Vancouver and Portland.  It is the backbone of the 
Washington State rail system, controlling access to the east-
west lines.  Most of the line is owned by the BNSF, but the 
BNSF shares operating rights in some segments with the 
Union Pacific Railroad (UPRR), Amtrak’s intercity-rail ser-
vices, and the Sounder commuter-rail operations.  The line 
operates at between 40 and 60 percent of practical capacity in 
most sections, but is subject to frequent stoppages when trains 
tie up the mainline to enter and exit the many ports, terminals, 
and industrial yards along the corridor.  Some half dozen sec-
tions are chronic choke points, causing delays that ripple 
across the entire Washington State and Pacific Northwest rail 
system. 

The pressure on the rail system will increase in the next decades.  
Between 2005 and 2025, the output of the Washington State econ-
omy (measured as gross state product) is expected to grow at an 
average of 3.5 percent per year.  The total freight tonnage moved 
over the Washington State rail system is expected to increase by 
about 60 percent over the period.  To accommodate this growth, 
many more rail lines within Washington State will be operating at 
or above their practical capacity. 

Growth in rail traffic and rail congestion issues are also affecting 
Washington communities by increasing delays for automobile and 
truck drivers at rail-highway crossings, creating noise and safety 
problems, and disrupting communities and environmentally sen-
sitive areas with construction projects.  Dealing with these 
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problems in an uncoordinated fashion on a case-by-case basis is 
often frustrating for both the communities and the railroads. 

As freight and passenger trains compete for time and space on the 
rail system, the capacity constraints may also frustrate the service 
and ridership plans for the State’s passenger-rail program.  The 
cost of resolving the rail choke points in the I-5 corridor to meet 
passenger service and ridership goals is increasing, potentially 
reducing the cost-effectiveness of the passenger rail program.  
Without capacity improvements, rail will not maintain its share of 
the Washington State freight market, rail shipping prices will 
increase, and service reliability will deteriorate for many of the 
State’s industrial and agricultural shippers. 

The Rail Industry Is Expanding Capacity, But May Not Meet All 
the State’s Needs 

The Class I railroads are adjusting their operations to increase the 
volume of freight moved through the system over the existing rail 
lines.  They are operating longer trains and maximizing the num-
ber of containers packed on intermodal cars; consolidating pick-
up and delivery of railcars at central terminals; and eliminating 
mainline switching wherever possible (i.e., minimizing the num-
ber of times trains are ‘parked’ on the mainline while picking up 
cars from individual shippers).  These changes favor a hook-and-
haul operations strategy, where the railroads pick up a full train in 
Seattle or Tacoma and haul it directly to Chicago, or pick up a full 
grain train in the Midwest and haul it directly to a Columbia River 
port.  Hook-and-haul operations allow the railroads to achieve 
economies of scale that keep costs down and services profitable.  
However, capacity will remain constrained in Washington even 
with these changes. 

The move toward wholesale rail service helps meet the needs of 
Washington State’s ports, which handle high volumes of imported 
intermodal containers and exported grain.  But it is problematic 
for Washington State’s manufacturers and agricultural shippers.  
They need low-cost, shorter-haul carload service and do not gen-
erate the high volumes attractive to the railroads.  In general, 
international intermodal container traffic has been outbidding 
domestic carload traffic for space on the rail system, and the rail-
roads have been pricing out lower-volume, lower-profit shippers 
to meet the demands of higher-volume, higher-profit freight. 

The shift toward high-volume, hook-and-haul operations is also 
problematic for Washington State’s short line railroads.  They 
provide a link between smaller shippers and the Class I railroads.  
If they cannot generate enough volume to get service 
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commitments from the Class I railroads, they lose revenue and 
customers.  This makes it difficult financially to maintain track 
and service quality, further undermining their ability to provide 
service to their customers and compete with trucking. 

While the Class I railroads are investing in the Washington State 
rail system to increase capacity and improve service, their busi-
ness practices and investment priorities are driven primarily by 
the railroads’ national-level needs and competition.  The needs of 
Washington State businesses and communities are just one part 
and not the largest part of the railroads’ considerations.  Addi-
tional investment and incentives for investment are needed to 
ensure a robust rail system that meets Washington State’s 
economic needs, as well as the railroads’ business needs. 

The State Should Participate in the Rail System in Partnership 
With the Private Sector to Increase Rail Capacity 

A carefully planned program of state investments and other 
actions, consistent with the policies recommended by the study, 
will allow the State to realize a higher level of public benefits – in 
economic growth, jobs, tax revenues, and reduced community 
impacts – from its rail system than would be obtained without 
state participation. 

The State should participate in the rail system through a mix of 
direct investment, financial incentives to private parties, and 
advocacy on behalf of Washington businesses and communities.  
However, the State should do so only when the projects or actions 
can be demonstrated to deliver public benefits to the citizens and 
businesses of the State of Washington, and when it has been dem-
onstrated that there is a low likelihood of obtaining these benefits 
without public involvement. 

The cost of state participation in the private rail system must be 
weighed against the benefits and costs of alternative modes.  For 
example, in some cases, the costs of maintaining and improving 
rail service may be higher than the costs of maintaining and 
improving highways to accommodate added truck and automo-
bile traffic.  The cost of improving rail service must also take into 
account the cost of mitigating the impacts of increased rail traffic 
on communities near terminals and along mainlines.  Finally, the 
cost of state participation should weigh Washington State benefits 
against national benefits.  When a substantial share of the benefits 
of a project accrue to rail users outside of Washington State, the 
State’s contribution should be limited.  This study recommends an 
approach to evaluating costs and benefits to the State and other 
beneficiaries in a systematic decision-making framework. 
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Washington State is not alone in facing challenges in the rail sys-
tem.  The nation is entering the early stages of a freight transpor-
tation capacity crisis.  The American Association of State Highway 
Officials (AASHTO), the congressionally-mandated National 
Surface Transportation Policy and Revenue Study Commission, 
and Congress, as it takes up renewal of the national transportation 
program, are trying to establish forward-looking national policies 
and visions for the rail system.  Washington State should take an 
active role in influencing the development of national policies and 
programs, and should look to multistate and Federal programs to 
help implement the recommendations of the report. 

The Washington State Transportation Commission recommends 
six policies.  They are summarized here and described in detail in 
Section 5.0, pages 38 to 53.  The recommendations are as follows: 

• Policy Recommendation #1:  Washington State should con-
tinue to participate in the preservation and improvement of 
both the freight and passenger rail transportation system 
where there are public benefits to Washington State, its 
businesses, and its communities.  The study provides guid-
ance on how state actions can be used to address the needs of 
carload industrial shippers, agricultural shippers, ports and 
international trade industries, and the passenger-rail users.  
These include suggestions for mainline, terminal, and access 
improvements; development of consolidation facilities and 
shipper rail sidings; assistance to short line railroads; and 
mitigation of rail impacts on Washington communities. 

• Policy Recommendation #2:  The State should base its deci-
sions to participate in projects, programs, and other rail ini-
tiatives on a systematic assessment and comparison of 
benefits and costs across users and across modes.  The State 
should estimate quantifiable costs and benefits; economic 
impacts; and qualitative benefits for the State, rail users, the 
railroads and other carriers, and communities.  Where appro-
priate, these benefits and impacts should be compared to the 
benefits and impacts of alternative investments in truck and 
barge services for freight, and the benefits and impacts of 
alternative investments in highway, bus, ferry, and air services 
for passengers. 

• Policy Recommendation #3:  Where the State determines 
there are sufficient public benefits to justify public partici-
pation in the preservation and improvement of the rail 
transportation system, its actions should be guided by the 
following general principles: 
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- Emphasize operations and nonfinancial participation in 
projects before capital investment; 

- Preserve and encourage competition; 

- Target actions to encourage private investment that 
advances Washington State economic development goals; 

- Leverage state participation by allocating cost responsibil-
ity among beneficiaries; and 

- Require projects to have viable business plans. 

• Policy Recommendation #4:  The State should designate a 
single entity to coordinate and direct the State’s participa-
tion in the preservation and improvement of the rail trans-
portation system.  This entity should have the authority to 
negotiate directly with the railroads.  The Class I railroads are 
large national corporations.  The State can be an effective 
advocate for a multiplicity of state, business, and community 
interests, but cannot do so without a coordinated and unified 
vision and voice. 

• Policy Recommendation #5:  The State should take an active 
role in influencing and shaping the development of national 
rail policies and programs.  The State should also develop a 
multistate coalition to address rail system needs across the 
Pacific Northwest.  The Washington State rail system is an 
integral part of the national and Pacific Northwest rail sys-
tems.  The State’s rail needs transcend the State’s boundaries.  
The congressionally-mandated National Surface Transportation 
Policy and Revenue Study Commission, the American 
Association of State Highway and Transportation Officials, the 
Association of American Railroads, Congressional committees, 
and other groups are working to establish forward-looking 
national visions, policies, and programs for the rail system.  
Washington State should participate actively in these discus-
sions.  As part of this process, Washington State and its 
neighbors should also establish a multistate coalition to 
address rail system needs across the Pacific Northwest.  
Washington State and its neighbors should use the coalition as 
a forum to establish their common needs and work with the 
railroads to identify, prioritize, and implement the most cost-
beneficial regional improvements.   

• Policy Recommendation #6:  The State should implement 
the asset management plan developed as part of this study to 
govern investment and management decisions for state-
owned rail assets.  The asset management plan sets objectives 
for the rail lines, specialized railcars, and service rights that 
the State owns; establishes performance measures to 



 

 

Statewide Rail Capacity and System Needs Study 

8 

determine if these objectives are being met; and describes 
management practices to ensure that the State’s rail assets 
return maximum benefit to the public. 
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2.0 Introduction and Background 

 2.1 Purpose of the Study 

The Washington Rail Capacity and System Needs Study was initiated 
by the Washington State Legislature to answer the question:  
“Should the State continue to participate in the freight and pas-
senger rail system, and if so, how can it most effectively achieve 
public benefits?” 

 2.2 Issues 

The State has had a longstanding involvement in passenger rail 
service.  In the last decade, it has provided emergency relief to 
failing short line railroads and purchased specialized railcars to 
ensure that agricultural shippers in the State have access to cars 
and service.  The state rail policy has evolved through multiple 
major policy reviews (the most recent in 1995), legislation, and the 
Washington Transportation Plan (WTP). 

The pressure to provide more structured guidance for state 
investments and actions has grown sharply in the last several 
years as the demand for rail service has begun to outstrip capacity 
and the price of rail service to Washington State shippers has 
increased.  Today, the State faces some difficult issues. 

The Railroads Are Focusing on High-Volume and Long-Haul 
Services, But the State’s Industrial and Agricultural Shippers 
Also Need Low Volume and Short-Haul Services 

Long-haul intermodal container trains and long-haul unit grain 
trains moving to and from Washington State’s ports are the least 
complex and the most profitable for the Class I railroads to oper-
ate.  As a result, the railroads have reoriented their operations to 
accommodate this business.  But many Washington State shippers 
are low-volume carload shippers who generate only a few dozen 
carloads a week or a month, and they are being priced out of the 
rail market.  When should the State help meet the needs of the 
ports and international trade business for premium long-haul rail 
service, and when should the State help meet the needs of 

Study Mandate from 
2005-2007 
Transportation Budget 
Proviso 
The Purpose of this 
study is to –  
a) assess the rail freight 
and rail passenger 
infrastructure needs in 
this State; b) review the 
current powers, 
authorities, and 
interests the State has in 
both passenger and 
freight rail; 
c) recommend public 
policies for state 
participation and 
ownership in rail 
infrastructure and 
service delivery, 
including, but not 
limited to, planning and 
governance issues; and 
d) develop a rail asset 
management plan. 
The commission shall 
report their findings and 
conclusions of this study 
to the transportation 
committees of the 
legislature by 
December 1, 2006. 
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agricultural and local shippers for low-cost, shorter-haul rail 
services? 

Rail Is Being Asked to Absorb Some of the Traffic Growth from 
Congested Highways 

The I-5 corridor and many of the State’s urban highways are con-
gested.  The public sees expanded freight and passenger rail ser-
vices as part of the solution to highway congestion.  But most rail 
shipments are long-distance shipments.  Investment in new rail 
capacity may not moderate growth in truck traffic – most of which 
is associated with short- and medium-distance trips – on the 
State’s congested urban highways.  When and where should the 
State invest in freight and passenger rail capacity to help relieve 
highway congestion?  How can the State ensure that the best use 
is made of each of its transportation modes? 

Short Line Railroads Are Being Asked to Support Agricultural 
Shippers and Communities 

Short line railroads provide low-cost transportation to manufac-
turers across the State and to shippers in the agricultural commu-
nities of eastern and central Washington, enabling these shippers 
to compete in world markets.  But with low traffic volumes and 
high operating costs, many short lines are at risk of failing finan-
cially.  When should the State invest in short lines to support 
existing jobs and communities? 

The Intercity Passenger Rail Program Is Being Asked to Increase 
Ridership 

The Legislature established an intercity passenger-rail program.  
Ridership and revenues have been increasing, but on-time per-
formance has been decreasing as freight traffic increases.  Consid-
erable additional investment is needed to achieve the program’s 
longer-term goals of more frequent service and higher ridership.  
Some of the investments may benefit freight rail, as well as pas-
senger rail.  When should the State invest to improve passenger 
rail service and reliability? 

 2.3 Structure of the Report 

The report is organized as follows: 

• Chapter 3.0 – Washington State Rail System, Rail Users, 
Capacity, and Issues describes the rail system, identifies the 
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key rail users, summarizes the study findings about current 
and projected capacity, and discusses the implications of 
capacity and service shortfalls for rail users and Washington 
State; 

• Chapter 4.0 – Washington State Powers, Authorities, and 
Interests summarizes the State’s current rail policies and pro-
grams; lists the State’s recent investments in rail lines, railcars, 
and other rail equipment; and identifies – in broad terms – the 
roles that the State can play to shape the future of the rail sys-
tem; and 

• Chapter 5.0 – Policy Recommendations details the six policy 
recommendations. 



 

 

Statewide Rail Capacity and System Needs Study 

12 

3.0 Washington State Rail System, 
Rail Users, Capacity, and Issues 

 3.1 Washington State Rail System 

The Washington State rail system comprises mainlines, branch 
lines, industrial spurs and leads, and rail yards and terminals 
operated by a variety of public and private rail carriers.  (See 
Figure 1.)  The freight railroads operate 3,628 miles of rail service 
in Washington State over 2,523 miles of rail lines.2 

 

Long-haul rail transportation is provided by two Class I rail-
roads – BNSF and UPRR.  The BNSF owns and operates the most 
mileage in the State – 1,572 in-state-operated miles, constituting 
5 percent of the BNSF’s total system mileage.  The dominant posi-
tion of the BNSF in many of the State’s rail markets has significant 
implications for the degree of leverage that the State, rail shippers, 
and communities have in influencing its business decisions. 

                                                      
2 Operated miles are greater than owned miles, because owning 

railroads lease operating rights over their lines to other railroads.  And 
in a few areas, the U.S. Department of Transportation (DOT) Surface 
Transportation Board, which has economic regulatory oversight of the 
railroads, has mandated provision of operating rights to ensure 
competition between railroads. 

Who Operates the Rail System? 
Railroad classification is determined by the Federal Surface Transportation 
Board.  In 2004, Class I railroads were defined as railroads having 
$289.4 million or more in operating revenues.  Class II railroads (referred to 
regional railroads) were defined as non-Class I line-haul railroads operating 
350 miles or more with operating revenues of at least $40 million.  Class III 
railroads (or short line railroads) were defined as all remaining non-Class I or 
II line-haul railroads.  Switching or terminal railroads are railroads engaged 
primarily in switching and/or terminal services for other railroads. 
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Figure 1. Washington State Rail System 
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The BNSF System in Washington State 

The BNSF owns and operates three east-west lines:  The Everett to 
Spokane line, which passes through the Cascade Tunnel at Stevens 
Pass, is BNSF’s primary route for double-stack intermodal traffic.  
The Auburn to Pasco route crosses the mountains through the 
Stampede Pass tunnel.  The ceiling of the Stampede Pass tunnel is 
too low for double-stack intermodal container trains, limiting the 
capacity of this route.  The third route follows the north side of the 
Columbia River from Vancouver, Washington to Pasco.  This is 
the primary route for export grain trains inbound to the Columbia 
River ports, but due to heavy traffic through Stevens Pass, this has 
become a reliever route for intermodal traffic moving from Seattle 
and Tacoma to Vancouver, Washington, and then east along the 
river. 

These BNSF east-west corridors converge in Spokane to feed the 
two major BNSF routes providing access to grain producers in the 
Midwest and intermodal freight connections in Chicago. 

The three east-west routes are linked by the north-south I-5 rail 
corridor.  The I-5 corridor rail line runs the length of the State 
from the Canadian border through Bellingham, Everett, Seattle, 
and Tacoma to Vancouver and Portland.  It is the backbone of the 
Washington State rail system, controlling access to the east-west 
lines.  Most of the line is owned by the BNSF, but the BNSF shares 
operating rights over the line with the UPRR, Amtrak’s intercity-
rail services, and Sounder commuter-rail operations.  (The UPRR 
also owns sections of rail line in the Auburn-Tacoma area that 
parallel the BNSF line.) 

The UPRR System in Washington State 

The UPRR’s primary east-west corridor serving traffic in and out 
of Washington State is in Oregon, running between Portland and 
Hinkle on the south side of the Columbia River Gorge.  At Hinkle, 
the line forks:  one line runs northeast from Hinkle to Spokane, 
linking up with the Canadian Pacific near Eastport, Idaho; and the 
other line runs southeast from Hinkle to Pocatello, Idaho, con-
necting to the UPRR’s Central Corridor and the heavily trafficked 
lines serving the Powder River Basin coal fields.  This line is the 
UPRR’s major connection between the grain producing regions of 
the Midwest and the Columbia River and Puget Sound ports.  For 
the last 12 miles of the Hinkle to Spokane line (from Fish Lake to 
Spokane), the UPRR operates on the BNSF Lakeside Subdivision 
via trackage rights. 

What Types of Services 
Do Freight Railroads 
Provide? 

Intermodal services receive 
fully-loaded and sealed truck 
trailers or containers from 
ships or trucks directly onto 
railcars for transport.  
Intermodal shipments are 
generally higher-value, lower-
weight commodities than unit 
or carload trains. 

Carload services are those 
that use a variety of railcar 
types to carry a range of 
commodities to a variety of 
customers.  They generally 
carry lower-volume, higher-
weight commodities than 
Intermodal trains.  Examples 
of commodities shipped by 
carload include farm 
products, lumber, chemicals, 
and paper products.  

Unit carload trains are 
those in which every car in 
the train is shipped from the 
same origin to the same 
destination.  They are used for 
high-volume goods, such as 
coal, garbage, wheat, or any 
other suitable product 
gathered at one location for 
shipment. 
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North of Vancouver, Washington, the UPRR has operating rights 
over the BNSF’s I-5 rail line as far as Tacoma and Seattle.  This is 
the UPRR’s primary intermodal route connecting to the Ports of 
Seattle and Tacoma.  South of Portland, the UPRR owns and oper-
ates the I-5 mainline, which is the major conduit for forest prod-
ucts from British Columbia, Washington, and Oregon to the 
growing population centers of Southern California and the 
Southwest.  (The BNSF serves these markets using its line through 
Bend, Oregon, which parallels the UPRR line.  The BNSF and the 
UPRR then share operating rights over the UPRR line through 
southern Oregon and Northern California.) 

Short Lines 

Each of the large Class I railroads is served by a number of smaller 
regional, short line and terminal railroads, which pick up and 
distribute railcars to individual industrial and agricultural ship-
pers and receivers.  These railroads provide critical services, par-
ticularly in lower-density rail corridors and markets where the 
Class I railroads cannot operate cost-effectively.  In a number of 
cases, the short lines operate on branch lines that were previously 
owned and operated by the Class I railroads. 

Intercity Passenger Rail 

Intercity passenger rail service in Washington State is provided by 
Amtrak.  The service with the highest ridership is the Amtrak 
Cascades service, operated by Amtrak in partnership with 
Washington State DOT.  The Amtrak Cascades provides service 
along the I-5 rail corridor from Vancouver, British Columbia in the 
north through Everett, Seattle, Tacoma, and Olympia, and then 
south to Portland, Oregon.  Oregon is a funding partner, under-
writing Amtrak Cascades service to Eugene, Oregon.  Amtrak also 
operates the Coast Starlight train between Seattle and Portland, 
and the Empire Builder train between Seattle and Spokane and 
between Portland and Spokane, with connections from Spokane 
east to Chicago. 

 3.2 Washington State Rail Users 

Rail provides critical transportation for manufacturers, agricul-
tural producers, lumber and wood products producers, the food 
products industry, and the ports and international trade sector – 
all important sectors of the Washington economy.  Consider these 
statistics: 
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• Manufacturers, agricultural producers, and lumber and wood 
products producers generate 14 percent ($37 billion) of the 
State’s $262 billion economic output value (gross state prod-
uct) and 15.5 percent (425,700 jobs) of the State’s employment. 

• The Washington State ports generate between 200,000 and 
300,000 direct, indirect, and trade-related jobs in the State.  A 
portion of these jobs depend directly or indirectly on rail service. 

• Sixteen percent of all freight tonnage moved in Washington 
State moves by rail. 

Rail service is critical because it enables these Washington State 
industries to ship heavy or bulky commodities over long distances 
at low costs.  Table 1 lists the top 10 outbound Washington State 
rail commodities by tonnage for 2004 and the forecast tonnages for 
2015 and 2025.  These are commodities that are shipped out of 
Washington State by rail.  “Miscellaneous mixed shipments” are 
primarily merchandise and retail trade goods; many are moving 
in intermodal containers. 

Table 1. Top 10 Outbound Commodities by Tonnage, 2004, 2015, and 2025 

 Rail Tonnage 
Compound Annual  

Growth Rate 

STCC Commodity 2004 2015 2025 
2004-
2015 

2015-
2026 

2004-
2025 

46 Miscellaneous mixed shipments 6,516,304 11,309,371 19,060,968 5.1% 5.4% 5.2% 

24 Lumber or wood products 4,506,679 4,072,939 4,183,956 -0.9% 0.3% -0.4% 

11 Coal 2,142,403 2,743,497 3,184,686 2.3% 1.5% 1.9% 

40 Waste or scrap materials 1,543,296 2,377,099 3,260,635 4.0% 3.2% 3.6% 

26 Pulp, paper, or allied products 1,231,469 1,556,870 1,752,517 2.2% 1.2% 1.7% 

20 Food or kindred products 1,075,792 1,662,293 2,389,104 4.0% 3.7% 3.9% 

37 Transportation equipment 826,102 2,090,719 4,523,959 8.8% 8.0% 8.4% 

1 Farm products 700,653 997,648 1,385,204 3.3% 3.3% 3.3% 

33 Primary metal products 606,415 677,274 597,161 1.0% -1.3% -0.1% 

28 Chemicals or allied products 353,040 381,960 367,654 0.7% -0.4% 0.2% 

Source: Global Insight, Inc., 2006. 

Figure 2 compares the 2004 tonnages to the forecast tonnages for 
2015 and 2025.  This figure includes commodities that are shipped 
into and out of Washington State; the previous figure showed 
only outbound commodities. 
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Figure 2. Washington State Rail Tonnage by 
Commodity (2004) and Forecast Tonnage 
(2015 and 2025) 
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Source: Global Insight, Inc., 2006. 

Lighter commodities, such as merchandise and retail trade goods 
moving in intermodal containers, take up more railcar space and 
generate more trains than heavy, densely packed commodities, 
such as wheat or chemicals.  While intermodal container ship-
ments (a portion of miscellaneous mixed shipments) represent 
only 24 percent of tonnage in 2004, they represent 69 percent of 
railcar units.  By 2025, intermodal container shipments will be 
40 percent of tonnage and 81 percent of railcar units. 

Without rail service, some of the Washington State businesses 
shipping by rail today would shift their rail freight to trucking, 
increasing their transportation costs and the cost to state and local 
government of highway maintenance; some would relocate to 
other states with the necessary rail service; and others might be 
forced out of business if higher transportation costs make them 
less competitive in global markets.  This is of particular concern in 
the agricultural sector, where many traditional Washington crops 
are already under intense price competition in both domestic and 
international markets and where small increments of added cost 
can have significant impacts on competitive position. 

3.2.1 Manufacturers/Industrial Carload Shippers 

Manufacturing and industrial products industries are among the 
largest rail-using Washington State businesses, and they primarily 
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use rail carload services.  Shippers include producers of metals, 
machinery, transportation equipment (including airplanes), wood 
and paper, and petroleum and plastic products.  In 2004, the larg-
est tonnage volumes of outbound shipments from these industries 
were waste and scrap materials; pulp, paper, and allied products; 
transportation equipment; primary metal products; and chemicals 
and allied products.  Inbound manufactured or industrial prod-
ucts included coal; chemicals; clay, concrete, glass and stone; pulp 
and paper; and primary metal products. 

Manufacturers interviewed for this study expect their volume of 
shipments to grow steadily, and economic forecasts show the 
demand for carload shipments growing at a compound rate of 
1.8 percent per year for general manufacturing and 1.4 percent for 
lumber and wood products.  However, many of the shippers 
reported that they were paying higher prices, were getting lower-
quality service, and were often having business turned away by 
the railroads.  These shippers will substitute truck for rail when 
they can, but for shippers of bulky, semifinished products or pri-
mary materials, trucking may not be feasible or cost-effective.  In 
the longer term, there is a risk that Washington State will lose 
some of the businesses that depend on carload shipments to relo-
cation or closure. 

3.2.2 Ports and International Trade Sector/Intermodal 
Container Shippers 

International trade generates huge flows of intermodal containers 
through the Ports of Seattle and Tacoma.  Between 1994 and 2004, 
container traffic grew at an average annual rate of 3.7 percent at 
the Port of Tacoma, and 2.6 percent at the Port of Seattle.  Much of 
the container traffic consists of merchandise and retail goods 
imported from Asia through the Ports, and then transferred to rail 
for shipment to Midwest and eastern U.S. markets.  Intermodal 
rail traffic supporting the Ports and international trade is forecast 
to grow at a compound annual growth rate of 5.8 percent between 
2005 and 2025. 

Businesses and consumers across the U.S. benefit from this inter-
national trade, but healthy deepwater ports also provide benefits 
to Washington State.  The Ports of Seattle, Tacoma, and Vancouver 
estimate that the total number of statewide jobs connected to each 
port are:  166,680 for the Port of Seattle; 113,000 for the Port of 
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Tacoma; and 15,500 for the Port of Vancouver.3  The Ports also 
contribute over $500 million in state and local taxes associated 
with their maritime cargo operations.  Washington State ranks 
third among all states in annual export value, and first in export 
value per capita.  While many Washington State exporters do not 
use the rail system to deliver goods to the State’s ports, the exis-
tence of a healthy rail system is important, because it brings more 
traffic to the ports and more shipping services that can be used by 
Washington State exporters.  Ocean carriers make decisions about 
which ports to call, at what frequency, and with what services 
offered based on the overall market potential associated with the 
port.  Strong long-haul rail services allow ocean carriers to access 
larger and more distant inland markets.  Local export shipments 
help to balance import and export flows for the carrier.  Thus, a 
strong rail system helps attract ocean carrier services to 
Washington State’s ports and makes the State a more attractive 
location for national, regional, and local export businesses. 

The ability of the Washington State trade sector to deliver these 
benefits to the economy is critically dependent on the ability of the 
Ports to compete with other North American ports.  This is con-
firmed by experience of the last decade; first with loss of market 
share to Southern California ports, and then with gains as the 
California gateway experienced capacity problems.  Looking for-
ward, the Ports will face new competition from the Port of 
Vancouver, British Columbia; a new port being built specifically 
for North American inland container traffic at Prince Rupert, 
British Columbia; and “all-water” services that use the Panama 
Canal to reach East Coast ports.  In this environment, an efficient 
rail system with good on-dock and near-dock connections is an 
important competitive advantage. 

3.2.3 Agriculture and Foods Products Industry/Bulk 
and Specialized Carload Shippers 

Agriculture and food products manufacturers are an important 
economic sector in the State, generating 3 percent of the gross 
state product and accounting for 6 percent of the employment.  
Washington State ranked 11th among states in agricultural 

                                                      
3 These job estimates are self-reported by each port based on economic 

impact studies conducted by Martin Associates in 2001 (Vancouver), 
2004 (Seattle), and 2005 (Tacoma).  The Port of Seattle explains that 
their estimates include direct, indirect, and induced jobs related to 
marine cargo activities, as well as jobs with associated regional 
manufacturing and distributions firms moving cargo through the Port. 
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production in 2002, producing crops and livestock valued at over 
$5.3 billion.  Agriculture is the major source of employment in 
many of the State’s rural counties. 

By tonnage, 36 percent of all Washington State agricultural ship-
ments move by rail.  Agricultural rail traffic outbound from 
Washington State is expected to grow at a compound annual 
growth rate of 3.3 percent over the next 20 years.  Washington 
State also has a growing food products industry with particular 
strengths in frozen foods (7.3 percent of U.S. output) and wine 
production. 

However, most of the agricultural tonnage moving on the 
Washington State rail system is Midwestern grain moving to the 
Lower Columbia River and Puget Sound ports for export.  And 
because Midwestern grain is moving long distances by unit train, 
it is generally more profitable for the railroads than local 
Washington State agricultural shipments, which often are moving 
shorter distances for export or require specialized handling. 

The Class I railroads are asking Washington agricultural shippers 
to consolidate their shipments at new facilities (such as the 
Ritzville loader), and this may prove economical for those ship-
pers who can accommodate the changes.  But these changes will 
affect the short lines, which may see declines in their markets; 
operators of small grain elevators along the short lines who also 
stand to lose business; and the remaining shippers on the short 
lines who could see reductions in service and increased costs. 

The challenge faced by Washington State agriculture is to main-
tain competitive rail service as it focuses on higher-value added 
crops and produce that may not generate the volumes that are 
attractive to the Class I railroads. 

3.2.4 Passenger Rail Riders 

Washington State supports intercity passenger rail and commuter 
rail services.  The major service is the Amtrak Cascades intercity 
rail program, which provides service from Vancouver, British 
Columbia through Everett, Seattle, Tacoma and Olympia, and 
then south to Vancouver, Washington and Portland and Eugene, 
Oregon.  The program currently provides four round trips daily 
between Seattle and Portland, with one round trip daily between 
Seattle and Bellingham, and one round trip daily between Seattle 
and Vancouver, BC.  Ridership in 2005 was about 421,000 on the 

How do Amtrak 
Cascades ridership 
forecasts compare with 
other intercity corridors? 

Amtrak Cascades – In 
2005, three round-trip trains 
between Seattle to Portland 
served 0.4 million riders.  In 
2023, 17 round-trip trains 
(13 between Seattle and 
Portland and 4 north of 
Seattle) are forecast to serve 
3.0 million riders. 

Capitol Corridor* – In 
2003, 12 round-trip trains 
between San Francisco Bay 
Area and Sacramento served 
1.14 million riders. 

Surfliner Corridor* – In 
2003, 11 daily round-trip 
trains between San Diego, 
Los Angeles, and San Luis 
Obispo served 2.2 million 
riders. 

Northeast Corridor – In 
2001, 42 round-trips trains 
between Boston to New 
York to Washington, D.C. 
served 10.9 million riders. 
*Source: Amtrak Strategic Plan 
FY2005-2009, Amtrak, June 2004. 
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Rail Capacity is 
calculated in a two-step 
process. 

First, a “theoretical 
capacity” is determined, 
assuming perfect 
conditions and 
operations. 

Second, “practical 
capacity” is determined 
by considering factors, 
such as possible 
disruptions, signal 
needs, human decisions, 
weather, possible 
equipment failures, 
supply and demand 
imbalances, and 
seasonal demand. 

Practical capacity is 
about 60 percent of the 
theoretical capacity and 
provides reliable service; 
it is similar to a 
highway level of service 
of “C.”  At higher 
percentages, rail 
congestion increases and 
service reliability 
deteriorates quickly. 

four trains that were supported financially by Washington State at 
that time, and about 637,000 on the entire Cascades service.4  The 
State’s passenger rail plans envision serving up to 3.05 million rid-
ers with 17 round-trip trains (13 between Seattle and Portland and 
4 north of Seattle) in 2023. 

Sound Transit provides Sounder commuter rail services in the 
Puget Sound region, with weekday peak-period service between 
Seattle and Tacoma and between Seattle and Everett.  Both ser-
vices operate over BNSF tracks.  The Cascades service is operated 
by Amtrak; the Sounder commuter trains are operated by BNSF 
and maintained by Amtrak. 

In the Puget Sound region, Sounder ridership is projected to grow 
from 1.2 million passenger trips in 2006 to 2.6 million passenger 
trips in 2011, a five-year increase of 117 percent. 

Forecasts for both the Amtrak Cascades and the Sounder services 
are predicated on substantial investments to increase capacity and 
improve operations along the I-5 rail corridor.  Full build out of 
the draft Long-Range Plan for the Cascades program calls for 
additional investments of $6.5 billion (in 2006 dollars) by 2023. 

 3.4 Capacity of the Washington State Rail 
System and Implications for Rail Users 

The Washington State rail system is nearing capacity; service 
quality is strained, and rates are going up. 

Figure 3 compares the average number of trains operated on each 
line to the practical capacity of the line. 

The Everett-Spokane line, which passes through the Cascade 
Tunnel at Stevens Pass, is the BNSF’s major transcontinental route 
for double-stack intermodal container trains.  It is heavily used, 
operating today at about 123 percent of practical capacity. 

                                                      
4 As of July 1, 2006, there are four round trips daily on the Seattle to 

Portland segment.  Prior to this, there were only three round trips 
daily. 

5 A range of ridership projections were produced that varied based on 
fare structure and other variables. 3 million is a higher end projection. 
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Figure 3. Washington State Rail System:  Mainline Capacities, 2006 
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The BNSF’s Auburn-Pasco line, which passes through the 
Stampede Tunnel, operates today at about 60 percent of practical 
capacity.  The line cannot be used to relieve the Everett-Spokane 
line, because the ceiling of the Stampede Tunnel is too low to 
accommodate double-stack intermodal container trains.  Grades 
over Stampede Pass also make it difficult to haul heavy-loaded 
unit grain trains along this line. 

The BNSF’s Vancouver-Pasco line, which follows the Columbia 
River along the north side of the Gorge, is used by double-stack 
intermodal container trains moving east, grain trains moving west 
to the Puget Sound and Columbia River ports, and carload trains 
moving both east and west to serve Washington State industrial 
and agricultural shippers.  The line is operating today at about 
70 percent of practical capacity. 

The I-5 corridor rail line runs the length of the State from the 
Canadian border, Bellingham and Everett through Seattle, and 
Tacoma to Vancouver and Portland.  It is the backbone of the 
Washington State rail system, controlling access to the east-west 
lines.  Most of the line is owned by the BNSF, but the BNSF shares 
operating rights over the line with the UPRR, Amtrak’s intercity-
rail services, and the Sounder commuter-rail operations.  The line 
operates at between 40 and 60 percent of practical capacity in most 
sections, but is subject to frequent stoppages when trains tie up 
the mainline to enter and exit the many ports, terminals, and 
industrial yards along the corridor.  Some half dozen sections are 
chronic choke points, causing delays that ripple across the entire 
Washington State and Pacific Northwest rail system. 

Rail Choke Points 

Figure 4 locates the major rail choke points by type across the 
Washington State rail system. 

With the Everett-Spokane line nearing its maximum capacity, the 
BNSF has been routing more intermodal trains south along the I-5 
rail corridor to Vancouver, Washington, and then east.  This has 
added considerable volume to the Vancouver-Pasco line along the 
Columbia River Gorge, and made the scheduling of train moves 
through the Gorge and along the I-5 rail corridor more complex. 
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Figure 4. Washington State Rail System:  Rail Choke Points, 2006 
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The on-time performance of the Amtrak Cascades service has 
dropped, and delays for both BNSF and UPRR freight trains have 
increased, although recent changes in freight operating practices 
have improved performance somewhat.  The problem is particu-
larly acute in the Portland/Vancouver area, where the railroads’ 
north-south and east-west routes intersect.  Rail simulation stud-
ies of grain trains bound for the ports, intermodal trains running 
through, industrial carload trains serving local industries, and 
intercity passenger trains shuttling up and down the I-5 corridor 
show that the delay hours per train moving through the Portland/
Vancouver area are greater than the delay hours for trains in the 
Chicago area, one of the nation’s most congested rail hubs.6 

The Class I railroads are adjusting their operations to increase 
the volume of freight moved through the system over the 
existing rail lines, but the operational changes may not be suffi-
cient to satisfy the future needs of Washington shippers.  The 
short-term operating strategies being pursued by the railroads 
include the following: 

• Operating longer 8,000-foot trains and maximizing the 
number of containers packed on intermodal flat cars; 

• Marketing and operating single origin and destination unit 
trains for carload traffic; 

• Consolidating pick-up and delivery of railcars at central 
terminals operated by third parties (examples include new 
rail-served industrial parks, logistics hubs, and transload 
centers); 

• Eliminating mainline switching whenever possible (i.e., 
picking up and setting out individual cars or sets of cars for 
specific shippers and receivers while the train is “parked” on 
the mainline; this blocks the mainline and reduces line and 
system capacity); and 

• Transferring responsibility for branch-line switching from the 
Class I railroads to local short lines, wherever possible. 

These strategies will help meet the needs of the ports and inter-
modal shippers, but will likely complicate the problem of 

                                                      
6 “Freight, Intercity Passenger and Commuter Rail,” PowerPoint 

presentation to the Portland-Vancouver I-5 Transportation and Trade 
Partnership on May 21, 2002; and “Final Strategic Plan:  June 2002,” 
prepared by Willard F. Keeney and HDR, Inc. for the Portland-
Vancouver I-5 Transportation and Trade Partnership. 
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industrial carload shippers who cannot take advantage of longer 
and better packed intermodal trains.  The Class I railroads are 
asking shippers, wherever possible, to reorganize and upgrade 
their tracks and track layouts to improve switching efficiency and 
be more compatible with the railroads’ hook-and-haul operations.  
The more track space within the shipper’s property and the longer 
the entrance and exit tracks, the faster and more efficiently the 
railroad can pick up or set out cars.  This saves time and labor 
costs for the railroads and keeps high-volume mainlines open 
more hours of the day for through train movements.  But for low-
volume shippers, the costs of these site improvements are usually 
prohibitive.  The same problems apply to consolidating rail pick-
up and delivery of railcars at central terminals operated by third 
parties; unless the consolidation centers are well located, 
designed, and financed, the financial risks to shippers and opera-
tors may be very high. 

Consolidation and outsourcing of terminal operations to third 
parties and transfer of branch-line switching from Class I to short 
line railroads can result in the replacement of union rail jobs with 
lower-paying nonunion jobs.  Unless offset by future growth in 
Class I business that generates new union jobs, the loss of union 
jobs can mean a lower income and standard of living for some 
Washington State residents with jobs in the rail industry.   

The new operating strategies also impact the State’s agricultural 
shippers.  Low-cost rail service keeps product costs competitive, 
but the increasing cost of rail service and the Class I railroads’ 
focus on higher-profit, hook-and-haul intermodal traffic has made 
it more costly and more difficult for some agricultural shippers to 
get service at acceptable prices.  The Class I railroads also have 
been asking Washington State grain and other bulk agricultural 
shippers to consolidate shipping points so that the railroads can 
operate more unit trains.  Notable examples of this trend are the 
Ritzville grain-loading facility and the new Railex produce service 
at Wallula.7 

While these new rail operating strategies have the potential to 
partially address future capacity needs, the analysis conducted for 
this study suggests that they may not be sufficient in the longer 
term.  Table 2 lists the lines where mainline practical capacity will 
be exceeded within 20 years even with the additional capacity 
gained by operating longer trains and implementing better sched-
uling.  The existing choke points will persist and worsen, some 
more quickly than others. 

                                                      
7 http://www.wsdot.wa.gov/Projects/Rail/Freight/PortWallaWalla/. 
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Nationally, rail capacity is not keeping pace with demand.  The 
rail industry today is stable, productive, and competitive with 
enough business and profit to operate, but it is not yet attracting 
capital fast enough to replenish its infrastructure quickly or keep 
pace with demand and public expectations.  This trend has been 
documented in several recent reports.8 

Table 2. Rail Lines in Washington State Exceeding 
Practical Capacity, 2015 and 2025 
Based on Peak Day Train Volumes and 
Assuming Operation of 8,000-Foot Trains 

2015 2025 

Everett-Burlington Everett-Burlington 

Burlington-Ferndale Burlington-Ferndale 

Ferndale-New Westminster Ferndale-New Westminster 

Everett-Spokane, Washington 
(BNSF) 

Everett-Spokane, Washington 
(BNSF) 

Vancouver-Wishram Vancouver-Wishram 

Wishram-Roosevelt Wishram-Roosevelt 

Roosevelt-Pasco Roosevelt-Pasco 

 Pasco-Spokane, Washington 
(BNSF) 

Pasco (Wallula)-Spokane, 
Washington (UP) 

Pasco (Wallula)-Spokane, 
Washington (UP) 

Spokane, Washington-Sandpoint, 
Idaho (UP) 

Spokane, Washington-Sandpoint, 
Idaho (UP) 

Auburn-Yakima Auburn-Yakima 

Yakima-Pasco Yakima-Pasco 

Railroading is one of the most capital intensive industries in the 
U.S., and investment in fixed assets can be a risky proposition.  

                                                      
8 See for example:  AASHTO, Freight-Rail Bottom Line Report, 

Washington, D.C., 2003; and United States Government Accountability 
Office, Freight Railroads:  Industry Health Has Improved, But Concerns 
About Competition and Capacity Should Be Addressed, Washington, D.C., 
October 2006. 
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During the 1990s, when railroads found themselves with excess 
capacity and profits were down, Wall Street downgraded bond 
ratings and railroad stock prices fell.  In the last several years, this 
trend has reversed and Class I railroads are reinvesting heavily to 
maintain and add capacity to their systems.  However, much of 
this investment is replacing existing infrastructure and main-
taining existing capacity, because rail traffic places enormous 
wear and tear on rails, bridges, tunnels, and locomotives.  To 
reduce longer-term financial risk, both the BNSF and the UPRR 
have investment strategies that emphasize increasing capacity 
through operations first and infrastructure expansion last. 

To manage demand while new capacity is being added, the rail-
roads are using pricing to turn aside lower-profit carload freight 
in favor of intermodal and coal traffic, which can be handled more 
cost-effectively and profitably in unit or destination-specific 
trains.  In some markets and corridors, international intermodal 
traffic is squeezing out industrial and low-density agricultural 
carload traffic.  Shippers, who are used to being price setters, are 
now price takers.  This is a painful change for all shippers, espe-
cially captive shippers, who are being forced to rethink their sup-
ply chains and markets. 

The national capacity crunch is focusing more rail traffic and rail-
road investment on the Pacific Southwest at the expense of the 
Pacific Northwest and Washington State.  Continuing high levels 
of growth and the competition between the BNSF and the UPRR 
for the lucrative Southern California rail market have made 
Southern California the key focal point of investment for both rail-
roads.  This has shifted investment away from the Pacific Northwest 
and Washington State. 

Capacity shortfalls will complicate the improvement of intercity 
passenger rail service.  As a condition of the deregulation of the 
railroad industry in 1980, Federal law requires that freight rail-
roads share the use of their lines with intercity passenger rail pro-
viders and give passenger trains priority over freight trains.  But 
the differing needs of the passenger and freight railroad create 
tension between the needs of the passenger rail operators and the 
needs of freight rail operators as each tries to maximize the per-
formance of their respective operations. 

In general, frequent passenger rail service, especially frequent 
high-speed rail service, requires relatively wide time-space slots 
on the mainline to ensure that the passenger trains do not 
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overtake and collide with slower-moving carload freight trains.9  
The freight railroads, who own the track, are focused on obtaining 
the maximum benefit from each available train slot and the reve-
nue they receive for providing train slots to the passenger rail-
roads is usually modest. 

When the Amtrak Cascades program was initiated, the freight rail-
roads were willing to sell slots to the State, especially in return for 
physical improvements to the rail lines that would benefit both 
the passenger and freight railroads.  With capacity tightening and 
increasing shipper pressure to improve throughput and reliability, 
the freight railroads are less willing or able to accommodate 
expansion of the intercity rail program.  As a result, passenger 
services are often asked to pay a premium when they purchase 
slots or contribute to mainline capacity improvements. 

Amtrak Cascades ridership and revenues have been increasing, but 
on-time performance has been decreasing as freight traffic 
increases and the freight railroads give priority to freight trains.  
Considerable additional investment is needed to achieve the pro-
gram’s longer-term goals of more frequent service and higher rid-
ership.  However, if congestion continues to build and the cost of 
improvements increases, on-time performance may deteriorate 
further, undermining ridership growth and reducing the cost-
effectiveness of the program.  Unless a coordinated solution is 
examined, the future cost of the Amtrak Cascades program may 
exceed the public benefits anticipated in the original plans, and 
the State may need to examine alternative strategies for the pas-
senger rail program. 

                                                      
9 Intermodal trains are also significant consumers of rail capacity, 

because they are long, move at speeds similar to passenger trains, and 
require priority of movement.  The railroads market these trains as 
premium services, and they generate substantial revenue for the 
railroads. 
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4.0 Washington State Powers, 
Authorities, and Interests 

Given the State’s need for a robust rail system and the emerging 
capacity needs, what are the State’s powers and authorities?  
What can the State do to address the capacity needs of the system? 

 4.1 Washington State Powers and Authorities 
in Freight and Passenger Rail 

The State of Washington has a longstanding interest and involve-
ment in both freight and passenger rail.  Many of the needs of the 
Washington State rail system can be addressed by building on the 
existing freight and passenger rail policies in the Revised Code of 
Washington (RCW).  The policy recommendations of this study 
build on this foundation, and in many instances, confirm existing 
policy.  The existing statutes include the following: 

• RCW 47.76, Freight Rail Services – This section, which reflects 
recommendations to the Legislature by the 1995 Washington 
State Freight Rail Policy Development Committee and others, 
spells out State policies and interests in freight rail.  The 
statutes: 

- Recognize the critical role of a healthy freight-rail system 
in supporting the economic vitality of the State and key 
economic sectors; 

- Mandate continuing roles and responsibilities for the 
Washington State DOT and the Washington Utilities and 
Transportation Commission in administering the State’s 
freight rail programs; 

- Provide for technical assistance in the establishment of 
county rail and port districts; 

- Create an Essential Rail Assistance Account to provide 
financial assistance for acquisition and improvements to 
rail lines, purchasing or rehabilitating rail equipment for 
essential services, and construction of loading facilities to 
increase business on light density lines or mitigate impacts 
of abandonment; 

The Essential Rail Assistance 
Account is a dedicated rail 
account created in the state 
treasury and governed by 
RCW 47.76.250.  Money in the 
account can only be used for 
purposes specified in the 
RCW, including: 
• Acquiring, rebuilding, or 

rehabilitating rail lines; 
• Purchasing or 

rehabilitating essential 
railroad equipment; 

• Railroad improvements to 
mitigate port or mainline 
congestion; 

• Construction of loading 
facilities; and 

• Preservation of future rail 
corridors. 
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- Describe criteria for prioritizing projects that include cost-
benefit analysis and cofunding from other beneficiaries; 
and 

- Create a rail preservation program aimed at rail lines and 
rights-of-way abandoned by the Class I railroads. 

• RCW 47.79, High-Speed Ground Transportation – This sec-
tion establishes a program to promote a high-quality, high-
speed, intercity rail system.  The statute was enacted based on 
the Legislative recognition that major intercity transportation 
corridors in Washington are becoming increasingly congested; 
that high-speed ground transportation offers a safer, more 
efficient, and environmentally responsible alternative to 
increasing highway capacity; and that high-speed ground 
transportation can complement existing air transportation 
systems, as well as regional growth management plans.  Some 
of the goals of this statute include the following: 

- Reduce travel time between downtown Portland and 
downtown Seattle to a maximum of two hours by 2010; 

- Implement high-speed ground transportation service 
offering top speeds over 150 mph between Everett and 
Portland, Oregon by 2020; 

- Implement high-speed ground transportation service 
offering top speeds over 150 mph between Everett and 
Vancouver, BC by 2025; and 

- Implement high-speed ground transportation service 
offering top speeds over 150 mph between Seattle and 
Spokane by 2030. 

In addition, this statute recognizes the Legislature’s intent to 
develop public support and awareness of the benefits of a 
high-speed ground transportation system through the incre-
mental upgrading of existing service.  The statute makes the 
Department of Transportation responsible for developing a 
prioritized list of projects to improve existing passenger rail 
service. 

• RCW 47.46 Public-Private Transportation Initiatives – This 
section spells out the benefits, roles, and responsibilities of 
public-private partnerships as a means of developing innova-
tively financed transportation infrastructure projects.  The 
statute was enacted to create incentives for private investment 
in road and bridge projects, but many of the policies and 
approaches specified in the statute could be applied to public-
private financing of private rail projects, where the State can 
demonstrate a clear public interest and significant benefits. 
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These existing statutes define the State’s interest in freight and 
passenger rail, assign roles and responsibilities for the oversight of 
the State’s interest in rail, and establish a number of specific pas-
senger and freight investment programs.  The statutes provide a 
broad foundation for continued state participation in the preser-
vation and improvement of the rail transportation system, where 
there are public benefits to Washington State, its businesses, and 
its communities. 

Any rail improvement strategies suggested for State participation 
also must be consistent with the Washington State Constitution.  
There are a number of provisions in the Constitution that may 
limit the State’s involvement in the private rail system.  The 
guidelines outlined in Article VIII of the Constitution, “State, 
County and Municipal Indebtedness,” limit the extent to which 
the State, counties, or cities can give or loan credit to corporations.  
The provisions of RCW 47.76 and 47.46 address this limitation by 
making it clear that the State may not participate in projects with 
private ownership unless there are clear and demonstrated public 
benefits.  The policies recommended in this report also recognize 
this need to demonstrate public benefit before the State can invest 
in the private rail system.  Nevertheless, before the Legislature 
enacts specific investment or financial assistance programs that 
are rooted in the policies proposed in this report, a thorough legal 
evaluation of the programs’ compliance with the constitutional 
provisions should be undertaken. 

 4.2 Washington State Investments in the Rail 
System 

Over the last 15 years, the State has used its powers and authori-
ties to: 

• Develop the Amtrak Cascades service as part of its high-speed 
intercity rail program; 

• Acquire and preserve rail lines and rights-of-way abandoned 
by the Class I and other railroads; 

• Provide assistance to short line railroads to maintain service 
for shippers and receivers who do not have access to mainline 
rail service; and 

• Purchase specialized railcars (e.g., hopper cars for the 
Washington Grain Train, and refrigerated produce cars) to 
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ensure an adequate pool of equipment for Washington State 
growers. 

The State has contributed consistently to both the passenger and 
freight rail systems.  Table 3 lists the passenger and freight rail 
projects that the State has participated in since 2003.  By 2005, the 
State had contributed a total of about $120 million to the Amtrak 
Cascades program capital budget (including the projects listed 
below).  Freight rail investments by the State have totaled about 
$31.510 million since 1990, with 2003 to 2005 funding alone 
reaching $12.5 million. 

All the State’s investments were authorized – some with clear 
policy guidance and analysis of the public benefits, others with 
less clear guidance and more limited assessment of longer-term 
benefits.  As a result of these investments and other prior invest-
ments, the State now owns a number of rail lines, specialized rail-
cars, rail maintenance equipment, and rights to use privately 
owned rail lines.  But the State does not have a centralized inven-
tory of these assets, nor does it have a comprehensive plan for 
their use, maintenance, and eventual replacement or disposal. 

                                                      
10 This number represents actual state expenditures and does not include 

money programmed or set aside for future use. 
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Table 3. Recent and Ongoing Washington State Rail 
Investment Projects 

Project 
Year 

Complete 
State 

Contribution 

Crossover Projects   

Woodland Crossover 2005 $4 million 

Ruston Crossover 2005 $3.6 million 

Titlow High Speed Crossovers 2005 $4 million 

Felida Crossover 2005 $2.2 million 

Tenino High-Speed Crossover In progress $3.8 million 

Centennial High-Speed Crossovers (Leary, 
Pattison) 

In progress $3.4 million 

Winlock High-Speed crossovers In progress $3.4 million 

Track Rehabilitation, Construction, or Realignment Projects 

PA Junction Curve Realignments and Delta 
Yard Storage Tracks 

2008 $14 million 

Chehalis Junction to Blakeslee Junction Via 
Centralia 

In progress $7 million 

King Street Station Track Improvements In progress $15 million 

Columbia Basin Railroad Wheeler-Warden 
286K 

In progress $400,000 

Northern Columbia Basin Railroad Project In progress $2 million 

Point Defiance Bypass In progress $59 million 

Port of Pend Oreille 286K Upgrades In progress $695,000 

Tacoma RMDRR Morton Line Repairs 2005 $3.18 million 

Stanwood Siding Upgrade In progress $3 million 

Kelso-Martin’s Bluff Rail Project In progress $53 million 

Bellingham Waterfront Redevelopment In progress $5 million 

Bellingham GP Area Upgrades In progress $200,000 

Lewis and Clark Railroad Rehabilitation In progress $300,000 

Mt. Vernon Siding Upgrade In progress $3.8 million 

Railroad Yard Reconfiguration or Expansion Projects 

Dayton Yard Rehabilitation In progress $270,000 

Vancouver Rail Project In progress $100 million 

Swift Customs Facility at Blaine/White Rock In progress $3 million 



 

 
 

35 

Statewide Rail Capacity and System Needs Study 

Table 3. Recent and Ongoing Washington State Rail 
Investment Projects (continued) 

Project 
Year 

Complete 
State 

Contribution 

Actions to Support Agricultural or Industrial Carload Shippers:  Spur Track 
Construction or Improvement and Short Line Acquisition, Other 

Industrial Spur Track to Winlock Glass 
Manufacturing Plant 

2006 $800,000 

Geiger Spur Connection In progress $5 million 

PCC Cheney-Coulee City-Pullman 
Acquisition and Upgrades 

In progress $28 million 

Produce Railcar Pool In progress $2 million 

TS and W Yakama Sawmill Traffic Upgrades In progress $640,000 

Increased Passenger Service 

New Seattle to Portland Roundtrip 2006 $2.75 million 

Sound Transit:  Sounder Track  
Improvements  

2003 $17 million 

Equipment Purchase or Upgrade 

One Existing Train Set from Oregon 2003 $7.5 million 

Cascades Trainsets Overhaul In progress $10 million 

Port Access 

Port of Grays Harbor Grain Terminal Loop 
Track 

2003 $2 million 

Port of Olympia On-Dock Rail Spur 2006 $375 thousand 

Port of Columbia Railroad Improvements In progress $5.3 million 

Port of Pasco Intermodal Facility 
Improvements 

In progress $5.4 million 

Port of Pend Orielle 286K Upgrades In progress $695,000 

Port of Walla Walla Railex Project In progress 2.5 million 

Transload Facility 

Quincy Transload Facility 2005 $2 million 

Quincy Short-Haul Intermodal Pilot Project In progress $900,000 

Feasibility Studies 

BNSF Skagit River Bridge Replacement 
Study 

In progress $150,000 

Eastern Skagit Rail Study 2006 $50,000 
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 4.3 Washington State Governance of Rail 

Four groups within the state government have legislatively man-
dated roles and responsibilities for oversight, management, and 
implementation of the State’s interest in passenger and freight 
rail. 

Washington State Utilities and Transportation Commission 
(WUTC) 

The Washington Utilities and Transportation Commission 
(WUTC) is responsible for railroad safety.  The rail group is part 
of the WUTC safety and consumer protection division, but sepa-
rate from the transportation safety group, which covers persons 
and property traveling Washington State roads.  A primary 
responsibility of the rail group is to work with the Federal 
Railroad Administration (FRA) to inspect rail shipments of 
hazardous materials.  There are more than 300 inspection points 
throughout the State, including shippers’ facilities, railroad yards, 
and terminals. 

Washington State Department of Transportation 

Washington State Department of Transportation (WSDOT) is 
charged with planning, funding, implementation, construction, 
and maintenance of the multimodal transportation system in 
Washington State.  As such, it is the conduit for state and Federal 
transportation dollars.  The WSDOT freight rail program is 
housed within the Office of Freight Strategy and Policy.  The pas-
senger program is housed within the Public Transportation and 
Rail Division. 

Freight Mobility Strategic Investment Board (FMSIB) 

The Freight Mobility Strategic Investment Board (FMSIB) was cre-
ated by the Washington State Legislature in 1998 to administer 
projects and strategies to lessen the impacts of freight movement 
on local communities and to facilitate efficient and profitable 
freight movement in Washington State.  The 10-member board has 
representatives from Washington ports, railroads, cities, counties, 
WSDOT, the governor’s office, truckers, steamship operators, and 
private citizens.  Periodically, FMSIB issues a call for projects in 
order to maintain a six-year list of active projects.  Its past rail 
funding has gone primarily to grade separations and crossing 
improvements. 
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Washington Community Economic Revitalization Board 
(CERB) 

Washington Community Economic Revitalization Board (CERB) 
issues grants and loans that will retain existing jobs and create 
new ones, boosting business growth across the State.  CERB can 
provide funding for rail projects that promote industrial devel-
opment and has done so in the past.  An example of this type of 
project was its $1,000,000 low-interest loan to the Port of 
Longview to help construct a second rail line and rail spurs 
serving a planned new facility for processing newly imported 
cars. 

Each of these groups has knowledgeable and effective staff, and 
each carries out its mandates effectively; however, the lack of a 
central point of contact and coordination makes it difficult for 
businesses, communities, and the railroads to deal with the State, 
and in some cases, weakens the State’s negotiating position. 

 4.4 Using State Powers and Authorities to 
Further State Interests in the Rail System 

Building on its existing powers and authorities, the State can: 

• Influence the investment decisions of the Class I railroads to 
resolve rail choke points of critical importance to key rail user 
groups in the State and, thereby, provide more capacity for 
Washington State rail users.  This will generally involve 
public-private partnerships in which the State is a minority 
partner, but the State’s investment can influence the timing 
and priority of the Class I railroads’ investment decisions. 

• Increase its advocacy for a Federal program that addresses 
critical national rail capacity needs.  Many of the key capacity 
choke points in the Washington rail system affect the national 
economy and shippers outside of the State.  The State should 
look for Federal action and funding to address these choke 
points. 

• Work with rail users in industrial and agricultural markets to 
assist in the transition to rail service models that preserve high 
quality, reasonably priced, rail service options.  The State can 
help ensure that these transitions occur in a timely fashion 
before the lack of action has negative economic consequences 
for the State. 
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• Work with third-party service providers and advocate for 
innovative operations practices and services that support the 
economic development goals of the State and its communities. 

• Establish local governance models that allow shippers and 
affected communities to be involved directly in the resolution 
of short line problems. 

• Support cost-effective intercity passenger rail options that 
improve the overall balance and performance of the State’s 
highway and air passenger systems. 

• Create a more effective, centralized, rail management function 
within state government with authority to advocate and 
negotiate state interests with the railroads. 
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5.0 Policy Recommendations 

This report makes six policy recommendations that address 
capacity issues and system needs in the Washington State rail 
system.  The policy recommendations address the justification for 
continued action in the rail system (Policy Recommendation #1), 
provide a framework for determining if specific actions are 
appropriate for the State (Policy Recommendation #2), present 
guiding principles for action in the rail system (Policy 
Recommendation #3), offer a new governance framework (Policy 
Recommendation #4), recommend involvement in national and 
regional rail policy discussions (Policy Recommendation #5), and 
propose adoption of a rail asset management plan (Policy 
Recommendation #6).  These policy recommendations are consis-
tent with the five prioritized guidelines for future transportation 
investments set forth in the Washington Transportation Plan: 

• Preservation – Preserve and extend prior investments in 
existing transportation facilities and the services they provide 
to people and commerce.  The guiding principles contained in 
Policy Recommendation #3 below emphasize investment in 
operational improvements and use of existing rail infrastruc-
ture prior to investment in new capacity. 

• Safety – Target construction projects, enforcement, and educa-
tion to save lives, reduce injuries, and protect property.  Policy 
Recommendation #2 below lays out a framework for evalu-
ating the benefits and impacts of action in the rail system and 
calls for an evaluation of safety impacts as one of the benefit 
measures. 

• Economic Vitality – Improve freight movement and support 
economic sectors that rely on the transportation system, such as 
agriculture, tourism, and manufacturing.  Throughout this 
report it is argued that rail transportation is critical to the eco-
nomic vitality of key industries in Washington State.  This is 
emphasized in Policy Recommendation #1 below. 

• Mobility – Facilitate movement of people and goods to con-
tribute to a strong economy and a better quality of life for citi-
zens.  The framework for evaluating potential actions in the rail 
system includes assessment of mobility impacts for both pas-
sengers and freight. 
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• Environmental Quality and Health – Bring benefits to the 
environment and citizens’ health by improving the existing 
transportation infrastructure.  The evaluation of environmental 
impacts of actions in the rail system is an important aspect of 
the decision-making process laid out in Policy 
Recommendation #2. 

 5.1 Policy Recommendation One 

Policy Recommendation #1:  Washington State should continue 
to participate in the preservation and improvement of both the 
freight and passenger rail transportation system where there are 
public benefits to Washington State, its businesses, and its 
communities. 

The freight rail system in Washington State provides critical 
transportation for major manufacturing and resource industries 
and rail links to the State’s international trade ports.  Key seg-
ments of the rail system are already operating at or near their 
practical capacity.  Given the current investment priorities and 
new operating strategies of the Class I railroads, it is likely that 
capacity will continue to be constrained, that shippers within 
Washington State (particularly those in traditional industrial and 
agricultural carload markets) will see declines in service or price 
increases, that growth at the ports could be slowed, and that there 
will continue to be conflicts between passenger and freight trains.  
Without state action, the businesses and citizens of the State will 
not realize the potential benefits that rail transportation could 
provide. 

Working with the railroads, rail users, and communities, 
Washington State should develop a description of the rail trans-
portation system needed for the 21st Century as a framework for 
policy and investment.  The description of the rail system and its 
evolution should address the rail transportation needs of the 
major rail user groups in Washington State, and should be focused 
on the high-priority problems identified in this study.  The spe-
cific types of actions that could be supported will vary by user 
group. 

Table 4 lists examples of the types of strategies that would address 
the rail service needs of Washington State rail users.  For each 
strategy, examples also are provided of specific projects and 
actions that could be undertaken to implement the strategy. 



 

 
 

41 

Statewide Rail Capacity and System Needs Study 

Table 4. Examples of Projects Addressing the Rail Service Needs of 
Washington State Rail Users 

Possible Strategies Possible Projects/Actions 

Industrial Manufacturers 

• Offer financial assistance and technical assistance to 
shippers for site improvements.  Assistance can be in 
the form of tax-exempt bond financing repaid with 
user fees, industrial development tax credits, or CERB 
assistance. 

• Provide assistance for development of industrial 
carload transload/consolidation facilities, including 
financial assistance programs (similar programs to 
those described for site improvements), site 
identification; investments in supporting 
infrastructure (both through CERB and state DOT 
programs), and expedited permitting processes. 

• Develop rail improvement districts for service 
preservation on low density lines.  This could include 
expansion of the existing Local Rail Assistance 
program or new financing programs targeted to these 
districts. 

• New on-site storage track. 

• Site access improvements off mainline. 

• New loop tracks on-site. 

• Proposed carload consolidation facilities in the South 
Sound area – possibly a rail-served industrial park for 
carload consolidation to rationalize a dispersed, low-
density system of carload shippers near Tacoma and 
provide more efficient rail service for these customers. 

Ports and International Trade 

• Develop a comprehensive strategy to increase State’s 
east-west rail capacity in partnership with Class I 
railroads, ports, and Federal government. 

• Investments that resolve high priority east-west 
bottlenecks, such as crown cutting the Stampede Pass 
Tunnel to allow double-stack trains and providing 
supporting infrastructure and grade separations to 
allow for increased usage of this line. 

• Advocate for Federal funding of high priority east-
west bottlenecks and designation as Corridors of 
National Significance.  An example would be the 
development of a high capacity corridor over 
Stampede Pass with a new tunnel, lengthened sidings, 
construction of new track from Lind to Ellensburg, 
and other downstream capacity improvements. 

• Investments that resolve high priority north-south 
bottlenecks, such as completing the Vancouver Rail 
Project that provides access to east-west corridors for 
trade traffic. 

• Advocating to railroads and ports beneficial operating 
strategies such as directional running (e.g., running 
directionally on Stevens Pass line and Stampede Pass 
line after crown cutting Stampede Pass) and 
scheduling alternatives. 

• Expedited permitting processes for projects that 
eliminate high priority bottlenecks. 

• Increase domestic and international intermodal 
terminal capacity through financial assistance, 
identification of and local advocacy for sites, and 
development of expedited permitting processes. 

• Work with Port of Seattle and Port of Tacoma to 
investigate potentially feasible sites for new near-
dock/off-dock intermodal terminals. 
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Table 4. Examples of Projects Addressing the Rail Service Needs of 
Washington State Rail Users (continued) 

Type of Action Illustrative Examples 

Ports and International Trade (continued) 

• Partner with ports, Class I railroads, and third-party 
switchers to resolve critical port access bottlenecks. 

• Port of Vancouver Rail Extension Project (providing 
direct access to the Port from the Columbia River 
Corridor eliminating mainline diamond crossings on 
the I-5 Rail Corridor). 

• Advocating to railroads and ports beneficial operating 
strategies. 

• Expedited permitting processes for projects that 
eliminate high priority bottlenecks. 

• Partner in community impact mitigation to allow for 
higher rail traffic associated with international trade. 

• Rail crossing grade separations along the Stampede 
Pass line to accommodate increased traffic associated 
with crown cutting the tunnel. 

Agriculture and Food Products Businesses 

• Encourage formation of Railroad Transportation 
Improvement Districts (under existing or expanded 
TID authorities) to assist rail carriers and shippers in 
low density agricultural and industrial carload 
corridors.  Districts should receive financial assistance 
through the Local Rail Assistance program. 

• Track upgrades to meet specified service objectives; 

• Maintenance of rights-of-way and track owned by the 
State or district; and 

• Development of consolidation facilities, including 
collaborative work with multiple interested parties 
(such as the Railex project). 

Passenger Rail Users  

• Continue to support incremental development of 
high-quality intercity passenger rail programs where 
documented demand exists and high levels of farebox 
recovery of operating and maintenance costs can be 
achieved. 

• Partner with Class I railroads in mainline 
infrastructure improvements that provide positive 
benefit-cost tradeoffs. 

• Identify traffic thresholds and key track segments 
where separating passenger rail and freight rail on 
their own track is cost-beneficial. 

• Advocate alternative operating strategies to the Class I 
railroads that will increase combined operating 
efficiencies for passenger and freight rail. 

• Give priority to projects that provide benefits to 
freight and passenger rail service. 

Source: Cambridge Systematics, Inc.; and HDR, Inc., 2006. 

Table 5 lists some of the worst choke points in the system, which 
affect many Washington State rail users, and projects that could 
help relieve these strategic choke points. 

The State should base its decisions to participate in these or simi-
lar projects, programs, and rail initiatives based on a systematic 
assessment and comparison of benefits and costs across users and 
across modes, as described further in the next policy 
recommendation. 
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Table 5. Major Choke Points in the Rail System and 
Potential Projects to Increase Capacity 

Choke Points Potential Projects 

Port of Seattle Access and Argo Yard 
Operations 

Duwamish Corridor and Second Lead 
Improvements 

Mainline access to Port of Tacoma Tacoma Tideflats Improvements:  
North Wye Connection, Puyallup 
River Crossing 

Port of Vancouver access Port of Vancouver Rail Extension 
Project 

I-5 Corridor and access to Ports of 
Kalama and Longview 

Kelso to Martins Bluff Third mainline 

I-5 Corridor Centralia-Chehalis 
Segment 

Centralia-Chehalis Rail Corridor 
Consolidation Project (Blakeslee 
Junction) 

I-5 Corridor-Everett and Delta yard 
segments 

Everett Passenger Rail Speed 
Improvements and Delta Yard 
Expansion 

I-5 Corridor-Bellingham segment Bellingham Mainline Track 
realignment 

East-West Corridor:  Stampede Pass Stampede Pass High Capacity Rail 
Improvement Project (including Lind-
Ellensburg connection) 

East-West Corridor:  Spokane 
Improvements and Spokane to 
Sandpoint Corridor 

Bridging the Valley Projects, 
including improving mainline 
capacity, 72 grade crossings, 
additional trackage, etc. 

Lack of yard capacity in South Sound 
Region 

Proposed carload consolidation 
facilities in the South Sound area. 

Congestion at Vancouver (WA) Yard, 
including safety concerns 

Vancouver Rail Project 

Seattle to Portland Freight/Passenger 
Train conflicts 

WSDOT Point Defiance Bypass 
Phase 1 Project 

Source: HDR, Inc., 2006. 
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 5.2 Policy Recommendation Two 

Policy Recommendation #2:  The State should base its decisions 
to participate in projects, programs, and other rail initiatives on 
a systematic assessment and comparison of benefits and costs 
across users and across modes. 

The assessment should: 

• Assess the benefits and costs of the projects, programs, and 
other rail initiatives for each of four major groups:  the State; 
rail users, including shippers and passengers; carriers, 
including railroads, ports, and truckers; and affected 
communities. 

• Consider qualitative and nonmonetary benefits and costs, as 
well as quantifiable benefits and costs. 

• Compare the benefits and costs for the project to the benefits 
and costs of taking no action. 

• Where appropriate, also compare the benefits and costs of the 
project to investment in other transportation modes and ser-
vice that might achieve the same goals. 

• Use the assessment of benefits and cost to determine who the 
State should partner with and how the partnership should be 
structured so that project costs are allocated in accordance 
with benefits. 

The assessment of benefits and costs should focus on the key 
measures listed in Table 6.  Using a short list of measures helps to 
simplify the assessment process and focus on the benefits and 
costs that are most important to the affected groups.  For the State, 
key measures would include jobs created or retained in the pri-
vate and public sectors, and the impact on rail-related union jobs; 
tax benefits gained through the growth of new or retained busi-
nesses; contribution to transportation system efficiency and bal-
ance; and costs.  Details on how the benefits and costs can be 
measured are provided in the technical memoranda prepared for 
the study.11 

                                                      
11 See Interim Report 2 and Task 7 Technical Memorandum for 

background information on the selection and use of the benefit and 
cost measures.  Task 8 Technical Memorandum also provides examples 
of how the assessment methodology can be applied to evaluation of a 
set of illustrative case examples. 
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One of the measures recommended for the State is a benefit-cost 
ratio.  RCW 47.76 requires that freight-rail projects be subject to a 
benefit-cost analysis.  Some states rely exclusively on a benefit-
cost analysis, but this report recommends using a benefit-cost 
ratio as one of several measures.  This allows decision-makers to 
consider specific benefit measures – such as jobs created by a pro-
ject – independent of costs. 

The measures typically included in formal benefit-cost analysis of 
rail projects are listed in Table 7.  The technical memoranda 
accompanying this report describe the process for conducting a 
benefit-cost analysis using techniques recommended by the FRA 
and adopted by other states.12  The specific techniques used to cal-
culate the benefits and costs will vary depending on the type of 
project.  WSDOT’s recent analysis of the PCC short line acquisi-
tion provides a good case study on how to apply some of the cost 
analysis techniques to freight rail projects. 

Benefit-cost analysis has not been required for Washington State 
passenger rail projects, although WSDOT has conducted cross-
modal cost analyses of passenger-rail projects, comparing the total 
cost per passenger mile for rail, highway, and air modes.  This 
report recommends conducting benefit-cost analysis for 
passenger-rail projects, as well as for freight-rail projects.  The 
analysis should compare state benefits to state costs for passenger-
rail projects and, where appropriate, alternative investments.  On-
time performance, which strongly affects intercity ridership, must 
be examined carefully when conducting benefit-cost analysis of 
passenger rail projects. 

If a freight-rail project is expected to have significant national eco-
nomic benefits that might justify Federal funding, an economic 
impact analysis should be conducted using the framework rec-
ommended by the U.S. DOT in its “Toolbox for Regional Policy 
Analysis.”13 

The results of the assessment of benefits and costs for all rail users 
should be summarized in a decision matrix.  The format for the 
decision matrix is illustrated in Table 8.  A decision matrix allows 
for direct comparisons among alternative rail project packages 
and, where appropriate, comparisons of the benefits and costs of 
alternative investments in truck and barge services for freight, and 

                                                      
12 See Interim Report 2 and Technical Memorandum 7 for summary 

information on benefits and impacts used by other states and 
organizations. 

13See “Toolbox for Regional Policy Analysis” at 
http://www.fhwa.dot.gov/Planning/toolbox/index.htm. 
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the benefits and costs of alternative investments in highway, bus, 
ferry, and air services for passengers. 

Table 6. Recommended Benefit and Cost Measures 

Rail User Benefit and Cost Measures 

State 

• Jobs created/retained (private sector, public sector, and 
impact on rail-related union jobs) 

• Tax benefits (through new or retained businesses) 

• Contribution to transportation system efficiency/ 
balance (measured in terms of reduced travel delays, 
improved system reliability, or system redundancy, as 
appropriate) 

• Environmental benefits (air pollution and water quality 
impacts) 

• Safety benefits (reduced property damage, injuries, and 
fatalities) 

• Availability of partner funding 

• Cost to State 

• Benefit-cost ratio (using recommended benefit-cost 
analysis methodology) 

Shippers 

• Business cost impact (through impact on cost of service) 

• Access to service (does project increase rail/ 
transportation service options) 

• Service reliability (on-time performance) 

• Transit time 

Passengers 

• Rail capacity for passenger trains 

• Travel costs 

• Travel time 

• Increased modal choice/access 

Railroads 

• System velocity improvements 

• Hours of train delay 

• Yard dwell time 

• Increased revenue traffic 

• Equipment availability 

Ports 
• Throughput 

• Market share 

Communities 
(Similar to 
State) 

• Environmental benefits 

• Safety benefits 

• Reduced roadway delays and truck/auto delay at grade 
crossings 

• Local jobs created or retained 

Source: Cambridge Systematics, Inc., 2006. 
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Table 7. Recommended Measures to Include in 
Estimating a Benefit-Cost Ratio 

Measure Explanation 

Transportation and Economic Benefits 

Avoided maintenance costs If the project preserves rail service, the 
no-action alternative may put more 
trucks on the highway.  This may 
produce a net positive or negative 
benefit to be evaluated based on the 
type of road affected and the cost of 
maintaining the rail line. 

Reduction in shipper costs (for 
shipments originating in State) – 
freight only 

Benefits derived from lower logistic 
costs to the shippers, which ultimately 
can lead to lower consumer prices. 

Reduction in automobile delays at 
grade crossings 

Benefits resulting from improving 
grade crossing and decreasing 
automobile delays. 

Economic Impacts 

New or retained jobs Jobs that a particular project/action 
may keep from moving out of the 
State (e.g., by construction of a rail 
spur serving a factory or warehouse, 
etc.), or new jobs that are created 
within the State.  Also to be 
considered are changes in job quality 
and pay levels (e.g., adding, losing, or 
changing union jobs).This measure 
accounts for both retained and new 
jobs. 

Tax increases from industrial 
development 

A rail action/project may foster 
industrial development that results 
ultimately in increased industrial 
property taxes to the State. 

External Impacts 

Safety improvements By diverting truck freight to rail, 
savings on highway safety 
improvements can occur. 

Environmental benefits Railroads are on average three or 
more times more fuel efficient than 
trucks.  The State can benefit from 
savings due to environmental 
improvements. 

Source: Cambridge Systematics, Inc., 2006. 
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Table 8. Sample Decision Matrix for Comparison of Alternative Rail Projects 
and Actions 

 Measures No Action Alternative A Alternative B 
Jobs    
Tax/Fee Benefits    
System Efficiency    
Environmental Benefits    
Safety Benefits    
Partner Funding    
Cost to State    

State 

Benefit-Cost    
Summary State    

Business Cost Impacts    
Access to Service    Shippers 
Service Reliability    

 Transit Time    
Summary Shippers    

Passengers Rail Capacity for 
Passenger Trains 

   

 Travel Costs    
 Travel Time    

 Increased Modal 
Choice/Access 

   

Summary Passengers    
System Velocity 
Improvements 

   

Hours of Train Delay    
Yard Dwell Time    
Increased Revenue Traffic    

Railroads 

Equipment Utilization    
Summary Railroads    

Throughput    
Ports 

Market Share    
Summary Ports    

Environmental Benefits    
Safety Benefits    
Reduced Roadway Delays    

Communities 

Local Jobs    
Summary Communities    

Pct Benefits in WA State    
National 

Other States Benefiting    
Summary National    

Source: Cambridge Systematics, Inc., 2006. 
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The decision matrix can accommodate quantitative measures, as 
well as qualitative measures.  A simplified case study of how this 
framework can be used is provided in the appendix to this report. 

Table 9 shows how the assessments of benefits and costs by 
affected group might be arrayed to determine who the State 
should partner with and how the partnership should be struc-
tured, so that project costs are allocated in accordance with 
benefits. 

The assignment of an overall assessment of benefits and costs as 
“high,” “medium,” or “low” is a process of value judgment by the 
decision-maker.  This study does not recommend a specific 
weighting scheme at this time, preferring that the initial applica-
tions of this process be as open and transparent as possible.  As 
the State gains experience in assessing and weighting the benefits 
and costs of rail projects, the Legislature may wish to direct the 
WUTC and WSDOT to adopt a formal weighting procedure, such 
as that used by the FMSIB.  The Board’s weighting scheme is 
summarized in Table 10. 

In states that conduct rail benefit-cost assessments and analyses, 
the technical work is done by a variety of different organizations 
that have responsibility for rail programs and policies.  This may 
include state DOT rail offices, separate rail agencies or commis-
sions, or policy offices at the secretarial level.  For example, at 
Florida DOT, the Rail Office is responsible for rail investment 
benefit-cost assessment and analysis; in Virginia, it is the Rail 
Division of the Virginia Department of Rail and Public 
Transportation; at Pennsylvania DOT, it is the Bureau of Rail 
Freight Ports and Waterways; and at New Jersey DOT, it is the 
Bureau of Freight Services.  At Louisiana DOTD, coordination is 
done through the secretarial Office of Intermodal Transportation, 
and at Maryland DOT, coordination is through the secretarial 
Office of Freight.  In all cases, these offices draw on the technical 
and policy expertise and advice of other state and local agencies 
involved in rail-related finance, regulation, safety, environmental 
protection, and economic development. 
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Table 9. Benefit Evaluation Cross-User Group Comparison 
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Likely Recommendation Level of Action Example 

A H H H H H State should participate, 
but only if other 
beneficiaries contribute 
appropriate share 

Consider direct 
investment and 
supporting legal and 
institutional mechanisms 

Consider sources such as 
additional dedicated 
state freight rail funds, 
Federal funding sources 
through the Safe 
Accountable, Flexible, 
Efficient Transportation 
Equity Act:  A Legacy for 
Users (SAFETEA-LU), 
and other state matching 
sources 

B H L L L H State should participate 
and be prepared to 
contribute more than 
other groups 

Consider direct 
investment and 
supporting legal and 
institutional mechanisms 

Consider sources such as 
additional dedicated 
state freight rail funds, 
Federal funding sources 
through SAFETEA-LU, 
and other state matching 
sources 

C M M M M M State should participate 
with caution and only if 
costs to do so are low 

Consider tax exempt 
financing loans or other 
methods that have 
limited costs to State, but 
benefit private industry 

Consider public-private 
partnerships, tax credits, 
and other nonfinancing 
incentives 

D L H H H L State should probably 
not participate 

State should probably 
not participate with 
financial, institutional, or 
legal mechanisms 

No state role is 
anticipated 

E L L L L L State should probably 
not participate 

State should probably 
not participate with 
financial, institutional, or 
legal mechanisms 

No state role is 
anticipated 

Source: Cambridge Systematics, Inc., 2006. 
H = High; M = Medium; and L = Low. 
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Table 10. Freight Mobility Strategic Investment 
Board Evaluation Criteria and Weights 

Evaluation Criteria Category Weight 

Freight Mobility for the Project Area 35 maximum 
Freight Mobility for the Region, State, and Nation 35 maximum 
General Mobility 25 maximum 
Safety 20 maximum 
Freight and Economic Value 15 maximum 
Environment 10 maximum 
Partnership 25 maximum 
Consistency with Regional and State Plans 5 maximum 
Cost 10 maximum 
Special Issues 8 maximum 
Total 188 points 

Source: http://www.fmsib.wa.gov. 

 5.3 Policy Recommendation Three 

Where the State determines there are sufficient public benefits 
to justify public participation in the preservation and improve-
ment of the rail transportation system, its actions should be 
guided by the following general principles: 

• Emphasize operations and nonfinancial participation in pro-
jects before capital investment – The State should give prior-
ity to preserving and improving rail transportation through 
leadership, planning, permitting, maintenance, and operations 
that leverage existing rail infrastructure and services rather 
than through capital investment. 

• Preserve and encourage competition – Investment in one rail-
road’s infrastructure can change the competitive balance 
among railroads to the detriment of the overall system.  Before 
making an investment that directly benefits only one rail com-
pany, the State should conduct a comprehensive analysis of 
competitive impacts on other rail carriers and users. 

• Target actions to encourage private investment that advances 
Washington State economic development goals – State 
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actions should influence railroad investment decisions so that 
rail improvements generate greater benefits to Washington 
State than could be achieved if the State did not invest. 

• Leverage State participation by allocating cost responsibility 
among beneficiaries – The State should not invest in the pri-
vate rail system unless the railroads and other beneficiaries 
participate in proportion to their benefits and risks. 

• Require projects to have viable business plans – Funding 
from the State should be contingent upon demonstration that 
the project proponent has rail service and customer agree-
ments in place in order to make the project financially viable. 

 5.4 Policy Recommendation Four 

Policy Recommendation #4:  The State should designate a single 
entity to coordinate and direct the State’s participation in the 
preservation and improvement of the rail transportation system.  
This entity should have the authority to negotiate directly with 
the railroads. 

The responsibility for oversight and management of Washington 
State’s rail programs and investments is divided among the 
WSDOT, the FMSIB, the Washington Community Economic 
Revitalization Board, and WUTC.  Each has knowledgeable and 
effective staff, and each carries out its mandates effectively; how-
ever, the lack of a central point of contact and coordination makes 
it difficult for businesses, communities, and the railroads to deal 
with the State, and in some cases weakens the State’s negotiating 
position. 

This situation exists in many states and is only now becoming a 
significant problem as states move to deal with increasingly con-
gested freight transportation systems and insistent demands from 
businesses and communities that they create more comprehensive 
policies and undertake larger investment programs. 

Some states have moved to address the problem by organizing 
cross-agency policy committees or by designating a single entity 
or position, such as an undersecretary of transportation to coordi-
nate state policies and programs and negotiate with shippers and 
carriers. 

Having a single entity coordinate all Washington State’s rail 
activities would give the State the ability to: 

The State Can Promote 
Operational Strategies 
That Maximize Benefits 
for Washington Rail 
Users and Communities 
• Careful scheduling to 

avoid conflicts; 
• Longer trains; 
• Consolidating primary 

switching  locations; 
• Consolidated dispatch 

center; 
• Carrier and routing 

alternatives; 
• Scheduled point-to-

point service; 
• Improved intermodal 

terminal production; 
• Reducing/eliminating 

main line work events; 
• Co-production; 
• Switching zone 

agreements; and 
• Rationalizing carload 

network with regards 
to the truck/rail 
transloading facilities, 
new carload 
gathering/distribution 
centers, and 
remarketing of 
unprofitable traffic. 
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• Represent the interests of multiple stakeholders in negotiations 
with rail carriers more effectively than would individual stake-
holders by themselves; 

• Develop strategic packages of projects and actions across the 
State that would effectively promote state interests and be 
more attractive to the rail carriers than dealing with projects on 
a case-by–case basis; 

• Represent the interests of multiple communities in resolving 
common rail issues; and 

• Work more effectively with partners in other states and at the 
national level. 

Washington State may wish to explore one or both of the 
approaches that are being taken by other states.  Any approach 
taken by the Legislature should include oversight over freight and 
passenger rail systems, both public and private, and adequate 
authority to represent the interests of the State with the carriers, 
the Federal government, and other states. 

 5.5 Policy Recommendation Five 

Policy Recommendation #5:  The State should take an active 
role in influencing and shaping the development of national rail 
policies and programs.  The State should also develop a multi-
state coalition to address rail system needs across the Pacific 
Northwest.   

The Washington State rail system is an integral part of the 
national and Pacific Northwest rail systems.  The State’s rail needs 
transcend the State’s boundaries.  The nation is entering the early 
stages of a freight transportation capacity crisis.  The 
congressionally-mandated National Surface Transportation Policy 
and Revenue Study Commission, the American Association of 
State Highway and Transportation Officials, the Association of 
American Railroads, the Congressional committee charged with 
reauthorization of the national transportation program, and other 
groups are working to address the emerging crisis and establish 
forward-looking national visions, policies, and programs for the 
rail system.  Washington State should participate actively in these 
discussions.   

As part of this process, Washington State and its neighbors should 
also establish a multistate coalition to address rail system needs 
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across the Pacific Northwest.  Washington State and its neighbors 
should use the coalition as a forum to establish their common 
needs and work with the railroads to identify, prioritize, and 
implement the most cost-beneficial regional improvements.  There 
is precedent for this in the I-95 Corridor Coalition and its Mid-
Atlantic Rail Operations Program.  The Pacific Northwest rail 
coalition could be formed as part of the newly established West 
Coast Corridor Coalition; as an independent coalition advising the 
Pacific Northwest states, the West Coast Corridor Coalition, and 
national groups; or as a formal multistate compact.  There is 
existing legal precedent for multistate compacts, which are con-
tracts among states that carry the force and effect of statutory law.  
A multistate compact could create the legal framework to develop 
policies, plans, and regulatory mechanisms for multistate rail pro-
grams in the Pacific Northwest. 

The State should use the procedures recommended in this report 
to begin to identify projects of national and regional significance.  
And it should look to national and multistate programs to help 
fund and implement these projects. 

 5.6 Policy Recommendation Six 

Policy Recommendation #6:  The State should implement the 
asset management plan developed as part of this study to gov-
ern investment and management decisions for state-owned rail 
assets. 

The guiding principles of the asset management plan are as 
follows: 

• The asset management plan should be based on a business-case 
analysis of the goals and objectives for each class of assets; 

• The plan should use clear performance measures and a moni-
toring system to determine how assets are performing; 

• Benchmarks for each performance measure should be estab-
lished based on industry standards; and 

• An inventory management system (including information 
about condition and disposition of the assets) should be 
adopted. 

The State currently owns the following classes of assets:  freight 
rail lines, freight railcars (grain cars and refrigerated cars), 
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maintenance-of-way equipment, right-of-way, passenger train sets 
and passenger service agreements (train slots).  A more complete 
inventory of these assets is provided in the full asset management 
plan.  For each class of assets, the key features of the asset man-
agement strategy are summarized in Table 11. 

Table 11. Asset Management Principles for State Rail 
Assets 

Freight Rail 
Lines  
(Short Lines) 

• State should be owner of last resort and should encourage 
private ownership and/or operation in conjunction with 
Rail Improvement Districts if public involvement is 
warranted. 

• Purchase decisions should be based on benefit-cost 
analysis. 

• Operate lines in conformance with business plan that 
specifies projected customer base and monitors 
performance measures (carloads carried, revenues earned, 
and return on invested capital) against specified 
benchmarks. 

• Implement inventory maintenance and monitoring system 
with periodic inspections and assessments of condition.  
Use annual and life-cycle costs as performance measures. 

• Third-party operating agreements should specify 
obligations of operator with respect to meeting specified 
performance benchmarks. 

Freight 
Railcars 

• Implement inventory and equipment tracking system. 

• Track location of each car (using global position systems 
where feasible). 

• Track usage by Washington State shippers, including level 
of revenue service. 

• Specify periodic condition inspections. 

• Adopt performance measures and benchmarks, including 
costs of operation and maintenance per revenue mile and 
life-cycle costs. 

Miscellaneous 
Rail 
Equipment 

• Develop inventory of equipment and conduct condition 
assessment. 

• Over longer term, consider disposal of the equipment and 
outsourcing the activity to the private sector. 

Passenger 
Train Sets 

• Continue with current Amtrak asset management program. 

• Investigate approaches to develop a sinking fund to cover 
depreciation of train sets that would be protected from use 
in meeting general fund current obligations. 

Source: Cambridge Systematics Inc., and HDR Inc., 2006. 
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Appendix A.  Benefit Assessment 
Illustrative Case Study – East-
West Capacity Projects 

As described in Section 3.4 of this report, constraints on the east-
west lines of the Washington State rail system could inhibit future 
rail traffic growth, particularly intermodal growth through the 
ports.  As an illustration of how the benefit assessment matrices 
can be used to evaluate strategic project packages, this case study 
presents an evaluation of a package to increase east-west capacity.  
A version of this case study that provides a detailed description of 
all of the calculation methodologies and data inputs, along with 
several other case studies, is included in Technical Memorandum 8. 

The projects in this package include improving Stampede Pass to 
allow for double-stack containers, and incorporating “Bridging the 
Valley” improvements for the Spokane to Sandpoint, Idaho sec-
tion.  The State must decide if it should participate in this east-
west rail capacity expansion program, and if so, at what level of 
involvement.  There are two alternatives for Washington State to 
consider in this illustration: 

• Do Nothing – Under this scenario, the State does not invest 
public funding to improve east-west capacity.  Any investment 
is done by the railroads. 

• Alternative A:  East-West Capacity Expansion Project – A 
$350 million investment, shared between the State and the rail-
roads, for selective capacity improvements.  This will add 
approximately 50 percent more capacity (from 22 to 24 trains 
per day to 34 to 36 trains per day). 

A summary of the improvements for Alternative A is contained in 
Table A.1.  Table A.2 provides the results of the benefit/impact 
evaluation of Alternative A and a No Action case.  Table A.3 pro-
vides a summary of the final assessment of benefits/impacts 
across all affected groups. 
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Table A.1 East-West Capacity Expansion:  Summary of Alternative A 

Project 

Crown cut Stampede Pass 

Construct Lind, WA to Ellensburg, WA connection 

Install 8,000-ft siding tracks to provide 20-minute headways between Auburn, WA and Ellensburg, WA 
and between Lind, WA and Spokane, WA 

Install CTC train control system overlaid with ETMS 

Grade separated the corridor from Spokane, WA to Athol, ID as suggested in “Bridging the Valley” 
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Table A.2 East-West Capacity Expansion:  Benefit/Impact Evaluation 

 Measures No Action 

Alternative A:  East-
West Capacity 

Expansion Project 
Jobs Net New Jobs = 0 Net New Jobs = 500 

Tax/Fee Benefits None None 

System Efficiency Congested Reliable 

Environmental Benefits Negative:  emissions 
from YY trains x 400 mi 
x 12,000 tons 

Negative:  emissions 
from 12 trains x 300 mi x 
6,480 tons  

Partner Funding BNSF & UP make 
improvements 

Expect railroad 
participation 

State 

Benefit/Cost n/a (Cost = $0) B/C = 0.181 
Summary State LOW MEDIUM 

Business Cost Impacts Increases due to 
increased rail cost, loss 
of service, and 
deteriorating reliability 

Improvements to 
international intermodal 
traffic; little benefit to 
WA shippers 

Access to Service Railroads disinvest from 
selected rail markets 

Improved access for 
international shippers 

Shippers 

Service Reliability Poor Reliable in short term 
Summary Shippers LOW MEDIUM 

Passengers Rail Capacity for Passenger 
Trains 

Limited to current 
services 

Potential 1 or 2 train 
expansion 

Summary Passengers LOW LOW 
System Velocity Improvements Further delays due to 

capacity issues 
Crown cutting Stevens 
Pass, installing CTC, and 
eliminating grade 
crossings will increase 
velocity. 

Hours of Train Delay Requires simulation 
analysis 

Requires simulation 
analysis 

Railroads 

Yard Dwell Time Requires simulation 
analysis 

Requires simulation 
analysis 
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Table A.2 East-West Capacity Expansion:  Benefit/Impact Evaluation 
(continued) 

 Measures No Action 

Alternative A:  East-
West Capacity 

Expansion Project 
Increased Revenue Traffic Yes 12 trains x 100 cars/train 

x $6000 car 
 

Equipment Utilization Little change Reduction in car cycle 
time; requires 
simulation analysis to 
quantify 

Summary Railroads LOW MEDIUM 
Throughput Current Capacity = XX Additional 12 

trains/day = 2400 
containers per day 

Ports 
Market Share Decline Requires complete 

analysis of West Coast 
Ports 

Summary Ports LOW HIGH 
Environmental Benefits Negative:  emissions 

from YY trains x mileage 
x 12,000 tons/train 

Negative:  emissions 
from 12 trains x 300 
miles x 6,480 tons/train  

Safety Benefits More potential train 
incidents and grade 
crossing accidents due 
to increased trains 

More potential train 
incidents; safety 
improvements from 
elimination of 20 grade 
crossing 

Reduced Roadway Delays No change. Elimination of 20 grade 
crossings 

Communities 

Local Jobs Mostly at the port; some 
increase in train crews 

Mostly at the port; some 
increase in train crews 

Summary Communities LOW MEDIUM 
Pct Benefits in WA State Requires detailed 

economic analysis. 
Requires detailed 
economic analysis 

National 
Other States Benefiting ID, IN, IL, MT, MN, NE, 

NJ, OH, PA, NY 
ID, IN, IL, MT, MN, NE, 
NJ, OH, PA, NY 

Summary National LOW MEDIUM 
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Table A.3 Summary Decision Matrix 

 No Action 

Alternative A: 
East-West Capacity 
Expansion Project 

State Low Medium 

Shippers Low Medium 

Passengers Low Low 

Railroads Low Medium 

Ports Low High 

Communities Low Medium 

National Low Medium 
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Appendix B.  Glossary 

A 

Automatic Block Signaling (ABS) – An automatic system that 
prevents two trains moving in the same direction from occupying 
the same section of track simultaneously.  As the lead train exits a 
section of track, it automatically triggers the signal to allow the 
following train to enter. 

B 

Branch Lines – A subsidiary, secondary, local, or feeder line of 
railway, which extends from the principal lines of rail traffic to 
connect to external shipping points. 

C 

Carload – 

1. Carload services are those that use a variety of railcar types to 
carry a range of commodities to a variety of customers.  They 
generally carry lower-volume, higher-weight commodities 
than Intermodal trains. 

2. A rail-car loaded to its weight or space-carrying capacity. 

Carload Manifest – Another name for mixed-carload shipments, 
or those that move a diverse range of commodities on a single 
train. 

Centralized Traffic Control (CTC) – Train movements are con-
trolled by signals, which are in turn controlled by dispatchers at a 
centralized location.  The dispatchers will generally have a com-
puterized graphical depiction of all or part of the railroad, 
allowing them to monitor train movements.  Software prevents 
conflicting signal settings that could lead to an accident. 

Class I – A railroad with average annual gross operating revenue 
of $250 million or more, in 1991 dollars.  The threshold is adjusted 
every several years by the Surface Transportation Board to reflect 
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the effects of inflation and other factors.  For example, in 2004, the 
threshold was $277.7 million. 

Class II – A railroad with average annual gross operating revenue 
of between $20 million and $250 million, in 1991 dollars.  In 2004, 
the lower and upper thresholds were $20.5 million and 
$277.7 million.  Railroads considered by the Association of 
American Railroads (AAR) as “Regional Railroads” are typically 
Class II railroads 

Class III – A railroad with average annual gross operating reve-
nue of less than $20 million, in 1991 dollars.  In 2004, the threshold 
was $20.5 million.  Local short-line railroads typically fall under 
this category. 

Commuter Rail – Urban passenger train service for local short-
distance travel operating between a central city and adjacent sub-
urbs.  Service must be operated on a regular basis by or under 
contract with a transit operator for the purpose of transporting 
passengers within urbanized areas, or between urbanized areas 
and outlying areas.  It does not include heavy rail rapid transit or 
light rail/street car transit service.  Intercity rail service is 
excluded, except for that portion of such service that is operated 
by or under contract with a public transit agency for predomi-
nately commuter services. 

Containers – Standard-sized rectangular box used to transport 
freight by ship, rail and highway.  International shipping contain-
ers are 20 or 40 feet long, conform to International Standards 
Organization (ISO) standards and are designed to fit in ships’ 
holds.  Containers are transported on roads atop a container chas-
sis towed by a tractor.  Domestic containers, up to 53 feet long and 
of lighter construction, are designed for rail and highway use 
only. 

D 

Dark Territory – Unsignalized sections of the railroad. 

Double-stack – The movement of containers on articulated rail 
cars which enable one container to be stacked on another con-
tainer for better ride quality and car utilization. 

Drayage – The movement of a container or trailer between an 
intermodal terminal and a customer’s facility for loading or 
unloading.  The vast majority of drayage takes place by truck. 
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Dynamic Capacity – The ability of a yard to receive, process, and 
dispatch traffic, generally described in trains per hour for 
receiving and dispatching, and cars per hour for switching. 

Dynamic Track Occupancy – The density or spacing of moving 
trains. 

H 

Hopper Cars – A railroad freight car that can be either covered or 
uncovered, and has doors on its sides or undersides.  Hopper cars 
are used to transport loose bulk commodities such as grain, ore, 
and coal. 

G 

Grade Crossing – A highway crossing that is at the same level 
(grade) as the rail. 

Gross State Product (GSP) – The total market value of all final 
goods and services produced for money in a state within a given 
period of time, after deducting the cost of goods and services used 
in the process of production, but before depreciation. 

I 

Integrator – Marketing companies that assume the all-in organi-
zation and handling of complete shipping orders from the con-
signor to the consignee. 

Interchange – A junction of highways on different levels that 
permits traffic to move from one to the other without crossing 
traffic streams. 

Intermodal –  

1. The use of two or more modes of transportation to complete a 
cargo move.  For example, truck/rail or truck/ship. 

2. Freight that is packed in an intermodal unit (trailer or con-
tainer) and can therefore be transferred directly from the con-
tainer ship to rail or truck for transportation.  Intermodal 
shipments generally hold higher-value, lower-weight com-
modities than unit or carload trains. 

Intermodal Units – Trailers and containers that can be trans-
ported, fully-loaded, from ship to rail or truck. 
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L 

Line-haul – The movement of a railroad unit from origin to 
destination. 

Long-haul – A freight shipment having a long distance between 
the origin and destination. 

Logistics – Movement and supply of goods through the economy 
from raw materials, through all stages of the manufacturing proc-
ess, to the final delivery of the finished product to companies and 
consumers. 

M 

Mainlines – A designation by each railroad of its own track signi-
fying a line over which through-trains pass with relatively high 
frequency.  Mainlines generally have heavier weight rail, more 
sophisticated signaling systems, and better maintenance than 
branchlines. 

Multimodal – Representing more than one mode of transportation. 

P 

Practical Capacity – This is the capacity at which trains on the 
system are all moving without incurring significant delay or 
experiencing significant operational problems.  Also defined as 
“The percentage of theoretical capacity that provides reliable and 
predictable train operation.” The rail industry considers this to be 
between 50 and 60 percent of theoretical capacity. 

R 

Railcar – Double- stack railcars vary in length from 70 to 325 feet, 
with an industry average (for purposes of estimating capacity) of 
305 feet. 270-foot railcars are better suited to the conveyance of 
international containers and are currently being developed by the 
major carriers to maximize the mainline capacity. 

Rail Capacity – The number of trains that can occupy a given 
segment of track over a given period of time. 
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S 

Short-haul – A freight shipment over a short distance between 
origin and destination. 

Shortline – A switch carrier or roadhaul carrier that is not a 
Class I carrier.  The carrier usually owns less than one hundred 
miles of track. 

Sidings – A track parallel to a main track, having switches at both 
ends, used for meeting and passing trains. 

Single-track – Rail right-of-way comprised of only one line of 
track, used by trains running in either direction. 

Static Capacity – The ability of a yard to accommodate standing 
equipment (i.e., cars that are stored, awaiting movement, or 
awaiting processing). 

Surface Transportation Board – The Surface Transportation 
Board (STB) is an economic regulatory agency created by 
Congress to resolve railroad rate and service disputes and review 
proposed railroad mergers.  Although administratively affiliated 
with the U.S. Department of Transportation, it is decisionally 
independent.  It serves as both an adjudicatory and a regulatory 
body. 

Switch – A mechanical installation enabling trains to be guided 
from one line of rail tracks to another. 

T 

TEU – See Twenty-Foot Equivalent Unit. 

Terminal – Area where docking and handling of freight takes 
place.  In the case of intermodal shipping, it is the area where 
modal transfer of containers/trailers takes place. 

Theoretical Capacity – The maximum amount of traffic that the 
infrastructure can accommodate. 

Trackage Rights – The legal right to use a rail line. 

Track Warrant Control (TWC) – A verbal authorization, usually 
with a radio, from a dispatcher to the train engineer permitting 
the train to occupy a specific section of the track.  Used in unsig-
nalized (dark territory) sections of the railroad. 
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Transload – To physically transfer commodity from one trans-
portation vehicle to another, such as unloading freight from a rail 
car into a truck.  This is a labor-intensive process that is usually 
performed manually. 

Twenty-Foot Equivalent Unit (TEU) – The unit of measure for 
international container volumes.  A 20-foot container is counted as 
one TEU, and a 40-foot container is counted as two TEUs.  The 40-
foot container is the most common type used in waterborne 
transportation. 

U 

Unit Train – A freight train composed of cars carrying a single 
type of commodity that are all bound for the same destination.  By 
hauling only one kind of freight for one destination, a unit train 
does not need to switch cars at various intermediate junctions and 
so can make nonstop runs between two terminals.  This reduces 
shipping time and shipping costs. 
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I. Executive Summary 
 

In November 2011, Communitywise Bellingham retained Public Financial Management, Inc. 
(PFM) to conduct an independent review of the potential economic impacts associated with the 
development of the Gateway Pacific Terminal (GPT) at Cherry Point.   
 
A prior study by Martin Associates, conducted on behalf of the developers of GPT, projected the 
economic benefits that would result from the development and operation of the terminal.  That 
study and a subsequent third party review of its results did not address either potential costs 
that could result from the development and operation of GPT or the degree to which the 
development of GPT could reduce potential benefits from other sources of economic 
development or job growth in Whatcom County.   
 
Our analysis suggests that the potential for cost is real.  To the extent that the development and 
operation of GPT would lead to an increase in rail traffic in Bellingham and other parts of 
Whatcom County, there would be costs to mitigate the impact – particularly given the number of 
active rail crossings in the City. 
 
The impact on other job growth and economic development strategies may be even more 
significant.  To the extent that GPT’s construction and operation could put other projected or 
planned growth at risk, it is possible that even if all of the projected employment benefits of GPT 
were achieved it could still have a net negative employment impact on Whatcom County’s 
economy.  If the development and operation of GPT led to the loss of more than 17 percent of 
projected job growth in Whatcom County between 2012 and 2021, or more than 13 percent in 
the ten year period after construction begins, the result would be a net loss in employment in 
the County.   
 
Moreover, the planned development and operation of GPT could pose a specific risk to 
redevelopment plans for the Bellingham waterfront.  State and local agencies have committed 
more than $40 million to the redevelopment of the former Georgia Pacific site in downtown 
Bellingham. The Port of Bellingham projects that over 25-30 years, redevelopment of the site 
could produce $1 billion in investment – including a net increase of 5,600 direct jobs alone.  To 
the extent that development and operation of GPT increases rail traffic, it could reduce the 
feasibility of redevelopment and projected resulting jobs. 
 
The risk of offsetting reductions in projected job growth is largely due to train traffic.  First, the 
operation of GPT would lead to a significant increase in rail traffic through Whatcom County – 
especially through downtown Bellingham.  Phase I operation would add five trains traveling to 
GPT through Bellingham on a daily basis.  Each train would be between 7,000 and 8,500 feet – 
1.3 to 1.6 miles – in length.  Additional traffic is likely due to the return of rail cars from GPT.   
 
Impacts to Bellingham – positive and negative – are significant for Whatcom County due to its 
role as the economic center of the County.  Approximately 60 percent of all employment in the 
County is in Bellingham; Bellingham businesses generate more than three-quarters of all retail 
sales and more than half of all revenue related to accommodation and food services; in 2010, 
more than half of all residential home sales occurred in Bellingham; and, despite accounting for 
just 1.3 percent of total land in the County, 36 percent of total assessed county property value 
was in Bellingham.   
 
Additional potential risks to growth beyond baseline projections are related to tourism and the 
in-migration of skilled workers and entrepreneurs to the region’s economy.  Again, these risks 
are related to both the projected increase in rail traffic and stigma associated with the transport 
of large amounts of coal through Whatcom County. 
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If the development of GPT proceeds, steps can be taken to reduce the impact of additional rail 
traffic through re-routing of rail traffic or new overpasses or changes to the street grid.  Those 
steps could reduce potential risk and thereby increase the likelihood of net economic benefits 
for Whatcom County and Bellingham.  Such steps, however, come at a cost that – to date – no 
party has assumed.  To the extent that those costs are assumed by the public, it would reduce 
the net fiscal benefit of the GPT development to the public – especially if local governments 
were asked to bear those costs. 
 
In assessing the findings of this report, different decision makers may not view the risks 
imposed by the development and operation of GPT in the same way and reach dissimilar, yet 
valid conclusions.  The purpose of the study is not to recommend a specific course of action.  
Instead, the purpose is to provide policymakers – and the public – with additional information 
about the potential economic impact to reach a better-informed decision.  With that aim, other 
communities along the rail line may find the economic analyses and risk-based approach in this 
report to be a template for undertaking their own review of the economic impact of GPT. 
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II. Introduction and Project Overview 
 
In November 2011, Communitywise Bellingham retained Public Financial Management, Inc. 
(PFM) to conduct an independent review of the potential economic impacts associated with the 
development of the Gateway Pacific Terminal (GPT) at Cherry Point.  In particular, 
Communitywise Bellingham asked PFM to assess some impacts not considered in the report by 
Martin Associates (Martin) which projected employment and other economic benefits associated 
with the development and operation of GPT. 
 
PFM is a national consulting and financial advisory firm, headquartered in Philadelphia, 
Pennsylvania, that serves public-sector clients.  With 30 offices and over 450 professionals 
located across the country, PFM is the nation’s leading provider of independent government 
financial advisory services.  Throughout the remainder of this report, the professionals 
representing PFM in this engagement will be referred to as the project team or PFM. 
 
To facilitate its work on this report, the project team spent four days in Washington conducting 
meetings in Bellingham, Olympia, and Bellevue.  During this time, the project team met with 
over 50 people representing a diverse set of interests, viewpoints, and backgrounds – including 
representatives of SSA Marine (SSA), the State of Washington, Whatcom County, the City of 
Bellingham, the Port of Bellingham, the Whatcom County Chamber of Commerce, Northwest 
Washington Central Labor Council, not-for-profit entities, and local businesses.  The meetings 
provided an opportunity for the project team to ask questions, receive information, seek 
clarification, and obtain verification of its approach, assumptions, and analysis. 
 
The project team met with the SSA representative in Bellingham and a representative of SSA 
was invited to – and did – participate in the project team’s meeting with state officials in 
Bellevue.  The project team welcomed the opportunity to include SSA and saw two distinct 
benefits from their participation: 1) an opportunity to understand SSA’s process and views; and 
2) provide the opportunity for SSA to raise concerns with the project team’s approach and 
methodologies.  On more than one occasion, SSA offered to provide additional information to 
aid in the study.  Unfortunately, SSA subsequently declined to provide information or additional 
input.   
 
To supplement the meetings described above, the project team reviewed extensive 
documentation including documents regarding the development of GPT, demographics and 
economic data for the City of Bellingham, Whatcom County, and State of Washington, and 
academic and professional research pertinent to this report.  Sources of data and information 
are cited throughout this report in footnotes. 
 
The projected benefits of GPT have already been the subject of a prior study – the Martin 
study.1  In addition, SSA retained Finance & Resource Management Consultants, Inc. (FRMC) 
to review methodologies used in the Martin analysis, and that review produced a different set of 
projected economic impacts.  While our report includes a discussion of the findings and 
underlying assumptions in the Martin study and FRMC’s review, it does not attempt to calculate 
– for a third time – projected job, economic activity and tax revenue benefits that might be 
realized from the completion of GPT.   
 
A traditional economic impact analysis presents projections of benefits based on known or 
assumed inputs to an economic model.  A cost-benefit analysis calculates offsetting costs that 
would be necessary to realize those benefits.  In this report, we provide what we hope is a 
broader look at overall benefits and costs as well as a discussion of risk and uncertainty related 
to costs and benefits. In particular, we identify the degree to which proceeding with 

                                                      
1 The project team discloses that PFM has previously engaged in collaborative work with Martin Associates on behalf of other 
clients. 
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development and operation of GPT might impose risks to other potential economic growth in 
Bellingham and in Whatcom County.  Understanding those risks – and any uncertainty related 
to costs and benefits – should allow policymakers and the public to make a more informed 
decision on the merits of the project. 
 
Thus, this report attempts to answer the following questions: 
 

 What are the projected economic benefits of GPT? 
 Are there assumptions or other factors related to the development of GPT that should 

be considered in assessing the economic impact of GPT on Whatcom County? 
 Are there potential costs that might be borne by the public in the development of GPT 

that could offset projected economic benefits? 
 Would the development of GPT create a risk for other potential economic growth 

strategies in Whatcom County? 
 What should the public and policymakers understand about the risks, the potential to 

mitigate those risks and uncertainty related to potential costs and benefits? 
 
This study is presented to contribute to the public discourse by presenting additional information 
for consideration as policy makers and the public consider the development of GPT.  With that 
goal in mind, other communities along affected rail lines may find it useful to build upon the work 
contained in this document or use a similar methodology to understand the specific potential 
risks to their respective communities and the resulting economic impacts due to the 
development of GPT. 
 
This report should not, in any manner, be construed as taking the place of the scoping process 
of the Environmental Impact Study (EIS), the EIS itself, or any other formal review of the project.  
As such, the failure to consider certain issues as part of this report and analysis should not be 
inferred as dismissing the importance of those issues.  As with any such review, individual 
components of our analysis rely on the validity, accuracy, and comprehensiveness of the 
information supplied to us, and projections of future events and outcome are inherently 
uncertain and subject to change.  Similarly, time and resources limit the ability to consider all 
factors. 
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III. Gateway Pacific Terminal 
 
Overview 
 
SSA Marine (SSA) through one of its subsidiaries – Pacific International Terminals, Inc. (PIT) – 
is proposing to develop Gateway Pacific Terminal (GPT) in Whatcom County.2  In February 
2011, PIT submitted a Project Information Document (PID) to the State and Whatcom County 
“to provide the public, the [multi-agency permitting team], decision-makers, and other 
stakeholders, including affected Native American Tribes, with a detailed description of the 
proposed project, the potential environmental effects of the project, and measures incorporated 
into the proposed project to reduce such effects.”3 
 
According to the project’s website, the port is to be developed in a naturally occurring deep-
water location and will be a full-service dry bulk commodity export-import facility on 1,092 acres 
in the Cherry Point Industrial Urban Growth Area. This area is zoned for heavy-impact industrial 
use and is located near the BP Refinery and INTALCO facility.  The website indicates GPT 
would be the largest facility of its type on the west coast of the United States, capable of 
handling up to 54 million metric tons per year of dry bulk commodities.4 
 
GPT is designed to accommodate ‘capesize’ ships in order to allow for the movement of the 
forecasted volume of dry bulk commodities.  Capesize ships, which take their name from the 
fact that they are physically too large to fit through locks of either the Panama or Suez Canals 
and therefore must travel via Cape Horn or Cape of Good Hope, are capable of carrying up to 
250,000 dead weight tons of cargo.  Due to the natural deep-water at Cherry Point, the 
development does not include the need for dredging.5  The facility is being built to 
accommodate 1 to 9 loaded trains per day that will travel to Cherry Point on the Burlington 
Northern Santa Fe (BNSF) rail line. 
 
In addition to deep water access and projected tonnage, the Cherry Point location provides an 
additional benefit to PIT due to its proximity to Asia – and growing importers like China and 
India – when compared to other US ports.  The result is a shorter duration (and associated 
lower cost) to deliver/return cargo.   
 
In February 2011, SSA and Peabody Energy (Peabody) announced an agreement to initially 
export up to 25 million metric tons of Powder River Basin (PRB) coal per year through GPT.  
Peabody, the world’s largest private-sector coal company, is the leading coal producer in the 
PRB.  The agreement provided Peabody with rights to throughput over the life of the operation 
of GPT and the ability to expand capacity in future years.6 
 
Proposed Phasing of Construction and Operations 
 
The PID outlines two construction development stages.  According to the PID, SSA (PIT) 
projects construction of the first phase to begin in 2013 – “when all required federal, state, and 
local permits and authorizations have been obtained and environmental review under the 
[National Environmental Policy Act (NEPA)] and [State Environmental Policy Act (SEPA)] has 

                                                      
2 SSA is a division of holding company Carrix, the largest US owned and privately held container terminal operator and cargo 
handling company in the world.  In 2007, Goldman Sachs Infrastructure Partners acquired a 49 percent share of Carrix. The project 
team uses the abbreviations ‘SSA’ and ‘PIT’ throughout this report. 
3 PID, p. 1-1. 
4 Pacific International Terminals, Inc. Project Information Document, February 28, 2011, p. 4-1. The PID indicates GPT construction 
would occur in two phases.  The first phase would allow for capacity of 25 million metric tons per year.  At full build-out – after phase 
2 – GPT would be designed to handle up to 54 million metric tons per year. 
5 Hhttp://www.gatewaypacificterminal.comH (accessed January 4, 2012). 
6 Peabody Energy Press Release, February 29, 2011. 
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been completed.”7  SSA (PIT) estimates that the first construction phase will be complete by 
2015 and the second phase complete by 2017.  After the completion of the first phase, GPT 
would have capacity to handle 25 million metric tons of dry bulk commodities per year.  The 
second phase would only begin if sufficient demand is present to handle an additional 29 million 
metric tons per year.  If so, construction of phase two would begin after the first phase is 
completed and operational.  After the completion of the second phase, GPT would be at its 
maximum throughput capacity of 54 million metric tons per year. PIT estimates that construction 
cost for both phases will total $665 million.  
 
Economic Impact Overview 
 
The project team reviewed the Martin study regarding the development of GPT8 and the FRMC 
review of Martin’s methodologies.9  Martin and FRMC data were produced using input-output 
models, though the model types varied.   
 
Martin Associates Analysis 
 
Martin used the BEA’s Regional Input-Output Modeling System (RIMS II) multiplier for 
construction activity in Whatcom County.10  Martin arrived at an estimate of 7.4 million person 
hours supported by direct phase one construction (based upon input construction costs of $536 
million) and 10.1 million person hours of indirect and induced activity.   
 
The analysis estimated that the operation of the terminal upon completion of phase one would 
create 294 direct jobs and 569 induced and indirect jobs, for a total of 863 jobs.  Among the 294 
direct jobs, the report estimated 170 would be members of the International Longshore and 
Warehouse Union (ILWU), 46 would be railroad-related, 32 would be in maritime services, 29 
would be terminal operators, and 17 would be for pilots and tugs.  The Martin report also 
estimated that upon completion of phase one construction, GPT’s operation would annually 
generate approximately $12.0 million of local purchases and the total state and local tax 
benefits associated with phase one operation would be approximately $8.1 million per year.  
 
FRMC Review of Martin Methodology 
 
FRMC used the Impact Analysis for Planning (IMPLAN) modeling system to generate its 
employment estimates.  FRMC used this input-output model to assess the assumed economic 
impact of phase one construction costs of $536 million.  The IMPLAN model yields a total that is 
reported in person hours, but also described person hours in worker years; FRMC assumed 
2,080 hours worked as a worker-year.11  IMPLAN calculations for phase one construction 
yielded an estimate of 6.85 million person hours of direct employment and 5.48 million hours of 
induced and indirect employment.   
 
FRMC used Martin’s estimate of direct jobs created by operation of the terminal and estimated 
that 576 induced and indirect jobs would result, for a total of 870 jobs.  The FRMC and Martin 
analyses differ on the potential induced and indirect employment attributable to phase one 

                                                      
7 PID, p. 4-1.  The US Army Corps of Engineers, the WA Department of Ecology, and Whatcom County will conduct a coordinated 
environmental review under the NEPA and SEPA.  The US Army Corps of Engineers has determined that an EIS is required.  
Additional information regarding these processes may be obtained at: 
 Hhttp://www.ecy.wa.gov/geographic/gatewaypacific/ 
 Hhttp://www.co.whatcom.wa.us/pds/plan/current/gpt-ssa/index.jsp 
8 Martin Associates, “The Projected Economic Impacts for the Development of a Bulk Terminal at Cherry Point.” July 2011. 
9 Finance & Resource Management Consultants, Inc., “Review of Martin Associates Economic Impact Study.” October 2011. 
10 The BEA indicates that, “RIMS II provides users with five types of multipliers: final-demand multipliers for output, for earnings, 
and for employment and direct-effect multipliers for earnings and for employment.” 
11 A person working a 40 hour week for 52 weeks a year will work 2,080 hours. 
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construction.  The FRMC estimate of indirect and induced jobs is 45.7 percent below that of 
Martin’s assessment.  Due to this difference, and a slightly smaller direct jobs estimate (7.5 
percent less), the FRMC estimate for total person hours is 29.5 percent below the Martin 
assessment.12  As FRMC notes, the variance could be due to classifications used as well as the 
different input-output models used in each analysis.  
 
SSA (PIT) Projection 
 
SSA (PIT) projects that during construction of the first phase, GPT would create approximately 
3,600 job years per year and provide $74 million in tax revenue for state and local governments 
during the estimated two-year construction period.13  This includes 1,700 direct job years14 and 
1,900 indirect15 and induced job years annually.16 
 
Once operating, after the first phase of construction, SSA (PIT) projects that GPT will provide 
over $8 million per year in state and local tax revenues as well as create 867 ongoing jobs (294 
of which are direct jobs).17 
 
If there is demand for additional capacity, SSA (PIT) projects that the second construction 
phase of GPT would create an approximate addition of 840 job years18 annually and provide an 
additional $18 million in tax revenue for state and local governments during the estimated 
construction period.  This phase would include approximately 400 direct job years19 and 440 
indirect and induced job years annually.20 
 
At full operation upon completion of the second phase, SSA (PIT) estimates GPT would provide 
over $11 million per year in state and local tax revenues as well as create 1,250 ongoing jobs 
(430 of which are direct jobs – including the original 294 direct jobs from the operation of phase 
one).21  SSA (PIT) projects the direct jobs to pay an annual average wage of $94,900.22 
 
There is an important distinction to be made between the discussion of job years during the 
construction phases and permanent jobs projected to be created during operation of the 
terminal.  Construction jobs are temporary in nature because once a structure or entity is built 
and operational, the construction ceases.  On the other hand, jobs created during terminal 
operation are projected to be ongoing – and thus more likely to have a permanent impact on the 
local economy. 
 
Martin and FRMC both discuss person-hours and do not convert the person-hours to ‘jobs’ 
because the length of the construction period is uncertain.  As FRMC notes, the person-hours 

                                                      
12 FRMC’s review of phase two estimates of construction direct jobs and induced and indirect jobs resulted in similar divergences 
from Martin; most notably in induced and indirect jobs. 
13 Job years includes direct, indirect and induced jobs.  The information below sets forth the employment impact projections that 
appear on the GPT website: the employment impact is an average of the Martin and FRMC estimates.  Where employment 
estimates, timing, or other details diverge from the PID, the project team represents the figures provided on the GPT website 
because those figures appear to have been more recently revised and the PID is a static document from February 2011. 
14 SSA (PIT) defines direct jobs are those jobs directly generated by the construction of the terminal.   
15 SSA (PIT) defines indirect jobs as those jobs that are created locally due to purchases of goods and services by firms for the 
construction of the Terminal.   
16 SSA (PIT) defines induced jobs as those jobs that are created throughout the local economy because individuals directly 
employed by the activity at the terminal will spend their wages locally on goods and services (i.e. food, housing and clothing). 
17 Includes direct, indirect, and induced jobs. 
18 This figure is the average of the Martin and FRMC estimates. 
19 This figure is the average of the Martin and FRMC estimates. 
20 This is the average of the Martin and FRMC estimates. 
21 These figures include the phase one job years (867) and revenues ($8 million). 
22 Hhttp://gatewaypacificterminal.com/economic-benefits/creating-new-jobs/H (accessed January 4, 2012). 
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number is difficult for a typical individual to interpret.  FRMC suggests a “conversion of person 
hours to job years (i.e. the number of workers it would take to build the project in one year), 
which can be used as well in place of the number of ‘jobs’ and would make the findings 
generally more interpretable.”23  The project team uses job years to discuss potential 
employment during construction, not ‘jobs.’ 
 
One way to think about this is over a fixed period of time.  Over a 10 year period, based on the 
projections provided by SSA (PIT), construction and operation of phase one would lead to: 
 

 3,400 direct job years and 3,800 induced and indirect job years during the two year 
construction phase 

 294 direct jobs per year and another 573 induced and indirect jobs per year – a total of 
2,352 direct job years and 4,584 indirect and induced job years during the first eight 
years of operation 

 
Taken together, based on SSA’s (PIT’s) projections, GPT would produce the equivalent of an 
average of 575 direct jobs and 838 indirect and induced jobs per year during the first 10 years 
of construction and operation. 
 
Assumptions and the Impact of Projected Economic Benefits on Whatcom County  
 
The project team did not review – and therefore has no basis for questioning – the methodology 
utilized by Martin Associates or FMRC.  Nor did we conduct our own independent impact 
analysis.  In considering the projected economic benefits of the GPT project, however, it is 
important to understand some of the underlying assumptions of those projections and the 
resulting impact specifically on Whatcom County. 
 
Phase I Construction Jobs are Unlikely to be Created Until 2016 and Permanent Jobs are 
Unlikely to be Created Until 2018 
 
Critical data and assumptions were provided to Martin Associates by SSA (PIT) including the 
projected construction phasing, projected cost of construction, projected terminal employment, 
throughput assumptions, and salary ranges for select terminal employees.   
 
SSA (PIT) provided Martin with a timeline that assumed terminal operations begin in 2015, with 
permitting completed in 2012 and construction beginning in 2013.24  The timeline, however, is 
subject to change.  First, representatives of SSA suggested that actual construction would 
depend on contractual guarantees for throughput.  Second, the timing of construction depends 
on the completion of the EIS process.  State officials told the project team that the scoping 
process for the EIS is likely to begin in the first or second quarter of 2012. 
 
The scoping process and the final EIS must both be completed before the projected two-year 
construction timeline begins.  While some officials estimated the EIS could be completed within 
two years, a greater number of parties suggested the process could take up to four years to 
complete.  As a result, construction jobs would not be created until 2016 and permanent jobs 
would not be created until 2018. 

  

                                                      
23 FRMC, p.3. 
24 Martin, p. 1. 
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Most, but not all, GPT Jobs Will Go to Whatcom County Residents 
 
Even if all SSA (PIT) projected job gains are realized, not all jobs created as a result of the 
construction and operation of GPT will go to residents of Whatcom County.   
 
During the construction of large scale projects, it is typical that a significant number of workers 
come from other parts of a region (or nationally) – on a temporary basis – to the project location 
for short-term work assignments.  Our understanding is that construction of GPT would be the 
subject of a project labor agreement (PLA) with local labor unions, guaranteeing that all work on 
the site goes to a unionized labor force.  PLAs appear to reduce the use of non-local labor on 
major construction projects, both through explicit local hiring requirements and by reducing the 
use of ‘independent contractors’ as part of the labor force.25 
 
The ability to staff the construction phase of the project will depend upon the capacity of the 
local construction workforce.  Based on the number of job years and the projected construction 
period, phase one of GPT construction will require approximately 1,700 construction workers 
per year.  Peak construction employment in the Bellingham MSA reached 6,310 in 2006 – some 
1,900 more construction jobs than in 2010.26  The combination of the PLA and existing capacity 
in the local construction workforce suggests that the majority of construction jobs during phase 
one will be held by local workers. 
 
Yet, even if a PLA requires that all – or most – workers on the construction of GPT are local 
residents, it would have no effect on the share of induced and indirect jobs during construction, 
direct jobs during operation or induced and indirect jobs during operation going to non-Whatcom 
County residents.27  Currently, among the general workforce, approximately 21.0 percent of 
jobs in Whatcom County are held by non-Whatcom County residents.  This could suggest a 
similar percentage of induced and indirect jobs from GPT construction – as well as direct, 
induced, and indirect jobs from GPT operation – would go to non-Whatcom residents.28   
 
Most GPT Tax Revenue Will Go to the State, Not Local Government 
 
The Martin report defines the tax impact as “tax payments to the state and local governments by 
firms and by individuals whose jobs are directly dependent upon and supported by (induced 
jobs) activity at the bulk terminal.”29  Thus, projected tax benefits include taxes that are the 
direct result of the construction and operation of GPT – such as sales tax related to goods 
purchased during construction – and taxes that are the result of indirect and induced economic 
activity – such as property taxes paid by individuals who are employed as a result of jobs 
created by GPT’s activity. 
 
Martin used SSA’s (PIT’s) estimated phase one construction cost ($536 million) to project state 
and local tax impact of $74.4 million.  Similarly, SSA’s (PIT’s) projected annual throughput of 25 
million metric tons (upon completion of phase one construction) was used to project the 

                                                      
25 See, Uyen Le and Lauren Applebaum, “Project Labor Agreements in Los Angeles: The Example of the Los Angeles Unified 
School District,” UCLA Institute for Research on Labor and Employment, December 2011 at 
Hhttp://www.irle.ucla.edu/publications/pdfs/ResearchBrief11.pdfH.  
26 US BLS OES 2000-2010 data. 
27 In understanding the effect of the project on local employment, it is worth noting that not all directly created jobs will go to 
individuals who are currently unemployed.  In fact, as is the case with many new jobs, the likely beneficiaries are individuals who are 
already currently working.  See: Geoffrey C. Ho, Todd L. Pittinsky, Margaret Shih, Daniel J. Walters. “The Stigma of Unemployment: 
When joblessness leads to being jobless.” UCLA Institute for Research on Labor and Employment, December 2011.  Thus, 
employment projections measure the net impact – i.e. by creating new vacancies in other positions, the effect will be to create a net 
increase in employment. 
28 US Census Bureau 2009 OnTheMap data. 
29 Martin, p. 3. 
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associated state and local tax impact of $8.1 million.30  These tax revenue projections are 
based on both direct activity related to the terminal and related economic activity.  
 
Most tax benefits from the project will likely go to the state, rather than to local governments.  
Every state has a different tax structure.  Nationally, in 2009, state governments received 56.3 
percent of general revenue tax dollars that were collected by state and local governments.  In 
most states – all but five – state tax share exceeded local government share.  In Washington, 
60.8 percent of general tax revenue went to the state government.31 
 
The precise division of revenue generated by GPT will depend, to a certain degree, on the types 
of tax revenue generated by the project. 
 
Sales and property tax revenue are among the largest sources of revenue for both state and 
local governments in Washington.  Washington does not have a state personal or corporate 
income tax.   
 
According to the City of Bellingham – the largest city in the Whatcom County and the location of 
60 percent of total jobs in the County – 75 percent of sales tax revenue collected in the 
Bellingham goes to the State of Washington; 10 percent goes to the City; 7 percent goes to the 
Whatcom Transportation Authority; 2 percent each goes to Whatcom County and the 
Transportation Benefit District; and 1 percent each goes to jail construction, the criminal justice 
fund, EMS, and the County mental health tax.  Statewide, general sales tax revenue (not 
including taxes on alcohol, tobacco, gasoline or utilities) accounted for 21.7 percent of local 
government tax revenue in Washington in 2009.32 
 
According to the Whatcom County 2011 Tax Book, approximately 33 percent of all property tax 
revenue goes to school districts; 24 percent goes to the State; 11 percent goes to both the City 
and the County; 7 percent goes to road districts; and 6 percent goes to fire districts.  No other 
entity receives more than one percent of property tax revenue.  Statewide, property tax revenue 
accounted for 59.8 percent of local government tax revenue in Washington in 2009. 
 
Based on the above information, and accepting the SSA (PIT) tax revenue projections, it is 
possible to roughly model likely revenue flow during the first decade of construction and 
operation of Phase I: 

  

                                                      
30 Martin, p.3. 
31 US Census Bureau, 2009 Annual Surveys of State and Local Government Finances. 
32 City of Bellingham, obtained from: Hhttp://www.cob.org/documents/finance/publications/sales-tax-distribution.pdfH. 
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Ten-Year Revenue Projection (all dollars in millions)33 

Year 1 2 3 4 5 6 7 8 9 10 
Total State and Local 
Revenue $37.0 $37.0 $8.0 $8.0 $8.0 $8.0 $8.0 $8.0 $8.0 $8.0 

State Revenue $22.5 $22.5 $4.9 $4.9 $4.9 $4.9 $4.9 $4.9 $4.9 $4.9 
Local Revenue $14.5 $14.5 $3.1 $3.1 $3.1 $3.1 $3.1 $3.1 $3.1 $3.1 

Local Property Tax 
Revenue34 $8.7 $8.7 $1.9 $1.9 $1.9 $1.9 $1.9 $1.9 $1.9 $1.9 

Schools $3.8 $3.8 $0.8 $0.8 $0.8 $0.8 $0.8 $0.8 $0.8 $0.8 
County Government $1.3 $1.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 
City Government $1.3 $1.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 
Road District $0.8 $0.8 $0.2 $0.2 $0.2 $0.2 $0.2 $0.2 $0.2 $0.2 
Fire District $0.7 $0.7 $0.1 $0.1 $0.1 $0.1 $0.1 $0.1 $0.1 $0.1 

Local Sales Tax Revenue $3.1 $3.1 $0.7 $0.7 $0.7 $0.7 $0.7 $0.7 $0.7 $0.7 
City35 $1.4 $1.4 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 $0.3 
County (including WTA, 
Jail, Mental Health, 
CJ,EMS) 

$1.8 $1.8 $0.4 $0.4 $0.4 $0.4 $0.4 $0.4 $0.4 $0.4 

                                                      
33 Just as not all employment will go to Whatcom County residents, at least some of the local tax revenue will likely go to cities, 
counties and districts outside of Whatcom County. 
34 Does not include property tax revenues that go to support State entities. 
35 Does not include Transportation Benefit District revenue. 
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IV. Potential Public Costs Related to Development and Operation of 
Gateway Pacific Terminal 

 
The PID outlines infrastructure costs in the immediate area surrounding the GPT at Cherry 
Point.  Issues such as at-grade rail crossings – meaning they are on the same level as vehicular 
traffic – and traffic congestion are detailed.  The PID also suggests that the operational cost 
impacts in the immediate area of Cherry Point may be minimal – with greater instance during 
construction phases than operational phases.36 
 
The PID does not address infrastructure-related costs along this rail line (either in Bellingham or 
other communities through which it travels) such as crossings, improvements, realignments, 
bypasses, overpasses, and separations.  The PID mentions that the Bellingham Subdivision 
main line connects to the Cherry Point Line (Railway Custer Spur).37  The Bellingham 
Subdivision main line is operated by BNSF and, as its name indicates, runs through Bellingham 
– much of the way along the waterfront.   
 
Bellingham, as the hub of retail activity in the County, may have a greater use of its public 
infrastructure due to the development of GPT (roads, water and sewage systems, etc.) than 
other areas of the County.  Without a consistent revenue stream to offset increased costs, the 
City, and potentially other communities along the BNSF railway, could face increased budget 
pressures in an already strained fiscal environment. 
 
Rail crossing data from the Federal Rail Administration (FRA) indicate there are 29 active rail 
crossings in Bellingham on the BNSF rail line in question.38  Of the 29 crossings, 2 are private 
crossings, 24 are public crossings, and 3 are pedestrian crossings.  Of the public crossings, 16 
are at-grade crossings and the other 7 are over/underpasses.   
 
According to a 2009 report prepared for the Washington Department of Transportation (DOT) 
and Washington Public Ports Association, in 2008, an average of 15 trains per day traveled 
north from Everett on the BNSF line.39  The report indicates the line has a maximum capacity of 
18 trains per day.  By 2028, the report projects that maximum capacity would be 30 trains per 
day and traffic would be approximately 24 trains per day.   
 
The PID indicates that upon completion of Phase I and operation of the GPT, an additional 5 
loaded trains will travel to GPT along the train route through Bellingham on a daily basis.  The 
PID states up to 9 loaded trains are projected to arrive on a daily basis upon completion of 
Phase II.40  There may be additional rail traffic attributable to empty/unloaded trains returning 
from GPT.   
 
SSA (PIT) anticipates servicing GPT using 7,000 foot-long trains (approximately 1.3 miles) and 
eventually 8,500 foot-long (approximately 1.6 miles) trains may be used.41  The PID makes no 
mention of the potential infrastructure costs to remediate infrastructure and other service issues 
such as at-grade rail crossings, traffic congestion, access issues for business and commerce, 
access issues for recreational parks, or related issues.  Similarly, the PID does not discuss 
additional operation costs such as maintenance, emergency management, and public safety 
along the rail line.   

                                                      
36 PID, pp. 5-91 – 5-130. 
37 PID, p. 5-103. 
38 FRA data available at: Hhttp://safetydata.fra.dot.gov/OfficeofSafety/publicsite/crossing/crossing.aspx 
39 BST Associates, HIS Global Insight, and Mainline Management, Inc. “2009 Marine Cargo Forecast – Technical Report.” March 
23, 2009.  A June 2011 study by Cascadia Center for Regional Development indicates that BNSF reports an average of 15 trains 
per day.  
40 PID, p. 4-51. 
41 PID, p. 4-31. 
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The project team met with Bellingham City officials and discussed the potential costs and 
challenges associated with increased rail traffic along the rail line.  City officials identified three 
primary points of concern.   
 
First, access to certain areas of the waterfront could be severely restricted or cut off.  From a 
public use standpoint, this could be a concern as residents and tourists routinely use the City’s 
parks and trails for recreational activities.  Additionally, public safety and emergency service 
access to the waterfront could be jeopardized if a train was stopped or moving slowly through 
the rail line that separates some portions of the waterfront from the rest of the City. 
 
A second concern was the safety of the rail crossings in the City.  Many of the rail crossings in 
the City are ‘at-grade.’  Traffic delays, and increased traffic and use of side streets as a result of 
increased rail traffic (and longer trains) may cause greater wear and tear on main thoroughfares 
and alternate roads, a higher need for traffic management and direction activities, and overall 
challenges to move throughout the City (particularly in and around the waterfront area).  Absent 
any mitigation, there is concern that the City’s costs will increase and ease of transportation 
may suffer. 
 
The third concern was noise impact for residents and businesses in Bellingham.  Rail traffic 
results in two different types of noise.  Some noise is experienced as a result of vibrations due 
to train movement and most greatly affects residents living close to the rail line.  As trains pass 
through Bellingham, they are also required to use their horns as a safety precaution going 
through at-grade crossings. 
 
Fully addressing these concerns would require infrastructure investments to eliminate at-grade 
crossings through the creation of either overpasses or re-routing of the rail line.  Absent detailed 
engineering studies, the total cost of these investments is outside the scope of this report. 
 
Noise reduction – related to train horn use – could be achieved through the creation of quiet 
zones pursuant to Federal Railroad Administration (FRA) rules.  A September 2007 study 
prepared for the City of Bellingham notes that "[I]mplementing a quiet zone will not guarantee 
that the train will stop blowing its horn at all times and in all situations.  A quiet zone will only 
reduce the train horn noise." 
 
Quiet zones would require capital investments – gates and signage – and maintenance.  The 
2007 report evaluated the creation of two quiet zones in Bellingham – a Fairhaven zone (5 
grade crossings) had a projected capital cost of $1.3 to $2 million.  A waterfront zone (7grade 
crossings) had a projected capital cost of $1.4 to $3.5 million.  At the time, there was also a 
projected annual maintenance cost of $5,500 per crossing, per year. 
 
It remains unclear what party or parties would be responsible for bearing these costs – both in 
and around Cherry Point and in communities like Bellingham along the rail line that would 
require mitigation for commercial, public, or safety interests. 
 
The project team spoke with County officials, who indicated the County would not pay for any 
mitigation-related expenses.  SSA (PIT) does not address such costs in their PID outside of the 
immediate Cherry Point area.  Thus, mitigation costs and/or the associated economic and 
quality of life losses likely to occur absent mitigation could be borne by the communities along 
the rail line and would reduce the net fiscal benefits – offsetting the projected local government 
tax revenue discussed in the prior section. 
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V. GPT Related Risks to Economic Development 
 
 
To address the question of whether development and operation of GPT would put at risk other 
economic development, it is important to understand the recent economic history of Bellingham 
and Whatcom County.42 
 

 Employment: From 2001 to 2010, the Bellingham MSA’s rate of job growth was almost 
four times the state rate.  The Bellingham MSA (Whatcom County) added 8,100 non-
farm jobs – an 11.6 percent increase.  Statewide, non-farm jobs grew by 3.0 percent. 
Compared to the state, the Bellingham MSA grew jobs at a greater percentage or shed 
jobs at a smaller percentage for every super-sector for which data were available. 
 

 Population Growth: From 2000 to 2010, Bellingham and Whatcom County both grew in 
population by slightly more than 20 percent – greater than the State’s growth rate of just 
over 14 percent. The US Census Bureau reported Bellingham’s 2010 population as 
80,885, an increase of 13,714 individuals from the 2000 Census.  Whatcom County’s 
2010 population of 201,140 represented an increase of 34,326 from the 2000 Census.  
Migration played in important role in driving the increase.  New residents – most from 
other parts of Washington, but significant numbers from other states as well – brought 
new income with them: IRS data suggest that Whatcom County realized a net growth of 
over $172.3 million in aggregate Adjusted Gross Income (AGI) from migration between 
2004 and 2010.   

 
 Income and Wages: Whatcom County’s inflation adjusted per capita income has 

consistently been below both the State and US averages since 1969.  Average 
earnings per job in Whatcom County have consistently lagged the Washington average 
since 1987 when the data set began; Whatcom County also remained below the State 
and US average earnings per job, while Washington has been largely been near or 
above the national average.  Between 2000 and 2008, however, Whatcom County’s per 
capita income grew at a compound annual growth rate (CAGR) of nearly double that of 
the nation and significantly greater than the State. Whatcom County’s CAGR was 2.1 
percent; US CAGR was 1.1 percent, and Washington’s CAGR was 1.3 percent. 
 

 Bellingham’s Importance to the Regional Economy:  Approximately 60 percent of jobs in 
Whatcom County are located in Bellingham and the City accounts for approximately 76 
percent of all retail sales in Whatcom County.  Bellingham – with just over 1 percent of 
the County’s total square miles also accounts for nearly 36 percent of the County’s total 
assessed value of real property.   

 
The State of Washington currently projects that population will grow in Whatcom County at an 
average annual rate of 1.5 percent between now and 2030.  Similarly, the State projects 
employment growth in Whatcom County at a rate that would lead to 15,000 new jobs in 
Whatcom County by 2021.  These projections are based, in part, on the County’s relative 
economic strength over the last decade.   
 
 
 

                                                      
42 The project team reviewed economic data for the State of Washington, Whatcom County, and Bellingham and analyzed the data 
to quantify several important economic factors.  In certain instances, data are only available for Whatcom County and/or the 
Bellingham metropolitan statistical area (MSA) (the MSA is defined as Whatcom County) and not at the City level for Bellingham.  In 
these cases, City-level data are not included.  Additional detail and content are available in the appendices of this report and specific 
sources for the economic findings are detailed in footnotes to those appendices. 
 



    

Understanding the Potential Impact of GPT  GPT Related Risks to Economic Development 
Communitywise Bellingham Page 17                                        
 

 
Assessing Risks 
 
A more detailed analysis might identify other potential risks, but for the purposes of our analysis 
we focus on three possible GPT-related scenarios that would put economic growth in 
Bellingham and Whatcom County at risk: 
 

 Development and operation of GPT could reduce the projected baseline growth in 
population and employment 

 Development and operation of GPT could reduce the possibility of redevelopment of the 
Bellingham waterfront 

 Development and operation of GPT could limit potential population and job growth 
related to tourism, in-migration of skilled workers and entrepreneurs 

 
Rail Traffic 
 
An increase in rail traffic through Bellingham resulting from the operation of GPT discussed 
above could increase the likelihood of all three of the risk scenarios.  An increase in rail traffic 
could: 
 

 Limit access to and redevelopment of the waterfront, its businesses, and recreational 
areas for residents and visitors 

 Increase noise and nuisance making Bellingham less of a livable city and less attractive 
to tourists 

 Reduce the capacity of existing rail infrastructure to provide service for residents and 
visitors 

 
As noted above, rail traffic already travels through Bellingham on a daily basis.  Rail traffic has 
recently increased due to the increase in transport of coal through Canadian ports.  Statewide, 
DOT reported that as of 2007 10.6 million tons of coal was moved by train in Washington each 
year.43  More recent data, however, suggest that amount has increased – with a specific 
increase due to exports that affect the rail line through Bellingham. 
 
The project team reviewed reports that indicate most, if not all, coal from the Seattle Customs 
District is transported to Canada, primarily on trains that run through Whatcom County and 
Bellingham.44  US Customs and Border Patrol data indicate that the Seattle Customs District 
(which encompasses Northwest Washington – including Whatcom County) experienced a 
significant increase in the amount of coal exported beginning in 2009 and 2010.45  Prior to 
2009, the annual volume of coal exported by the Seattle Customs District was often below 
30,000 short tons per year – in some instances below 5,000 short tons per year.  From 2010 
through the 3rd quarter of 2011, the average quarterly short tons exported by the Customs 
District was 1.1 million short tons; approximately 4.4 million short tons on an annual basis.  The 
graph below displays the 1995-2011 quarterly short tons of coal exported by the Seattle 
Customs District. 
 

                                                      
43 WSDOT 2010-2030 Freight Rail Plan, p. 4-21.  This data likely includes the coal consumed at the Centralia power plant.  A 
recent agreement was reached to end the use of coal-fired generators (one in 2020 and the other in 2025).  This may alter the 
amount of coal tonnage projected to move through Washington in the future and would not be included in the above projections.  
44 PFM did not perform its own analysis of this statement. 
45 US Customs and Border Patrol Quarterly and Annual Reports, 1995 to present. 
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  Source: US Customs and Border Patrol Quarterly and Annual Report 1995-present 
 
PIT projects the first phase of GPT to handle 25 million metric tons (approximately 27 million 
short tons) of throughput on an annual basis – much of which would be coal.46  This suggests 
that the amount of coal moving through Bellingham by rail could increase six-fold. 
 
More and longer trains will increase the amount of time that rail crossings in Bellingham are 
blocked.  This will impact businesses currently located on the waterfront side of the rail tracks 
that can only be accessed by at-grade crossings.  More and longer trains also may result in 
greater noise – both noise related to blowing of train whistles to comply with rail crossing rules 
and noise for property owners; including those immediately abutting the tracks and those 
nearby. 
 
It is also likely that the additional rail traffic will have a negative impact on the property value of 
residential properties that abut the rail lines.  A November 2011 study examined the impact of 
rail freight traffic on home values in Los Angeles after the Alameda Corridor, an urban 
infrastructure project in Los Angeles, consolidated most rail traffic into and out of San Pedro 
port facilities into one higher capacity rail line.47  The study measured the impact of increased 
rail traffic along one corridor and the decreased traffic elsewhere.  On average, the study found 
approximately a 2.0 percent decrease in average home value where rail traffic was more 
prevalent and approximately a 0.6 percent increase in home value where rail traffic was 
reduced. 
 
Lower property values resulting from increased rail traffic could have an impact for all residents 
of Bellingham and Whatcom County – not just the individual property owners.  As noted earlier, 
sales price data suggest that properties in the Fairhaven, South Hill, and Edgemoor sections of 
Bellingham had among the highest values in the County.  Thus, a loss in property value of these 
properties could also eventually lead to reductions in property tax revenue.   
 

                                                      
46 Upon completion of phase two, GPT’s throughput is projected to be approximately 54 million metric tons per year. 
47 Michael Futch. "Examining the Spatial Distribution of Externalities: Freight Rail Traffic and Home Values in Los Angeles, 
(November 2011). 
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Even those properties not directly affected by additional rail traffic could suffer from proximity to 
properties that are affected.  Stigma – associated with proximity to the increase in rail traffic or 
even resulting specifically from the fact that the rail was increasingly being used to transport 
coal – could affect property value even if the properties would not be affected by additional 
noise.48   
 
On the other hand, the negative impact on property value of properties near or abutting rail 
tracks could be offset by increased property values in Bellingham or Whatcom County that are 
not near the rail traffic.  To the extent that demand would remain consistent for property in or 
near certain areas, the values of affected properties could bear a discount while other properties 
nearby enjoy a premium. 
 
An increase in rail freight traffic could also limit the use of passenger rail in Bellingham and 
Whatcom County.  In 2010, the Amtrak Cascades service had total passenger on-offs in 
Bellingham of 62,562, an increase of nearly 20,000 per year from 2002 levels.49  Some of the 
County’s tourism industry – discussed in detail below – is dependent on passenger rail.  
Increased use of tracks in and near Bellingham for freight access to GPT could limit passenger 
rail and impact tourism. 
 

Cascades Total Passengers – Bellingham 

 
   Source: WSDOT, Amtrak Cascades Ridership and Station On-Off Information, March 2008 
 
Highest and Best Use of former Georgia Pacific site in Bellingham 
 
Redevelopment of the Bellingham waterfront has been the subject of significant planning and 
investment.  Much of the proposed redevelopment activity centers on the former Georgia Pacific 
(GP) site.   
 
From the early 1960’s through the early 2000’s, GP was the heart of the Bellingham waterfront, 
producing not only consumer and industrial goods, but also significant employment for the 
region – employing as many as 1,200 workers in the late 1970’s.  By 2001, the company ended 
its pulp-mill operations, but continued its tissue-manufacturing operations through 2007, when it 

                                                      
48 Two example studies reviewed were:  
Kevin J. Boyle, Nicolai V. Kuminoff, Congwen Zhang, Michael Devanney, and Kathleen P. Bell. “Does a Property-Specific 
Environmental Health Risk Create a ‘Neighborhood’ Housing-Price Stigma? Arsenic in Private Well Water.” September 2009. 
Kai-yan Lee. Federal Reserve Bank of Boston. “Examining REO Sales and Price Discounts in Massachusetts.” September 2010. 
49 WSDOT, “Amtrak Cascades 2010 Performance Report”, May 2011. 
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closed all operations at the site.50  During its operational years, the site produced a myriad of 
products including tissue products, sulfuric acid, paperboard, chlorine, and sodium chlorate, 
among others.  The manufacturing processes caused odors that led some to refer to the City as 
‘Smellingham.”  In addition to the noticeable odor from the GP site, the site’s operations also 
resulted in the introduction of harmful chemicals to the waterfront and Bellingham Bay.   
 
Over the past decade, significant time, energy, and money have been contributed by the State, 
Port, City, and the City’s Public Development Authority (PDA) in efforts to remediate the site 
and create a new game-changing redevelopment plan for the City and region.  While the plans 
of the PDA and Port plans are not the same, they are complementary and both suggest the 
opportunity for significant private investment and economic opportunity.   
 
In 2005, the Port of Bellingham (Port) purchased the property known as Georgia Pacific West 
as part of its long-term plan, in partnership with the City, to transform the larger 216.3 acre 
Waterfront District.51  Part of this plan calls for the formulation and implementation of “a Master 
Development Plan for the Waterfront District that would gradually transform this historically 
industrial waterfront property into a new neighborhood with residences, shops, offices, marine 
and light industry, and institutional uses [e.g. Western Washington University], as well as parks, 
trails and shoreline improvement” along the Bellingham Bay.52   
 
The Port’s Final Environmental Impact Statement (FEIS) – submitted in July 2010 – indicates 
that “substantial new opportunities for public access to the waterfront that do not exist under 
current conditions” would be part of the project.  The Port projects the full build out of the project 
– occurring over a 20 year period – to include “a diversity of uses that are complimentary to the 
downtown Bellingham [CBD], Old Town, and surrounding neighborhoods; an infrastructure 
network that integrates with and connects the waterfront to the surrounding area; and, a system 
of parks, trails and open space that opens up the waterfront to the community.”53  A map of the 
proposed preferred option follows: 
 

  

                                                      
50 Port of Bellingham data. 
51 The GP-West site required extensive environmental cleanup was necessary and as of December 2011, the first phase of interim 
cleanup was completed.  This initial phase cost approximately $1 million and the State Department of Ecology is reimbursing all 
costs incurred by the Port for cleanup at the site.  In the spring of 2012, it is anticipated a second phase – removing contaminated 
soils/debris and demolishing a building – will be completed. 
52 Port of Bellingham (Port), The Waterfront District Redevelopment Project, Final Environmental Impact Statement (FEIS), July 
2010. 
53 Port, FEIS. 
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The Port of Bellingham’s current plan calls for:54 
 

 Redevelopment of 6 million square feet of office and commercial space 
 1,892 housing units 
 Site population of 3,614 residents 
 Up to 460 slips 
 33 acres of public parks and open space 
 Maximum building heights 

 
The redevelopment of the GP site is well beyond the planning phase.  A September 2010 draft 
SubArea Plan estimates that the Port and City costs would be approximately $365 million for 
environmental remediation, streets, infrastructure, and parks to prepare the site for 
redevelopment.55  At full build out, the Port suggests the project would potentially attract 
upwards of $1 billion in public (i.e. university) and private development.  Some of this funding 
will come from other government sources (i.e. State grants, etc.).  Combined, the Port and the 
City have received and authorized approximately $41 million of State grant funds and their own 
funds to remediate the waterfront and to plan for its future development.   
 
            State Grants Received by Port of Bellingham for Remedial Action 

Description 
Dates 

Agency Funding 
Effective Expires 

Current Ecology MTCA Grants 
Central Waterfront (2) 1/1/2009 12/31/2012 $2,604,057 
Cornwall Avenue (2) 1/1/2009 12/31/2012 $3,166,650 
GP Mill (1) 1/1/2004 12/31/2012 $5,681,472 
Whatcom Waterway (2) 12/1/2006 12/31/2013 $26,047,141 
Sub-total $37,499,320 

  
Closed Ecology MTCA Grants 

Central Waterfront (1) 4/1/1998 12/31/2010 $646,736 
Cornwall Avenue (1) 1/1/2005 11/30/2009 $90,000 
Whatcom Waterway (1) 5/1/2004 3/31/2008 $348,300 
Sub-total $1,085,036 

  
Total $38,584,356 

  

                                                      
54 Port, FEIS. 
55 Port of Bellingham’s Draft SubArea Plan, Chapter 8 – Capital Facilities, September 2010. 
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Authorized Joint City/Port Expenditures for New Master Plan for City Waterfront 

Task Total Cost City share 
(50%) 

Port share 
(50%) 

Preliminary Design $300,000  $150,000  $150,000  
Outside funding $250,000  $125,000  $125,000  

Branding $60,000  $30,000  $30,000  
SEPA (EIS) $854,174  $427,087  $427,087  

Assumptions, market $315,332  $157,666  $157,666  

EIS data support $655,626  $327,813  $327,813  
Public Involvement $118,256  $59,128  $59,128  

Master Plan $393,000  $196,500  $196,500  
Devel. Regulations $164,000  $82,000  $82,000  

LEED ND $20,000  $10,000  $10,000  
Total Authorized Joint 

Expenditures $3,130,388 $1,565,194 $1,565,194 

  Source: Port of Bellingham 
 
In addition to the remediation efforts, the City’s PDA is moving forward with the first steps 
toward actual redevelopment.56  As part of its October 2011 strategic plan, the PDA has 
identified five potential priority projects including four related to waterfront redevelopment. 
 
The Army Street Project would serve as a jumping off point for waterfront redevelopment.57  
According to plans, the project "would span the BNSF railroad tracks and Chestnut 
Street/Roeder Avenue, including properties on both sides, providing a major urban plaza and 
pedestrian connection joining the Central Business District, Old Town District and the 
Waterfront District."58  The project area would include two acres north of the BNSF rail tracks 
and 22 acres south of the tracks within the former GP West property.   
 
As of 2011, PDA estimates that the waterfront’s "total build-out value could be in the realm of 
$350 million with public sector undertaking $120 million and the private sector...$230 million.  
[T]his public investment would yield benefits reflecting a 'whole greater than the sum of its parts' 
in terms of the multiplier effects of higher development feasibility and asset values in the CBD 
and Old Town."59  The Strategic Plan estimates that earliest development and construction 
would be projected for 2015 or 2016.   
 
PDA notes that "[a]n attractive, safe and convenient access way between the CBD/Old Town 
and the GP West property is considered a fundamental key to successful development of this 
portion of the waterfront and for the CBD (and Old Town) to accrue economic benefits from 
development of the Army Street Project."60  The PDA indicates that without such an access 
way, the "barrier imposed by the inconvenience and hazard of an at-grade crossing of the 
combination of the trail tracks and Chestnut/Roeder will...negatively [impact] development 
feasibility...and would be aggravated by increased vehicular or rail traffic if not mitigated."61  The 

                                                      
56 Bellingham Public Development Authority mission statement: “to maximize the public good by attracting sustainable development 
that generates capital investment, contributes to the vitality of the economy, and creates employment opportunities, while improving 
and preserving those historical and environmental assets that define the city's character.”  The PDA is an independent legal entity 
created by the City to develop public properties together with private investment, focusing on Bellingham’s Waterfront, Old Town, 
and Downtown districts. 
57 Bellingham Public Development Authority (PDA) Strategic Plan CY2011-CY2015, adopted October 25, 2011. 
58 PDA Strategic Plan, p. 6. 
59 PDA Strategic Plan, p. 16. 
60 PDA Strategic Plan, p. 15. 
61 PDA Strategic Plan, p. 15. 
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Port’s overall plan also recognizes that rail realignment will be necessary for full build out of the 
Georgia Pacific site.  The site plan calls for relocation of the BNSF rail track to the east, allowing 
for passenger and freight trains to move through the area without bisecting the site.62   
 
Both the Port and PDA waterfront development plans call for activity that could likely bring long-
term construction, investment, and economic opportunity.  Over the course of 25-30 years, the 
number of direct, induced/indirect jobs that would be created could serve as a significant 
economic opportunity for Bellingham and the region.   
 
A 2007 analysis by Western Washington University estimated that full build out of the Georgia 
Pacific site – at a projected investment of $1 billion over 20 to 35 years – would result in 
between 17,250 and 23,000 job years of employment.  The Port of Bellingham EIS for the 
Georgia Pacific site estimates that at full development, the site could be the home to as many 
as 7,200 jobs.63 
 
To the extent that both the Port of Bellingham and PDA waterfront development projects hinge 
on access to the waterfront, increased train traffic that reduces access and/or safety (real or 
perceived) could reduce development potential if current access issues are not addressed.  
Prospective developers of the waterfront site – or investors – may be discouraged by the fact 
that there is even a pending proposal to increase rail traffic and further limit access.   
 
  

                                                      
62 It is important to note that the FEIS assumes the relocation, but the relocation itself would be subject to a separate permitting and 
environmental review process that would be undertaken by BNSF and Washington State DOT. 
63 As is the case with the development of GPT, some of these jobs – as well as some of the resulting tax and other economic 
benefits – would go outside of Whatcom County. 
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Impact on Tourism and the Ability to Attract New Residents 
 
In addition to the impact on baseline growth, GPT development and operation could also 
impose risk by reducing the likelihood of significant growth related to tourism opportunities, as 
well as the ability to attract new residents and jobs to Bellingham and Whatcom County. 
 
Bellingham and Whatcom County Tourism (Tourism) actively markets the region’s natural 
resources and amenities to attract visitors.  According to a recent report commissioned by 
Tourism, total spending by visitors to the County increased each year since 2000, reaching 
$460 million in 2008.64  The report also indicated that "the largest age segment of the primary 
market will continue to be relatively young people, indicating the importance of attracting 
families and young, active visitors."65  Additionally, it suggested that Canadians are likely to 
continue to represent an important target market – dependent upon exchange rates and border 
crossing ability. 
 
The study indicated that most visitors to Bellingham and Whatcom County fit the following 
categories: 
 

 Return visitors 
 Relatively high incomes (over 50 percent of all visitors have family incomes of at least 

$75,000) 
 Almost 70 percent of visitors to Bellingham and Whatcom County possess a bachelor’s 

degree or graduate degree 
 
Four out of five visitors to Whatcom County traveled through Bellingham.  While in and around 
Bellingham, visitors found Chuckanut Drive and Boulevard Park among the top attractions.  
Additionally, the study suggested that activities such as visiting downtown Bellingham 
(especially among first-time visitors), dining, shopping, hiking, and attending fairs are popular 
with visitors to the region.  The highest rated quality of the County and City by visitors was its 
physical environment, as well as its parks, scenic areas, and recreational trails.66 
 
The report concluded that the ambiance of downtown Bellingham and Fairhaven was a 
particularly important draw.67  Similarly, the County's waterfront attractions and attributes, 
outdoor recreation activities, and natural beauty and environment were critical components of its 
tourism attraction. 
 
The same attributes that appear to be driving increases in tourism may also be contributing to 
the attraction of Whatcom County and Bellingham to new residents who are bringing higher 
levels of education attainment and income.  The County has attracted residents who migrate 
with higher AGIs than those who leave the County: migration between 2004 and 2010 resulted 
in an aggregate net increase of approximately $172.3 million in AGI.  Similarly, the County has 
a higher number of residents who commute outside of the County and earn higher wages than 
those who commute into the County (and earn lower wages).  Home prices remain high when 
compared to income, and individuals with higher education attainment levels are locating in 
Whatcom County despite lower wages and income. The choice of living in the County or City is 
worth something to individuals and they appear willing to pay for the region's location, lifestyle, 
and geography.  
 

                                                      
64 Dean Runyan Associates. Bellingham and Whatcom County Tourism Analysis, p. 14. 
65 Runyan Associates, p. 11. 
66 Runyan, p. 43. 
67 Runyan, p. 53. 
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Beyond the risk of an impact on baseline growth, GPT’s development and operation could have 
a risk of jeopardizing growth in tourism and in-migration of skilled workers and entrepreneurs 
because of its effect on the building brand of Whatcom County, particularly Bellingham.  Both 
tourism and the in-migration attraction are based in part on the perception of the area as 
environmentally conscious.  Currently, the region is seen as a green, clean, and socially 
responsible area.  The region’s view of itself as socially responsible and environmentally 
oriented is likely a leading reason why the Bellingham/Whatcom Chamber of Commerce will 
place an emphasis on the triple bottom line (TBL) with a focus on profit, people (i.e. social 
responsibility), and planet (environmental responsibility).68  To the extent that GPT changes 
current residents’ experiences with lifestyle characteristics they value, out-migration (particularly 
among those in the mobile class of skilled workers and entrepreneurs) could be a risk to the 
region. 
 
The risk exists, in part, because the principal freight to be transported to GPT is coal.  To the 
extent that the perception of Bellingham and Whatcom County as ‘clean and green’ wanes, it 
could put potential gains in tourism and in-migration of skilled workers and entrepreneurs at risk. 
 
Quantifying the Risk 
 
Researchers suggest that “decisions are said to be risky because the outcome following a 
choice may result in a potential loss, including lost opportunities or sub-optimal outcomes.”69  
Intuition and/or ad-hoc decisions where risk is present are unlikely to result in the best 
outcomes for decision makers; especially where decision makers hold the public trust.  As a 
result, a focus on understanding the decision and its potential impacts – pro and con – is critical 
to develop a sophisticated understanding of the decision.   
 
While it is possible that none of the risks identified in the prior section will be realized, a 
plausible case exists that the three scenarios outlined, in fact, pose some level of risk. 
 
We do not attempt to quantify a specific level of risk.  Instead, we know that if baseline growth 
rates are in fact reduced to a certain level as a result of GPT, the effect will be that the 
economic benefits of development and operation of the terminal will be more than offset by 
those lost opportunities.  In other words, we can determine what level of risk would be sufficient 
to preclude any net economic benefit to Whatcom County. 
 
Our analysis of risk makes a series of assumptions – each of which is uncertain.  First, we 
assume that GPT will produce the level of economic benefits projected by PIT.  Given the 
difference in projections from Martin Associates and FRMC, it is possible that those projections 
are too high or too low.  Second, we assume that the baseline growth projections established by 
the state will be achieved.  Again, these projections could be too low or too high.  Third, we 
assume that project construction will not begin until 2015.  As previously noted, it seems likely 
that the EIS process will not be concluded prior to 2016.  Fourth, we base our analysis solely on 
the construction and operation of Phase I of the terminal.  SSA (PIT) has indicated that they are 
prepared to proceed with construction of Phase I and Phase II would await additional 
throughput commitments.  At this point, Phase II economic benefits seem more speculative.  
Finally, for purposes of this analysis, we assume that job years associated with construction will 
be equally divided over a two year period.  
 
Our analysis examines two time horizons.  The first is a 10 year time horizon beginning in 2012.  
Under this analysis, GPT development would not create any jobs until its fourth year.  At the 
same time, while the proposal was pending, it could have an effect on other potential job 

                                                      
68 From discussions with Ken Oplinger, CEO/President – Bellingham/Whatcom Chamber of Commerce. 
69 Martin T. Schultz, Kenneth N. Mitchell, Brian K. Harper, and Todd S. Bridges, “Decision Making Under Uncertainty, US Army 
Corps of Engineers”, Washington, DC, November 2010, p. 1. 
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growth. The second analysis is a 10 year time horizon that begins in 2015, the assumed year 
that construction would begin. 
 
Without the development of GPT, by 2021, the current projections indicate that Whatcom 
County’s employment will increase from its 2010 level by 14,969, or 20.4 percent.  By 
comparison, from 2000 to 2010, employment in the County grew by 11,510, or 18.6 percent.  
Over the next 10 years, total projected GPT related employment will equal 11,509 job years.  
Over the same period, the County's projected baseline employment gains (absent GPT) are 
equal to 67,653 job years.  By comparison, from 2000-2010 factoring in both recessions, there 
was an increase of 86,630 jobs years in Whatcom County.70 
 
The project team also compared the projected trajectory of Whatcom County's employment and 
that of GPT from 2015-2024 (assuming construction begins in 2015).  In this time frame, without 
the development of GPT, it is projected that employment will grow in Whatcom County by 
13,603, or 15.4 percent.  Over the same period, the total projected GPT-related employment 
would equal 14,110 job years.  By 2024, baseline employment gains in Whatcom County would 
equal 107,597 job years.   
 
Thus, to the extent that development and operation of GPT would reduce baseline employment 
gains by less than 17 percent (between 2012 and 2021) or less than 13 percent (between 2015 
and 2024), it would produce net gains in employment for Whatcom County.  If, however, based 
on the scenarios outlined above – or for other reasons – development and operation of Phase I 
of GPT would result in the loss of more than 17 percent (between 2012 and 2021) or more than 
13 percent (between 2015 and 2024) of baseline growth, it would have a net negative impact on 
the Whatcom County economy.  Said another way, even if all of the PIT assumptions are 
accepted, there is a possibility that the development of GPT may have a negative net impact on 
the Whatcom County economy. 
 

  

                                                      
70 It is possible to have less job growth and more job years because growth focuses on point in time comparisons, while the job 
years analysis takes into account higher employment numbers during the period. 



    

 
Whatcom County Natural Trajectory Job Years and GPT Projected Job Years (2012-2021) 

GPT Jobs Years 
Created by 2021 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 Total 

Direct Jobs 
   Temporary 
Construction 

0 0 0 1,715 1,715 0 0 0 0 0 3,430 

   Permanent 
Operations 

0 0 0 0 0 294 294 294 294 294 1,470 

Indirect & Induced Jobs 
   Temporary 
Construction 

0 0 0 1,872 1,872 0 0 0 0 0 3,744 

   Permanent 
Operations 

0 0 0 0 0 573 573 573 573 573 2,865 

 Total Direct, Indirect & Induced Jobs 
   Temporary 
Construction 0 0 0 3,587 3,587 0 0 0 0 0 7,174 

   Permanent 
Operations 0 0 0 0 0 867 867 867 867 867 4,335 

Grand Total 11,509 
Job Years Created 
Absent GPT 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 Total 

Whatcom County 1,135 2,286 3,455 4,721 6,006 7,313 8,640 9,988 11,359 12,750 67,653 
 
Whatcom County Natural Trajectory Job Years and GPT Projected Job Years (2015-2024) 

GPT Job Years 
Created by 2024 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 Total 

Direct Jobs 
   Temporary 
Construction 

1,715 1,715 0 0 0 0 0 0 0 0 3,430 

   Permanent 
Operations 

0 0 294 294 294 294 294 294 294 294 2,352 

Indirect & Induced Jobs 
   Temporary 
Construction 

1,872 1,872 0 0 0 0 0 0 0 0 3,744 

   Permanent 
Operations 

0 0 573 573 573 573 573 573 573 573 4,584 

 Total Direct, Indirect & Induced Jobs 

   Temporary 
Construction 3,587 3,587 0 0 0 0 0 0 0 0 7,174 

   Permanent 
Operations 0 

 
  

0 867 867 867 867 867 867 867 867 6,936 

Grand Total 14,110 
Job Years Created 
Absent GPT 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 Total 

Whatcom County 4,721 6,006 7,313 8,640 9,988 11,359 12,750 14,163 15,599 17,058 107,597 
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From 2012-2021, if development of GPT reduces otherwise projected job growth by more than 17%, 
the project will be a net loss. 
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From 2015-2024, if development of GPT reduces otherwise projected job growth by more than 13%, 
the project will be a net loss. 
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VI. Understanding and Managing the Risk 
 
Some have suggested, that to the extent most of the risk involved with the development of GPT 
is related to the increased rail traffic to the site, other developments could lead to the same level 
of risk without the same level of benefits.   
 
The project team heard from several entities that indicated if GPT is not located at Cherry Point, 
coal could be shipped by rail through Whatcom County to ports in British Columbia.  If this 
occurred, the region would still have the rail traffic, but none of the economic benefits 
associated with the development and operation of GPT.  At this time, there is not sufficient 
evidence to support the claim that if GPT is not located at Cherry Point, the same magnitude of 
coal-related train traffic as caused by GPT would occur as a result of coal delivery to ports in 
British Columbia.71 
 
In 2007, approximately 90 percent of Canada's coal exports were shipped through terminals in 
British Columbia.72  The main coal export locations in British Columbia are Prince Rupert73 
(Ridley), which accounts for approximately 20 percent of all Canadian exported coal, and Port 
Metro Vancouver (Neptune and Westshore), which accounts for approximately 80 percent of all 
Canadian exported coal.74  Prince Rupert is likely to receive some US coal in future years, 
adding to its larger Canadian-based demand, to increase annual coal export capacity; though 
there is some concern from at least one US coal company that shipping coal to Prince Rupert is 
uneconomic.75 
 
Still, expansion of shipments of U.S. coal to Canada will depend upon the capacity of both the 
ports and rail.  Westshore does not currently have plans to expand its physical footprint but has 
made operational and equipment adjustments to add incremental capacity.  According to 
Washington DOT information and its Marine Cargo Forecast, rail capacity for the BNSF rail line 
along coastal Whatcom County (and Bellingham) has a capacity for 18 trains per day currently, 
and 30 trains per day by 2028.  Additionally, a factor affecting capacity is that BNSF has 
performance and on-time agreements with Washington DOT (and Amtrak) to provide passenger 
rail service on the Cascade line.   
 
While there is clearly an increase in demand for coal in Asia – particularly China – any 
additional cost related to transportation could tip the competitive advantage to other sources.  
More of China’s demand for coal could be met domestically.  According to the US Energy 
Information Administration's (EIA) 2011 International Energy Outlook, China has the ability to 
meet "substantial portions of their future coal demand with domestic production."76  According 
to the EIA, China's domestic production of coal is expected to grow from 70.5 quadrillion Btu to 
107.6 quadrillion Btu in 2035. Over the same time frame, US coal production is projected to 
increase from 22.6 quadrillion Btu to 26.5 quadrillion Btu.   
 
Australia and New Zealand are both expected to become larger exporters of coal, increasing 
production from 10.1 quadrillion Btus in 2010 to 15.6 quadrillion Btus by 2035.  Peabody, which 
has contracted with SSA for shipment of coal through GPT, has invested heavily in Australia - 
recently purchasing assets belong to Macarthur Coal for a reported $5.1 billion.  Peabody 

                                                      
71 Requests for such information were made to SSA representatives. 
72 British Columbia Ministry of Energy, Mines and Petroleum Resources.  2010 Coal Resources in British Columbia: Opportunities, 
Logistics and Infrastructure, p. 15. 
73 Ridley Terminals Inc. is owned by the Canadian government. 
74 Canadian Minerals Yearbook -- 2009. 
75 Ridley Terminals, Inc. 2010 Annual Report: Building On A Strong Foundation, p. 9.  In its 2011 Fourth Quarter and Full Year 
Highlights, Cloud Peak Energy, Inc. – a large Powder River Basin coal producer indicated that it had no additional shipments 
planned through Ridley because it was uneconomic. 
76 US Energy Information Administration (EIA), 2011 International Energy Outlook, p. 69. 
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executives recently indicated that Australian mines are expected to supply roughly half of the 
growth in global coal exports in 2012, driven by demand in China and India.77   
 
It is also possible that some U.S. coal could be shipped through ports that would not affect rail 
traffic in Whatcom County – such as ports on the Gulf of Mexico.  For instance, Arch Coal 
recently signed a deal with Kinder Morgan Energy Partners LP to ship PRB coal from its Gulf 
ports and is in talks to ship additional coal from Kinder Morgan’s east coast ports.78 
 
Some of the risks to economic development posed by the development and operation of GPT 
can be managed.  Plans for the redevelopment of the Georgia Pacific site already call for 
moving the existing BNSF tracks and for a series of projects that would eliminate grade 
crossings.  The Army Street Project, the first step in the proposed redevelopment by PDA, calls 
for a design that specifically addresses the issue of rail traffic by bridging over existing tracks. 
 
To the extent that noise and access issues are addressed,79 the risks related to limitation on 
other economic growth can be reduced.  It may not be possible to limit risks related to image or 
reputation – and their potential impact on tourism and attraction of in-migration among the 
mobile class of skilled workers and entrepreneurs – resulting from the proximity to GPT.   
 
Risk management, however, comes at a cost.  While some might argue that investments related 
to rail were already planned, the potential of the GPT development would clearly increase the 
need to act.  The question then becomes who would pay and whether local governments and 
residents should be asked to bear the cost of risk management. 
 
In the absence of risk management, decision makers need to determine how much risk they are 
willing to tolerate.  If our analysis indicated that it would require the loss of 90 percent of 
projected baseline job growth for the GPT project to produce net negative employment impact, it 
would be relatively clear that the risk was relatively low.  Similarly, if our analysis suggested that 
a loss of just 1 percent of projected baseline job growth would offset any benefits of GPT, it 
would be fairly clear that the risk was relatively high. 
 
As noted earlier, different decision makers can look at our findings and reach different, yet valid 
conclusions.  The important thing is that they weigh the risk and understand the need to 
manage it. 
 

 
77 Steve James, “Peabody profit misses estimate, sees U.S. coal slump.” Reuters. January 24, 2012. 
78 Jeremy Fugleberg, “Powder River Basin coal to ship from Gulf Coast,” Casper Star-Tribune. February 12, 2012. 
79 It should be noted that some noise problems can be mitigated (i.e. horn noise, crossings, etc.), but vibrations, rail screeches, and 
other likely occurrences of rail traffic cannot be fully mitigated. 
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Appendices: Whatcom County and Bellingham Economy 
 
Appendix A: Employment and Unemployment 
 
From 2001 to 2010, the Bellingham MSA’s rate of job growth was almost four times the state 
rate.  The Bellingham MSA (Whatcom County) added 8,100 non-farm jobs – an 11.6 percent 
increase.  Statewide, non-farm jobs grew by 3.0 percent.  
 
Compared to the state, the Bellingham MSA grew jobs at a greater percentage or shed jobs at a 
smaller percentage for every super-sector for which data were available.80 
 

Percentage Change in Number of Jobs by Super Sector 
2001 to 2010 

   Source: BLS CES Data – Not Seasonally Adjusted 
 
The super-sectors with the largest increase in number of jobs in the MSA were: 
 

 Education and Health Services (1,900 jobs)81 
 Government (1,800 jobs)82 

                                                      
80 Those super sectors for which data are available accounted for the growth of 4,800 of the 8,100 jobs from 2001 to 2010.  While 
data from the CES database are not available individually for all super sectors, calculations indicate the missing super sectors 
accounted for 12,000 jobs in 2001 and 15,300 jobs in 2010.  Given the composition of Bellingham and Whatcom County’s economy, 
it could be argued that, of the super sectors that are not available at the Bellingham MSA level (and for the City of Bellingham in 
particular), education and health services sector was the most likely to be driving the significant increase in jobs during the 2001 to 
2010 time period.  The most recent BLS Occupational Employment Statistic (OES) data available for the Bellingham MSA estimated 
there were approximately 73,420 jobs in the Bellingham MSA.  OES defined jobs of these types accounted for 14.8 percent of the 
MSA's total jobs.  Applying that percentage to the total estimated number of jobs in 2010, yields 11,550 jobs, or 75.5 percent of the 
total jobs not included in a defined super sector.  From 2001 to 2010, healthcare practitioner and technical operations occupations 
grew by 30.5 percent and healthcare support occupations grew by 52.6 percent.  If applied to the CES data, it could be estimated 
that the health and education sector was responsible for job growth in the range of 1,900 jobs. While combining/comparing OES 
data and CES data is not a perfect or even ideal method for a variety of important reasons, the process suggests there is likely 
support to suggest that the education and healthcare sector (particularly healthcare) was an important driver of job growth in the 
Bellingham MSA over the last decade. 
81 Estimated – see previous analysis.  Education includes jobs in private higher education institutions.  Government (specifically 
state government) includes jobs in public higher education institutions (i.e. WWU).  
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 Leisure and Hospitality (1,700 jobs) 
 Trade, Transportation, Utilities (1,200 jobs). 

 
Collectively, from 2001 to 2010, the four super-sectors above accounted for 81.5 percent of the 
total job growth in the Bellingham MSA.  The education and health services super-sector grew 
at an estimated 20.5 percent from 2001 to 2010.   
 
By comparison, the super-sectors with the largest increase in number of jobs at the state level 
were: 
 

 Education and Health Services (76,900 jobs) 
 Government (41,300 jobs) 
 Professional and Business Services (29,300 jobs) 
 Leisure and Hospitality (18,700 jobs). 

 
The project team met with several individuals and groups that suggested public sector growth 
was responsible for the majority of the increase in jobs in Whatcom County.  The data suggest 
that while local government in the MSA added a greater percentage of jobs than the state 
average for local government, the likely increase in education and health services, leisure and 
hospitality produced more total jobs than the growth in government.  Similarly, job growth in the 
Bellingham MSA exceeded statewide growth across all super sectors.  Even where it lost jobs, 
the Bellingham MSA losses were at a lower rate than statewide.   
 
For example, Bellingham’s role as the regional retail center for the MSA was likely a significant 
driver behind the MSA’s retail trade job growth of 9.0 percent from 2001 to 2010 – significantly 
greater than the Statewide experience in which jobs declined by 1.3 percent over the same time 
period.   
 
Given the overall trend for the Bellingham MSA as compared to the State, government 
employment contributed to the growth, but was among many drivers – and not the sole driver – 
to affect job increases in the region.  Even if there had been no increase in government jobs 
from 2001 to 2010, the Bellingham MSA would have still added jobs and added them at a rate 
approaching three-times greater than the rate of statewide job growth.  
 
 

  

                                                                                                                                                                           
82 The project team received information that suggested the 600 job increase in Federal government jobs was primarily due to 
increased border security post September 11, 2001.  
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Job Changes by Super Sector 

2001 to 2010 
 

Sector 
WA Bellingham MSA 

Jobs 
+/- 

Jobs 
% Chg  

Jobs 
+/- 

Jobs 
% Chg 

Total Jobs (non-farm) 80,400 3.0% 8,100 11.6% 

   Mining, Logging, Construction (21,500) -12.8% (400) -6.6% 
      Mining and Logging (3,900) -39.8% 

      Construction (17,600) -11.1% 

   Trade, Transportation, Utilities (7,200) -1.4% 1,200 9.0% 
      Wholesale Trade 1,200 1.0% 

      Retail Trade (4,200) -1.3% 800 8.9% 

      Transportation and Utilities (4,100) -4.4% 

   Information 3,900 3.9% 
   Financial Activities (10,100) -7.0% 200 7.7% 
      Finance and Insurance (8,400) -8.6% 

      Real Estate and Rental and Leasing (1,600) -3.4% 

   Manufacturing (58,300) -18.4% (700) -8.2% 
   Professional and Business Services 29,300 9.9% 1,000 17.5% 
      Professional, Scientific, and Technical Services 18,800 13.2% 

      Management of Companies and Enterprises 1,900 6.4% 

      Administrative and Support and Waste Mgmt 
      and Remediation Services 

8,500 6.8% 
   

   Education and Health Services 76,900 25.8% 
      Educational Services 9,200 23.1% 

      Health Care and Social Assistance 67,500 26.1% 

   Leisure and Hospitality 18,700 7.6% 1,700 22.7% 
      Arts, Entertainment, and Recreation 4,300 10.6% 

      Accommodation and Food Services 14,300 6.9% 

   Government 41,300 8.2% 1,800 12.8% 
      Federal Government 7,600 11.2% 600 66.7% 

      State Government 4,500 3.1% (200) -3.8% 

      Local Government 29,200 9.9% 1,300 16.0% 

   Other Services 7,600 7.8% 
Note: totals may not sum due to rounding   
Source: BLS - Current Employment Statistics - Not Seasonally Adjusted 

 
Unemployment 
 
As the graph below shows, since 2005, Bellingham’s unemployment rate has been nearly equal 
or slightly less than Whatcom County’s unemployment rate and consistently below the State’s 
unemployment rate.83 

  

                                                      
83 US Bureau of Labor Statistics – Local Area Unemployment Statistics (LAUS), November 2001 – November 2011,  Not 
seasonally adjusted data. 
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Unemployment Rate (Not Seasonally Adjusted) 
November 2001 – November 2011 
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Appendix B: Population Growth 
 
From 2000 to 2010, Bellingham and Whatcom County both grew in population by slightly more 
than 20 percent; greater than the State’s growth rate of just over 14 percent.84  The US Census 
Bureau reported Bellingham’s 2010 population as 80,885, an increase of 13,714 individuals 
from the 2000 Census.85  Whatcom County’s 2010 population of 201,140 represented an 
increase of 34,326 from the 2000 Census. 
 
Much of the population growth in both Bellingham and Whatcom County was attributable to 
increases in the number of residents between the ages of 20-39 and those between the ages of 
50-69.  These two age groups accounted for 84.0 percent of all population growth in Bellingham 
and 78.1 percent of all population growth in Whatcom County – statewide, these two age 
groups accounted for 86.9 percent of the State’s net population growth. 
 
Examining the data by 10-year age bands shows that there were several notable differences in 
the population changes experienced by Bellingham, Whatcom County, and Washington.  For 
example, the number of residents between the ages 30 and 39 declined statewide by 2.1 
percent and in the parts of Whatcom County outside of Bellingham by 0.3 percent: in 
Bellingham, the number of residents between 30 and 39 increased by 13.5 percent.  While the 
number of 60-69 year old residents increased statewide by more than two-thirds, population in 
that age range nearly doubled in Bellingham and grew by more than 90 percent in the non-
Bellingham parts of Whatcom County. 

                                                      
84 US Census Bureau 2000 and 2010 Decennial Census Data.  Bellingham’s population grew by 20.4 percent, Whatcom County’s 
population grew by 20.6 percent, and Washington’s population grew by 14.1 percent. 
85 According to Bellingham’s Planning & Community Development Department, annexations that occurred in Bellingham between 
2000 and 2010 accounted for a population increase of 1,216 residents. 



    

 
Population Change from 2000 to 2010 

Total Population  WA 2010 
vs 2000 (#) 

WA 2010 
vs 2000 

(%) 
Whatcom County 
2010 vs 2000 (#) 

Whatcom County 
2010 vs 2000 (%) 

Bellingham 2010 vs 
2000 (#) 

Bellingham 
2010 vs 2000 

(%) 
Non-Bellingham 
2010 vs 2000 (#) 

Non-Bellingham 
2010 vs 2000 (%) 

Total Population 830,419 14.1% 34,326 20.6% 13,714 20.4% 20,612 20.7% 
Total Population Under Age 10 49,319 6.0% 1,080 5.0% 482 7.2% 598 4.0% 
Total Population Age 10-19 37,557 4.4% 2,311 9.0% 993 10.4% 1,318 8.2% 
Total Population Age 20-29 148,073 18.7% 6,849 25.0% 4,256 25.1% 2,593 24.7% 
Total Population Age 30-39 (19,438) -2.1% 1,092 4.8% 1,133 13.5% (41) -0.3% 
Total Population Age 40-49 7,247 0.8% 544 2.1% (119) -1.4% 663  4.0% 
Total Population Age 50-59 271,120 40.0% 8,653 45.6% 2,548 38.6% 6,105 49.3% 
Total Population Age 60-69 265,261 68.5% 10,212 93.8% 3,585 99.5% 6,627 91.0% 
Total Population Age 70-79 25,165 8.3% 1,518 17.0% 67 1.8% 1,451 27.6% 
Total Population Age 80 and Over 46,115 25.3% 2,067 38.7% 769 26.1% 1,298 54.1% 
          0       
Population Age 60 and Over 336,541 38.5% 13,797 54.8% 4,421 43.2% 9,376 62.8% 
Population Age 65 and Over 165,529 25.0% 7,240 37.3% 2,027 24.3% 5,213 47.2% 
Population Age 70 and Over 71,280 14.7% 3,585 25.1% 836 12.6% 2,749 35.9% 
Population Age 75 and Over 45,475 14.0% 2,405 25.1% 631 13.1% 1,774 37.4% 

 
Working Age (25-64) Population Change from 2000 to 2010 

Working Age Population  WA 2010 
vs 2000 (#) 

WA 2010 
vs 2000 

(%) 
Whatcom County 
2010 vs 2000 (#) 

Whatcom County 
2010 vs 2000 (%) 

Bellingham 2010 vs 
2000 (#) 

Bellingham 
2010 vs 2000 

(%) 
Non-Bellingham 
2010 vs 2000 (#) 

Non-Bellingham 
2010 vs 2000 (%) 

Total Population 25-64 506,687  16.0% 20,194 24.2% 7,880 25.5% 12,314 23.5% 
Total Population Age 25-29 76,746  19.0% 3,348 31.4% 1,924 36.0% 1,424 26.7% 
Total Population Age 30-34 15,905  3.6% 1,392 12.9% 853 20.0% 539 8.3% 
Total Population Age 35-44 (66,782) -6.8% (423) -1.7% 435  5.3% (858) -5.3% 
Total Population Age 45-54 142,233  16.8% 3,311 13.8% 75 0.9% 3,236 21.1% 
Total Population Age 55-59 167,573  58.7% 6,009 76.9% 2,199 85.1% 3,810 72.8% 
Total Population Age 60-61 72,128  79.9% 2,783 114.9% 1,074 137.5% 1,709 104.1% 
Total Population Age 62-64 98,884  81.9% 3,774 112.4% 1,320 120.0% 2,454 108.7% 
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Population Growth – Migration 
 
IRS migration data for tax years 2004 through 2010 suggest the important role that migration 
played in the County’s population growth.86  The data show that Whatcom County experienced 
a greater amount of population inflow than population outflow during the years reviewed.  The 
chart below displays the total number of income tax returns and the associated number of 
exemptions for those moving to and moving from Whatcom County. 
 

 
The large majority of inflow to Whatcom County (68.7 percent) was from other Washington 
counties.  Specifically, based upon the number of returns, King County (4,092 returns), 
Snohomish County (2,377 returns), and Skagit County (2,340 returns) accounted for 41.1 
percent of all inflow, and 59.9 percent of all intra-state inflow, to Whatcom County from 2004-
2010. 
 
The remaining 31.3 percent of inflow was attributable to migration from 19 states and other 
countries.  Former Californians represented 12.6 percent of total migration to Whatcom County 
(2,694 returns) and 40.2 percent of inflow from states excluding Washington.  Within California, 
Los Angeles County (537 returns), San Diego County (435 returns), and Orange County (291 
returns) represented 46.9 percent of all inflow from the State.  Oregon was the next most 
popular previous state of residence for new Whatcom residents with 801 former citizens 
migrating to the County.  Multnomah County (281 returns), Lane County (148 returns), and 
Washington County (134 returns) comprised the majority of the inflow from Oregon.  Residents 
abroad/those moving from other countries (736 returns) and former Arizona residents (571 
returns accounted for the next two most popular location of residence prior to moving to 
Whatcom County.87   
 

                                                      
86 Bellingham and Whatcom County each experienced significant population growth from 2000 to 2010.  The project team explored 
Internal Revenue Service (IRS) migration data to obtain a greater understanding of the previous location of newcomers to Whatcom 
County.  IRS migration data is available on a County-to-County level and is based upon year-to-year address changes reported on 
individual income tax returns filed with the IRS.  The data track inflows and outflows and where residents went. 
The IRS defines inflows as “the number of new residents who move to a county or state…”  Outflows are defined as “the number of 
residents leaving a county or state…”  The IRS data report both the location of origin and the new location.  The IRS notes that the 
data represent between 95 and 98 percent of total annual filings (those filed prior to late September of each calendar year). 
87 172 returns listed AFO/AFP addresses as previous locations and are included within the ‘foreign' category. 
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Whatcom County outflow destinations were similar to its inflow patterns.  From 2004-2010, the 
great majority (72.8 percent) of all outflow was to other Washington counties.  Similar to inflow 
data, King County (4,820), Snohomish County (2,316), and Skagit County (2,275) had the most 
returns associated with outflow data and accounted for 64.8 percent of all outflow to other 
Washington counties and 47.2 percent of all outflow from Whatcom County. 
 
The IRS data also provide a summation of AGI from each of the jurisdictions from/to which 
people migrated.  The chart below shows that, on the whole, Whatcom County realized a net 
aggregate growth of over $172.3 million in AGI from migration between 2004 and 2010.   
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Appendix C: Income and Wages 
 
Washington’s Office of Financial Management (OFM) data indicate that Whatcom County’s 
inflation adjusted per capita income has consistently been below both the State and US 
averages since 1969; the graph below shows this trend.88  Analysis by the Washington 
Regional Economic Analysis Project (WA REAP), which used data published by the US Bureau 
of Economic Analysis (BEA), demonstrates that Whatcom County’s per capita income has 
maintained its relative position below the State per capita income through 2009.89 
 
Between 2000 and 2008, Whatcom County’s per capita income grew at a compound annual 
growth rate (CAGR) of nearly double that of the nation and significantly greater than the State. 
Whatcom County’s CAGR was 2.1%; US CAGR was 1.1%, and Washington’s CAGR was 1.3%. 
 

 
Source: WA Office of Financial Management (OFM) 

 
Just as Whatcom County has consistently lagged the State and the national per capita income, 
Bellingham’s per capita income has consistently lagged the per capita income of Whatcom 
County (and naturally the State and the nation).  As of 2010, Bellingham’s per capita income 
($23,308) was 8.3 percent less than Whatcom County’s per capita income ($25,429), 13.5 
percent below US per capita income ($26,942), and 20.8 percent below the State’s per capita 
income ($29,420).90  Per capita income is sensitive to special populations (i.e. students, 
inmates, etc.) that can result in lower estimates than are experienced by the rest of the 
population. 

                                                      
88 OFM data are presented through 2007.  Since 2008, Whatcom County has remained below both State and US per capita income 
levels according to the US Census Bureau’s ACS 1-year Estimates in 2008, 2009, and 2010 and 2010 ACS 3-year Estimates data. 
89 WA REAP data is available at: http://washington.reaproject.org. 
90 US Census Bureau 2010 ACS 3-year Estimates data. 
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  Source: US Census Bureau ACS 1-year Estimates – 2005 through 2010 
 
Income may also be viewed at the household level.91  Similar to per capita income, median 
household income can be sensitive to student-aged populations as several or many students 
residing in a household could lower the median household income below the experiences of the 
rest of the population.  However, it provides a useful measure to assess the relative levels of 
incomes across jurisdictions.   
 
The US Census Bureau’s ACS 1-year data for 2010 indicated that Bellingham’s median 
household income ($39,599) was less than that of Whatcom County, Washington, and the 
nation.92  In 2010, Whatcom County’s median household income of $49,938 was 3.3 percent 
above the US average ($50,046) and 7.7 percent below the State median household income 
($55,631). 

                                                      
91 The US Census Bureau defines household income as including income of the householder and all other people 15 years and 
older in the household, whether or not they are related to the householder. 
92 The project team endeavored to use US Census Bureau ACS 3-year Estimates data for the graphs on pages 23 through 25, but 
due to data issues experienced by the US Census Bureau, used ACS 1-year Estimates data for the charts on the aforementioned 
pages.  The data are slightly different, but the patterns and relative rankings of the jurisdictions are largely unchanged.  The primary 
objective of these graphs is to show relative relationships between jurisdictions and that is maintained by using the ACS 1-year 
Estimates data. 
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  Source: US Census Bureau ACS 1-year Estimates – 2005 through 2010 
 
Median family income data are less affected by student population data.93  In four of the last six 
years, Bellingham’s median family income was below that of Whatcom County, Washington, 
and the US.  However, in 2006 and 2009, Bellingham’s median family income was greater than 
both Whatcom County and the US average.  Whatcom County’s median family income was 
above the US average in four of the six years reviewed (2006-2007, 2009-2010), though it 
remained below the Washington state median household income in all six years. 
 

 
  Source: US Census Bureau ACS 1-year Estimates – 2005 through 2010 

                                                      
93 The US Census Bureau defines family household as a householder and one or more other people living in the same household 
who are related to the householder by birth, marriage, or adoption.  All people in a household who are related to the householder 
are regarded as members of his or her family.  A family household may contain people not related to the householder, but those 
people are not included as part of the householder’s family in tabulations. 
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Wages 
 
Overall, Whatcom County’s average annual wage was below the State’s average wage.94  
Similarly, in 18 of the 20 sectors reviewed, Whatcom County’s average annual wage was below 
the State’s average annual wage for the respective sector.  In the two instances where 
Whatcom County had a higher average annual wage, both were less than 4.0 percent greater 
than the State average.  In all 18 sectors where the County lagged the State average annual 
wage, all lagged the State average by more than 4.0 percent. 
 
Growth industries in the Whatcom/Bellingham region that were discussed earlier in this report 
included leisure and hospitality (accommodation and food services; arts, entertainment, and 
recreation), health care and social assistance, government, and retail trade.  Among these 
growth sectors, all had an annual average wage in Whatcom County below their peers in similar 
sectors in the State.   

  

                                                      
94 Washington’s OFM and the State’s Employment Security Department (ESD) collaborate to compile median and hourly wage 
information for each County.  Similar, but different, data are available from the BEA and WA REAP.  While methodologies may vary 
slightly causing different results, both data sets provide quality data that are useful in reviewing income and wages.  For the 
remainder of the income – wages discussion, the project team will use data from Washington’s ESD (in partnership with the BLS).  
Neither State nor BEA data for the full year 2011 are available as of January 10, 2012. 
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Whatcom County’s Variance from State – 2010 Jobs and Wages by Occupation95 

Sector 
Whatcom 

County Percent 
of Total Jobs 

WA Average 
Annual Wage 

Whatcom 
County Average 

Annual Wage 

2010 Difference in 
Average Annual Wage 

($) 

2010 Difference in 
Average Annual Wage 

(%) 
All Industries 100.0% $48,521 $37,312 ($11,209) -23.1% 
Ag., forestry, fishing & hunting 3.9% $24,034 $24,977 $943  3.9% 
Mining 0.2% $55,654 $51,050 ($4,604) -8.3% 
Utilities 0.2% $77,591 $73,842 ($3,749) -4.8% 
Construction 6.2% $51,127 $51,891 $764  1.5% 
Manufacturing 9.8% $64,925 $53,740 ($11,185) -17.2% 
Wholesale trade 3.4% $63,348 $47,072 ($16,276) -25.7% 
Retail trade 12.5% $30,021 $25,136 ($4,885) -16.3% 
Transportation & warehousing 2.4% $47,743 $37,127 ($10,616) -22.2% 
Information 1.9% $109,777 $42,615 ($67,162) -61.2% 
Finance & insurance 2.4% $70,137 $53,210 ($16,927) -24.1% 
Real estate & rental & leasing 1.1% $38,359 $27,494 ($10,865) -28.3% 
Professional & technical services 3.8% $75,376 $55,156 ($20,220) -26.8% 
Mgmt. of companies & 
enterprises 0.6% $95,731 $58,393 ($37,338) -39.0% 
Administrative & waste services 3.8% $41,466 $30,903 ($10,563) -25.5% 
Educational services 0.9% $35,158 $21,141 ($14,017) -39.9% 
Health care & social assistance 12.4% $44,673 $37,532 ($7,141) -16.0% 
Arts, entertainment, & recreation 2.0% $25,121 $16,078 ($9,043) -36.0% 
Accommodation & food services 9.6% $17,632 $14,482 ($3,150) -17.9% 
Other services, ex. public admin. 4.4% $24,227 $22,808 ($1,419) -5.9% 
Government 18.4% $51,394 $45,430 ($5,964) -11.6% 

Source: WA ESD – Covered Employment Classified By Industry – Annual Averages 2010 (Revised) 
 
One of the super-sectors that added the most jobs in Whatcom County since 2001 was leisure 
and hospitality (accommodation & food services and arts, entertainment & recreation sectors); 
which is also the sector with the lowest annual wage in Whatcom County.  Similarly, the retail 
trade sector and education and health services sectors both experienced growth in Whatcom 
County and were comprised of industries that have average annual wages at or below the 
County’s average annual wage.  The only significant growth sectors in the County with wages 
above the County’s average annual wage were Finance and Insurance and Government. 
 
Taken together, this suggests that while the County added many good paying jobs relative to 
the annual average wage, it also added a significant number of jobs that provide annual wages 
at or below the County average.96 

  

                                                      
95 Washington ESD. 
96 Additional information is available from the WA ESD.  In July 2011, ESD published a 2011 Occupational Employment and Wage 
Estimates Guide that provides estimated employment, average wage and percentiles of wages for a multitude of professions.  The 
data are presented for MSAs, regions, and Statewide.  While a profession by profession comparison is beyond the scope of this 
report, a cursory review of the data seems to support the trend of Whatcom County (Bellingham MSA) having lower average wages 
than Statewide averages.  The ESD publication is available at: Hhttps://fortress.wa.gov/esd/employmentdata/docs/occupational-
reports/occupational-employment-wage-estimates-2011.pdfH. 



    

Understanding the Potential Impact of GPT  Appendix C: Income and Wages 
Communitywise Bellingham             Page 46  
 

2010 Average Annual Wage by Sector – Whatcom County 

 
According to OFM and ESD data, the average earnings per job in Whatcom County have 
consistently lagged the Washington average since 1987 when the data set began; Whatcom 
County also remained below the State and US average earnings per job, while Washington has 
been largely been near or above the national average.   
 

 
  Sources: WA OFM and WA ESD 
 
Whatcom County’s average hourly wages were closer to the State’s average hourly wages 
among those on the lower-end of the wage scale.97  As hourly wages increased, the County’s 
lag significantly increased.  In other words, the proverbial wage-floor to wage-ceiling was more 
compressed in Whatcom County than for the State. 

                                                      
97 The wage scale shown is for hourly wages by decile.  This range begins with the lowest-paid 10 percent of jobs and increases by 
10 percent intervals up to the highest paid 10 percent of jobs (based upon average hourly wage). 
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Wage data is based on location of employment.  OFM and ESD historical data showed an 
important distinction that wages earned in Whatcom County are not equal to wages earned by 
Whatcom County residents.  The data showed that the inflow of earnings from cross-county 
commuters was consistently greater than the outflow of earnings from cross-county commuters.  
This suggests that workers who resided in Whatcom County and commuted outside of the 
County for work earned higher wages than those who resided in other counties and commuted 
into Whatcom County.98  Similarly, US Census OntheMap application data also showed that 
more Whatcom County residents commuted outside of the County for work than non-Whatcom 
residents who commuted into the County for work.  In 2009, the difference was estimated to be 
4,107 individuals; as shown in the below graphic.99  Importantly, according to this data, 40.1 
percent of those leaving Whatcom County earned more than $3,333 per month as compared 
with 32.8 percent of those who commuted into Whatcom County, and 34.6 percent of Whatcom 
residents who lived and worked in the County. 
 

  

                                                      
98 WA OFM and ESD personal income data. 
99 It is possible that data from OnTheMap understates the effect of Whatcom residents who commute outside the County for work 
due to the Canadian border affecting its estimates. 
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Workers Commuting Into and Out of Whatcom County 

 
 
Further evidence that Whatcom County’s labor market pays a lower wage in comparison to 
other regions is found in the County’s trend of trailing the State average in wages for those with 
a Bachelor’s degree or higher.  Specifically, those with a Bachelor’s degree or higher earned an 
average of $1,706 less per month than the State average for those with a Bachelor’s degree or 
higher; equating to over $20,000 less per year.100  This result suggests that in addition to being 
a lower-wage region than the State average – as mentioned previously – Whatcom County and 
Bellingham may have instances of underemployment among residents.  Underemployment is 
discussed at greater length below. 
 

                                                      
100 US Census Bureau Quarterly Workforce Indicators (QWI) – 2010 Quarters 1-4. 
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Appendix D: Underemployment and Poverty 
 
Bellingham’s poverty rate of 21.0 percent was greater than the poverty rates for both Whatcom 
County (14.6 percent) and Washington (12.5 percent).101  Bellingham accounted for 56.2 
percent of Whatcom County’s total population in poverty and 68.6 percent of those in poverty 
between the ages of 18-64.  As shown in the chart below, much of Bellingham and Whatcom 
County’s poverty was concentrated among those between the ages 18-24.102  The City’s 
poverty rate was likely impacted by the significant post-secondary student population in 
Bellingham; many of whom lived below the poverty line.  Bellingham residents ages 18-24 with 
incomes below the poverty line accounted for 50.9 percent of the City’s total and 83.3 percent of 
all age 18-24 County residents living in poverty. 
 

 
Source: US Census Bureau 2010 ACS 3-year Estimates 
 
Across all educational attainment levels, Bellingham’s poverty rate was greater than the 
remainder of the County, State, and national rates.  Almost one-quarter (22.4 percent) of 
Bellingham residents age 25 and over who live in poverty possessed a Bachelor’s degree or 
greater.103  This percentage was significantly more than that seen in both the remainder of 
Whatcom County (13.4 percent) and Washington (13.3 percent) for the same population.  The 
remainder of Whatcom County’s poverty rate is generally below or on par with that of the State.  
The relative high level of poverty experienced by those in Bellingham with high educational 
attainment suggests there is some level of choice or desire to reside in Bellingham as opposed 
to other locations.   

                                                      
101 US Census Bureau 2010 ACS 3-year Estimates. 
102 US Census Bureau 2010 ACS 3-year Estimates. 
103 Source: US Census Bureau 2010 ACS 3-year Estimates. 
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Source: US Census Bureau 2010 ACS 3-year Estimates 
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Appendix E: Cost of Living 
 
An important consideration to contextualize income – and economic conditions independent of 
income – is the associated cost of living for the region.  One measure of this is the BLS 
Consumer Price Index (CPI) data.104  The Bellingham MSA is not one of the local areas for 
which BLS produces an index.   
 
As CPI data are not available for Whatcom County or Bellingham, the project team reviewed the 
cost of housing to help inform discussions of the cost of living.  Over half (51.1 percent) of 
Whatcom County households who rented their residence and 45.0 percent of those who owned 
their residence spent 30.0 percent or more of their income on housing – compared with 47.2 
percent of renters and 41.0 percent of homeowners in Washington.105 
 
As shown in the following graphs, all jurisdictions had a significant portion of renters and home 
owners who paid 35 percent or more of household income for their residence.  Bellingham had 
the highest percentage of households among renters and home owners who paid over 35 
percent of household income toward their residence; 48.4 percent of all Bellingham renters and 
35.3 percent of Bellingham home owners.  A portion of Bellingham’s high rent as a share of 
household income may have been attributable to the student population, many of whom may 
have rented apartments or homes.   
 
The remainder of the County tended to be more similar to the State than to Bellingham.  
However, rental and housing prices as a whole appeared to consume a greater percentage of 
total household income in Whatcom County and Bellingham as compared to the rest of the 
state.  This could have been due to the jurisdictions’ lower wages, higher housing prices, or a 
combination of both. 
 

                                                      
104 The BLS publishes various CPI measures of ‘market basket’ price changes as indicators of cost-of living.  BLS cites the 
Chained CPI-U as its most accurate measure for cost-of-living.  This index is produced on a national basis, and is available dating 
back to 1999.  To provide insight into more localized changes, BLS also produces indexes for local areas covering all urban wage 
earners.  While available for a longer duration and regionally focused, the BLS advises that such area series are less reliable due to 
sample size volatility. 
105 OFM analyzes the cost-of-living by measuring housing costs (rent or mortgage) as a percent of household income.  OFM 
considers households to be in distress when gross rent or mortgage costs are 30 percent or more of household income.  OFM data 
use 2000 Census data as the base year and is current through 2009 ACS 1-year estimate data.  In the data discussed, the project 
team used the 2010 ACS 3-year estimates. The project team examined mortgage costs as a percentage of household income for 
owner-occupied housing units in order to review housing costs as a percentage of household income without large potential for 
interference from the student population.   
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  Source: US Census Bureau 2010 ACS 3-year Estimates. 
 

 
  Source: US Census Bureau 2010 ACS 3-year Estimates. 
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Washington State University’s Washington Center for Real Estate Research (WCRER) 
publishes a myriad of housing-related data, including an affordability index and data on median 
sales prices.  WCRER compiles an affordability index for home purchases that measures the 
ability of a typical family to make payments on a median price home.  For example, if a 
jurisdiction had an affordability index of 110, it would mean that a family earning the median 
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income would have 10.0 percent more income than the bare minimum required to qualify to 
purchase a median-priced home with a 20.0 percent down payment and a 30-year mortgage. 
 
Traditionally, Whatcom County’s affordability index was slightly above the State’s index until 
early 2004.  Since that point, the County’s index has generally remained below the State’s 
index, meaning home purchases are slightly more affordable in the State as compared to 
Whatcom County.  It is possible that Whatcom County’s lower wages as compared to the State 
average (discussed above) contributed to this affordability lag, though the wage trend existed 
for a significant period prior to 2004.   
 
The second chart below reviews the median home price for the State and County on a quarterly 
basis from 2004-2010.106  Whatcom County’s median home price was below the State’s median 
home price until the middle of 2004.  At this point, the County’s median home price was nearly 
equal to the State’s for the next 18 months; even briefly spiking above the State average.  From 
early 2006 through early 2010, the County’s median home price was lower than or nearly 
equaled that of the State.   
 
Since mid-2010, the County’s median home price has been greater than the State’s median 
home price.  A portion of the County’s increase could be due to the types of individuals 
migrating to the County from outside areas.  These individuals (discussed in a previous section) 
have higher AGIs and may have helped sustain the housing prices by creating demand in the 
market whereas similar demand was not present in other markets.  To the extent this 
supply/demand effect occurred, it increases the likelihood that people chose to move to 
Whatcom County and Bellingham because of the quality of life, quality of place, and/or 
amenities, as they were willing to pay more for a home in Whatcom County or Bellingham than 
other locations. 
 
Considering both the affordability index data and median home price data, there may be two 
variables combining to create a lower affordability and higher median home price as compared 
with the State; this experience may even be potentially greater in Bellingham.  The County and 
City’s consistently lower wages coupled with the home prices that didn’t fall as far from their 
peak as the State likely each play a role in the more expensive real estate (on an affordability 
measure and a median price measure) than the State average.   
 
Given these facts, it could be argued that Whatcom County and Bellingham could be expected 
to have seen a small decrease in population as individuals and families seek more 
commensurate wages and home prices.  However, this did not occur.  In fact, the opposite 
occurred which again could suggest some level of desirability and choice associated with 
wanting to reside in Bellingham and or Whatcom County – even if it was less affordable. 
 

                                                      
106 The Federal Housing Finance Agency (FHFA) House Price Index for the same period also reports similar data. 
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Appendix F: Bellingham’s Importance as a Regional Economic Center 
 
Approximately 60 percent of jobs in Whatcom County are located in Bellingham.107  
Countywide, jobs are concentrated in Bellingham and, within Bellingham, are concentrated west 
of Interstate 5 (I-5) and clustered near the Central Business District and within short distance to 
the waterfront. 
 
  Whatcom County Jobs Per Square Mile                Bellingham Jobs Per Square Mile 

  
  Source: US Census Bureau Local Employment Dynamics (LED), 2009. 
 
According to the US Census Bureau’s 2007 Economic Census, the City also accounted for 76.1 
percent of all retail sales in Whatcom County.  In addition, Bellingham’s retail sales per capita 
($25,169) was nearly double the sales per capita of the County ($13,254).  The City’s 
accommodation and food services sales accounted for $226.6 million (55.6 percent) of the 
County’s total accommodation and food services sales of $407.8 million.108  The US Census 
Bureau’s Local Employment Dynamics (LED) 2009 Work Area Comparison Report for Whatcom 
County indicates that the retail trade sector, as seen in other data earlier in this report, is one of, 
if not the largest industry sector in the County.   
 
Specifically, as seen in the below maps, it appears that a significant portion of the City’s retail, 
accommodation, and food services jobs are located in and around the waterfront area.   

  

                                                      
107 US Census Bureau Local Employment Dynamics (LED) 2002-2009 data. 
108 US Census Bureau 2007 Economic Census. 
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 Bellingham Accom. & Food Service Jobs                 Bellingham Retail Trade Jobs 

   
  Source: US Census Bureau Local Employment Dynamics (LED), 2009. 
 
Property Values 
 
Just as Bellingham is the commercial center for Whatcom County, it also has a significant 
portion of the County’s property value.  As of 2010, Bellingham accounted for 35.8 percent of 
the County’s total assessed value of real property.  Bellingham achieved these results despite 
representing only 1.3 percent of the County’s total square miles – further highlighting the 
importance of property value (for residential and commercial parcels) in the City for the rest of 
the County.109 
 
In 2010, Bellingham accounted for 56.0 percent of the total residential sales volume in the 
County (in dollar amount) and 52.1 percent of total residential transactions in the County; 
suggesting the City’s average house price is greater than the County’s average price – a trend 
that has existed since the data set used began in 2006.  Similarly, while Bellingham and the 
remainder of Whatcom County have both seen significant declines in residential sales volume 
(in dollars) since 2006, the City’s decline is marginally slower than the decline experienced by 
the remainder of the County (-44.8 percent versus -47.1 percent). 
 
Between 2005 and 2010, Bellingham’s median and average home prices have been higher than 
the median and average prices for the County as a whole.  It is important to note that the data 
for Whatcom County include the Bellingham data and are not presented in a disaggregated 
form.  As a result, Bellingham’s median and average home values are likely even greater than 
the non-Bellingham portion of the County.   
 
During the peak of the housing bubble (2006-2008), Bellingham’s home prices were not as far 
above the County’s home prices as after the burst of the bubble (2009-2010), when the City’s 
home prices appear to have increased the value difference with the County’s home prices.  This 
suggests that the Bellingham housing market did not decrease in value to the same extent as 
the remainder of the County (keeping in mind that County data are not disaggregated and 
include Bellingham’s prices). 

  

                                                      
109 US Census Bureau, 2010 data. 
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Median and Average Prices of Houses Sold, 2005-2010 
Median Sales Price Bellingham Whatcom County Difference ($) Difference (%) 

2010 Median Sales Price $264,950 $255,000 $9,950 3.9% 

2009 Median Sales Price $274,000 $259,990 $14,010 5.4% 

2008 Median Sales Price $285,000 $278,533 $6,467 2.3% 

2007 Median Sales Price  $300,000 $290,725 $9,275 3.2% 

2006 Median Sales Price $295,000 $283,000 $12,000 4.2% 

2005 Median Sales Price $269,000 $259,900 $9,100 3.5% 

Average Sales Price Bellingham Whatcom County Difference ($) Difference (%) 

2010 Average Sales Price $313,813 $291,985 $21,828 7.5% 

2009 Average Sales Price $320,767 $301,124 $19,643 6.5% 

2008 Average Sales Price $333,731 $323,172 $10,559 3.3% 

2007 Average Sales Price $351,063 $340,448 $10,615 3.1% 

2006 Average Sales Price $341,105 $324,852 $16,253 5.0% 

2005 Average Sales Price  $302,749 $288,277 $14,472 5.0% 

 
Most recently, the 2011 report reviews the differences in median sales price for new and 
existing homes in Whatcom County and Bellingham.  In both 2009 and 2010, the City’s median 
sales prices for new and existing homes were greater than the County’s median sales prices for 
new and existing homes.  New homes in Bellingham had a particularly higher median sales 
price than did new homes in Whatcom County (2009: $336,650 vs. $262,500; 2010: $313,500 
vs. $256,750).   
 
According to the report, in 2010, houses in Bellingham’s Census tracts had a higher average 
sales price for new homes than new homes sold in the rest of Whatcom County.  In the nine 
Census tracts in Bellingham with new home sales in 2010, eight had an average sales price of 
over $300,000.  Of the ten Census tracts in the remainder of the County with new homes sales 
in 2010, only one Census tract had an average sales price over $300,000.110 
 
Among single family sales by Census tract in 2010, the properties in the Fairhaven, South Hill, 
and Edgemoor sections of the City had significantly higher sales prices than the rest of the City. 
The average sales price in the Fairhaven/South Hill section was $574,167 and the average 
sales price in Edgemoor was $555,433.  Sales volumes were the highest in the Mount Baker, 
Alabama Hill/Silver Beach, North and South Short/Lake Whatcom, and Puget/Whatcom 
Falls/Samish areas of the City. 
 

                                                      
110 Similar data for condominium sales are also included in the report.  Bellingham accounted for 63.0 percent of condominium 
sales in Whatcom County during 2010 and had a higher average sales price than the remainder of the County. 
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Appendix G: Projections for the Future – Population and Job Growth 
 
Population Growth 
 
WA OFM produces projections for future population growth on the State and County levels.111  
OFM projects the State’s population growth rate from 2010 to 2030 to be 1.1 percent, just above 
the US rate of 0.9 percent.  OFM projects Whatcom County’s 2010-2030 population growth rate 
to be 1.5 percent.   
 
Population growth forecasts for the City of Bellingham are not included in the OFM data.  
Bellingham’s population growth rate is assumed to be similar, though not identical, in real 
experience to the County’s population growth rate.  It should be noted that Bellingham’s CAGR 
for the most-recent 10 years (1.9 percent) is the same as Whatcom County’s most-recent 10-
year CAGR, for this reason, the project team used the same out-year CAGR for Bellingham as 
projected in OFM’s estimates for Whatcom County.   
 
For purposes of calculations later in this report, the project team used OFM's compound annual 
growth rate projections for Whatcom County for Bellingham; 1.6 percent through 2019 and 1.5 
percent through 2030.  This is in line with OFM’s projections for a decreased rate of population 
growth for Whatcom County and the State in future years. 
 

 
  Source: WA OFM 
 
OFM estimated that Whatcom County accounted for 2.9 percent of the State’s total 
population.112  By 2030, OFM projects the Whatcom County population to reach approximately 
261,000 individuals and represent 3.1 percent of the State’s population.  Whatcom County's 
proportional increase in State population share occurs due to OFM’s long-term forecasted 
population growth rate for Whatcom County being greater than the State’s long-term forecasted 
population growth rate; this can be seen in the graph above. 

                                                      
111 OFM produces a Forecast of State Population (released in November 2011) that solely forecasts the population of Washington 
through 2040.  OFM, as part of the Growth Management Act (GMA), produces population estimates every five years.  New 
estimates are to be released in March of 2012 and were not available for use in this report.  This report uses OFM 2007 Growth 
Management Projections through 2030.  Historical differences between OFM projections and actual occurrences have been small.  
OFM’s 2007 projections for 2010 were 97.3 percent of 2010 Census data.  Similar or smaller margins were also seen in prior data. 
112 OFM’s estimates were made prior to the release of data from the 2010 Census.  The 2010 Census suggested Whatcom County 
comprised 3.0 percent of the State’s total population; up from 2.8 percent in 2000. 
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On a State level, it is worth noting that OFM’s November 2011 Forecast of State Population 
(statewide projections) projects significant growth in the age 65 and over population from 2010 
levels (24.2 percent) by 2040.  Specifically, between 2010 and 2040, those age 65 and over 
account for 49.7 percent of OFM’s projected total net population growth in the State.  OFM’s 
projections are consistent with growth in the population from the 2000 census to the 2010 
census.  OFM’s projections likely account for baby boomers continuing to age and live longer, 
thus driving the increase in the population age 65 and over. 
 
Job Growth 
 
Washington’s ESD produces Occupational Employment Projections for the State and its sub-
regions that forecast the 2019 estimated levels of employment for over 800 occupation types.113  
Statewide, ESD projects an average annual growth rate of 1.4 percent for all occupations 
through 2019 resulting in an increase in employment of approximately 495,000 from 2009 
levels.  Over two-thirds of the State’s projected increase is attributable to projected gains in nine 
occupational categories: 
 

 Office and Administrative Support 
 Sales Related 
 Computer and Mathematical 
 Computer Specialists 
 Food Preparation and Serving Related 
 Transportation and Material Moving 
 Healthcare Practitioners/Technical Related 
 Personal Care and Service 
 Building and Grounds Cleaning and Maintenance. 

 
ESD projects the Northwest Washington region114 (includes Whatcom County) to grow at a 
slightly greater average annual growth rate than the State estimate through 2014 (1.5 percent 
versus 1.4 percent).  Thereafter, through 2019, it projects the region will grow at annual average 
rate of 1.6 percent and the State will remain at the same average annual growth rate of 1.4 
percent.  In total, ESD projects the Northwest region’s 2019 employment level will be 16.6 
percent greater than its 2009 employment level; higher than the Statewide projected 15.3 
percent increase during the same time period.  By 2019, Northwest Washington is projected to 
have estimated employment of 207,449; an increase of nearly 30,000 over 2009 levels.  
Similarly to the State, over two-thirds of the region’s projected increase is attributable to 
projected gains in nine types of occupations: 
 

 Office and Administrative Support (3,900 new jobs; accounts for over 13.2 percent of 
total increase) 

 Sales Related (2,400 new jobs) 
 Production (2,300 new jobs) 
 Transportation and Material Moving (2,100 new jobs) 
 Food Preparation and Serving Related (2,000 new jobs) 
 Personal Care and Service (1,900 new jobs) 
 Education, Training, and Library (1,900 new jobs) 
 Building and Grounds Cleaning and Maintenance (1,800 new jobs) 
 Construction and Extraction (1,700 new jobs).115 

  
                                                      
113 The project team reviewed ESD’s May 2011 (most recently available) projections. 
114 ESD indicates that Northwest Washington region is comprised of Island County, San Juan County, Skagit County, and 
Whatcom County. 
115 ESD differentiates between Construction and Extraction occupations and Construction Trades Workers. 
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Baseline Growth for Whatcom County and Bellingham 
 
Without the planned development of GPT, the State has already projected significant population 
and job growth for Whatcom County that build upon the County’s historical growth trend.  These 
projections are outlined above.  Based on the state’s projections, it is possible to state a 
baseline scenario for county population and job growth over a ten-year period. 
 
Population Growth 
 
The project team used OFM’s projected annual growth rates from 2011 through 2030 to project 
the growth of the 2010 Census population data for Whatcom County and Bellingham.116  By 
2021, Whatcom County’s projected population is approximately 240,000 and Bellingham’s 
projected population is approximately 96,000.  Through 2021, the OFM’s projected average 
annual growth rate is approximately 1.6 percent, and 1.5 percent through 2030.  Whatcom 
County’s 2030 population is projected to be 269,000 and Bellingham’s 2030 population is 
projected to be 108,000. 
 

Projected Population Growth 

 
2010 Census 
Population 

Average Annual Growth 
Rate Through 2021 

Average Annual Growth 
Rate Though 2030 

Proj. 2021 
Population 

Proj. 2030 
Population 

Whatcom County 201,140 1.6% 1.5% 240,000 269,000 
Bellingham 80,885 1.6% 1.5% 96,000 108,000 

 
 
Job Growth 
 
In 2009, Washington’s ESD projected that the northwest region of Washington (including 
Whatcom County) will see an average annual job growth of 1.5 percent from 2009-2014 and a 
1.6 percent annual average job growth from 2014-2019.117  At the projected rates, Whatcom 
County would have 88,389 jobs by 2021, an addition of almost 15,000 jobs from 2010.  
Similarly, Bellingham would have 53,034 jobs by 2021, an increase of almost 9,000 jobs from 
2010. 

  

                                                      
116 The project team used Bellingham’s 2010 population as a percentage of total Whatcom County population throughout the 
estimates.  This ratio is used purely for the purposes of estimations; actual results will vary and are subject to tangible and intangible 
occurrences that cannot be incorporated in projections. 
117 The project team used these annual average growth rates and applied them to the BLS OES data for 2010 jobs in Whatcom 
County.  To calculate the number of Bellingham jobs, the project team used took 60 percent of all jobs in the County (per LED data 
suggesting an average of 60 percent of all jobs in the County exist in Bellingham).  The calculation did not include the estimated job 
growth for 2009 as the OES figure is from 2010.  However, the project team did apply the 2010 growth rate to this figure so as to 
ensure it captured the possible net increase and not artificially lower job growth.  For 2020-2022, the project team used the 
projected 1.6 percent average annual growth rate to estimate the number of jobs.   
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Projected Job Growth118 

 
Growth 

Multiplier 
Whatcom 

County Jobs Net Increase  Growth 
Multiplier 

Bellingham 
Jobs Net Increase 

May-10 - 73,420 -  - 44,052  
2010 1.015 74,521 1,101  1.015 44,713 661 
2011 1.015 75,639 1,118  1.015 45,383 671 
2012 1.015 76,774 1,135  1.015 46,064 681 
2013 1.015 77,925 1,152  1.015 46,755 691 
2014 1.015 79,094 1,169  1.015 47,457 701 
2015 1.016 80,360 1,266  1.016 48,216 759 
2016 1.016 81,645 1,286  1.016 48,987 771 
2017 1.016 82,952 1,306  1.016 49,771 784 
2018 1.016 84,279 1,327  1.016 50,567 796 
2019 1.016 85,627 1,348  1.016 51,376 809 
2020 1.016 86,998 1,370  1.016 52,199 822 
2021 1.016 88,389 1,392  1.016 53,034 835 

    
Total 88,389 14,969   53,034 8,982 

 
 

                                                      
118 The project team also assessed US Census Bureau LED data from 2009 for Bellingham and Whatcom County.  The 2009 LED 
data indicated 69,610 jobs in the County and 41,613 jobs in the City.  Applying an annual average growth rate of 1.015 percent for 
2009-2014 and an annual average growth rate of 1.016 percent for 2015-2021, yielded a total job growth in the County of 14,193 
and 8,484 in Bellingham.  Ultimately, the project team used the OES data as it is more recent and showed a higher number of actual 
jobs than projection based upon the 2009 data.  The OES data were used so as to not artificially discount ‘trajectory’ growth when 
comparing to projected growth from GPT. 
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Executive Summary 

Introduction 
Washington State’s (state) economy needs a vibrant, competitive rail 
network.  This network must provide a reliable, accessible, and cost-
effective freight service to shippers and customers across the state.  At the 
same time, the freight rail system must co-exist with a high-quality, fast, 
frequent and reliable passenger rail service between major cities across the 
state that is competitive with automobile and air travel times.  This plan 
focuses on the freight side of this equation.  It must be recognized that 
both systems are interconnected and must be planned accordingly to meet 
both freight and passenger needs as an integrated rail network. 
 
The future of the state freight rail system is envisioned by the State 
Freight Rail Plan Advisory Committee to meet the following six goals: 
 
 Economic Competitiveness and Viability: Support the state’s 

economic competitiveness and economic viability through strategic 
freight partnerships. 

 Preservation: Preserve the ability of the state’s freight rail system to 
efficiently serve the needs of its customers as well as preserve the 
potential of the system in the future. 

 Capacity: Coordinate the freight rail system capacity increases to 
improve mobility, reduce congestion, and meet the growing needs of 
the state’s freight rail users, when economically justified. 

 Energy Efficiency and Environmental: Take advantage of freight 
rail’s modal energy efficiency to reduce the negative environmental 
impacts of freight movement in the state. 

 Safety and Security: Address the safety and security of the freight rail 
system and make enhancements, where appropriate. 

 Livability: Encourage livable communities and family-wage jobs 
through the freight rail system and its improvements.  

 
The Washington State 2010-2030 Freight Rail Plan is an update of the 
Washington State Freight Rail Plan 1998 Update.  This update complies 
with Federal Railroad Administration (FRA) requirements that the state 
establishes, updates, and revises a rail plan in order to receive federal 
assistance.  The freight rail plan also fulfills state requirements, under 
Revised Code of Washington (RCW) 47.76.220 and RCW 47.06.080, that 
the Washington State Department of Transportation (WSDOT) prepare 
and periodically revise a state rail plan that identifies, evaluates, and 
encourages essential rail services.  This plan and its recommendations are 
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intended to be a living document that will be updated and revised as future 
conditions require.  Currently a National Rail Policy is being developed by 
the FRA and is anticipated to be released in 2010.  Washington’s plan will 
be updated if a revision is required to maintain consistency with the 
National Rail Plan. 
 
This plan will provide guidance for rail initiatives and investments in the 
state.  Results from this plan will be included in the Statewide Multimodal 
Transportation Plan.  WSDOT intends this next update to meet state and 
federal transportation planning requirements, thus maintaining the state’s 
eligibility to receive federal surface transportation funding. 
 
The freight rail plan also reflects strategies to: 
 
 Increase the effectiveness of the rail program. 
 Broaden understanding of rail issues for all stakeholders. 
 Provide a framework to implement rail initiatives in the state. 
 Support WSDOT in federal funding opportunities, such as 

Transportation Investment Generating Economic Recovery and 
American Recovery and Reinvestment Act of 2009 (ARRA). 

 Implement the rail benefit/cost analysis required by the legislature. 
 Fulfill new federal requirements for state rail plans. 

2030 Vision for Freight Rail in Washington State 
The Washington State freight rail system is: 

 Reliable. 
 Cost effective. 
 Energy efficient. 
 Environmentally-friendly transportation mode for domestic and 

international cargo deliveries. 
 
As a critical part of Washington’s multimodal transportation system, the 
rail system leverages intermodal connections: 

 To provide a seamless system for cargo deliveries to customers. 
 To improve the mobility of people and goods. 
 To support Washington’s economy by creating and sustaining 

family-wage jobs and livable communities.  
 
Freight rail has increasing importance that fosters economic growth and 
livable communities for the state and its citizens.  The rail system is a 
critical part of the multimodal transportation system that supports national 
and international trade flows through the state and provides critical 
gateway opportunities for other cargo to move through the state.  It is a 
vital system that supports state ports and the regional economies bringing 
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state goods to national and international markets.  Freight rail in the state 
can be considered as a fundamental utility supporting the retail and 
wholesale distribution system. 

Rail System in Washington State 

The state’s rail network has evolved over the last century to serve a wide 
range of passenger and freight markets and has extended across many 
parts of the state.  Thirty-two of the state’s 39 counties are served by one 
of the state’s freight railroads (Exhibit ES-1).  The rail network in the state 
has three distinct types of rail services: intercity passenger, commuter, and 
freight. 
 
The Class I railroad system primarily serves the inland transportation 
component of the supply chain for large volumes of import and export 
cargo moving through state ports.  This Class I railroad system is 
supported locally by the short-line network consisting of many small 
railroads, many of which evolved from abandonments of the Class I 
railroads. 

The state’s mainline railroad system is comprised of two Class I railroads: 
the BNSF Railway (BNSF) and the Union Pacific Railroad (UP).  Both 
operators have invested in improvements and upgrades to their rail 
systems, including new locomotives, new traffic control systems, and 
rolling stock substantial infrastructure improvements.  The Class I 
railroads are supported by one Class II and 19 active Class III short-line 
railroads.  This brings the total number of active freight railroads in the 
state to 22. 
 
There are three major rail corridors in the state.  First, the north-south 
corridor is the I-5 rail corridor running from Portland, Oregon (OR) to 
Vancouver, British Columbia (B.C.).  There are two east-west corridors: 
the Columbia River Gorge—running from Vancouver, Washington (WA) 
to the east—and Stevens Pass running from Everett to Spokane.  These 
three corridors carry the majority of the current freight rail volumes and 
are supported by other less dense mainline routes as well as the short lines 
that feed into the mainlines, such as Stampede Pass running from Auburn 
to Pasco. 
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Exhibit ES-1: Washington State Rail Map 
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Economic Impact 

Freight rail transportation is a fast growing service.  In 2007 the state rail 
system carried 116 million tons of freight, compared with 64 million tons 
in 1991, for an annual growth rate of 3.8 percent.  Among the 116 million 
tons of rail freight, 56 million tons arrived in the state from 44 other states 
and Canada, while almost 23 million tons were shipped from the state 
ports and industries to 46 other states and Canada.  Over 6 million tons of 
local rail freight moved within state borders and Almost 32 million tons of 
rail freight moved through the state without loading and unloading 
(Exhibit ES-2). 
 

Exhibit ES-2: Washington State Rail Freight  
Directional Flows – 2007 

(Million Tons) 
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Source: WSDOT State Rail and Marine Office – 2007 Surface Transportation Board (STB) 
Waybill Sample Data Analysis 
 
The economic vitality of the state requires a robust rail system capable of 
providing its businesses, ports, and farms with competitive access to North 
American and overseas international markets.  The state is well known for 
its agricultural products, such as apples, wheat, fruit, and potatoes.  
Freight rail plays an important role to underpin the state’s agriculture 
sector.  Lumber and wood product producers, manufacturers, waste 
management, and mining also rely on rail transportation to move heavy, 
bulky products to markets in a cost-effective manner.  
 
Farm products (36.1 million tons) were the top commodity by weight 
moved on the state’s rail system, followed by lumber and wood 
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(12.9 million tons), miscellaneous mixed shipments (11.9 million tons), 
and coal (10.6 million tons) (Exhibit ES-3).  In 2007, 86 percent of the 
freight moved on state rail lines was from the top ten commodities. 
 

Exhibit ES-3: Top 10 Commodities Shipped by Rail  
Washington State 2007 (Million Tons) 
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Source: WSDOT State Rail and Marine Office – 2007 STB Waybill Sample Data Analysis 
 
Rail freight transportation has significant economic impacts.  In 2007 total 
rail freight revenue, including rail only and rail intermodal, amounted to 
$1.2 billion.1  Freight rail employed 4,207 people in the state and 
contributed $533 million directly to the state’s Gross Domestic Product 
(GDP). 
 
A large part of the state’s economy depends on freight for its 
competitiveness and growth.  The state’s freight rail system, as an 
integrated part, also supports freight-dependent sectors of the economy.  
Freight-dependent sectors, in general, include agriculture, mining, 
construction, manufacturing, wholesale, retail, transportation, and 
warehousing.  In 2008 freight-dependent sectors accounted for 33 percent 
of the state’s GDP, 71 percent of business income, and 39 percent of 
state’s employment (Exhibit ES-4). 
 

                                                 
1 Rail intermodal refers to double-stack container trains that move as a unit train and has 
one or more modes to move a shipment from origin to destination. 
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Exhibit ES-4: Freight-Dependent Sectors Employment 
Washington State 2008 First Quarter 
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Freight-Dependent Sectors: 1.125 Million Jobs
All Sectors: 2.881 Million Jobs

 
Source: Washington State Employment Security Department 2008, compiled by WSDOT 
State Rail and Marine Office 

Societal Impact 

Transportation is one of the largest greenhouse gases (GHG) sources in 
the state.  Transportation GHG sources includes light- and heavy-duty 
(on-road) vehicles, aircraft, rail engines, and marine engines.  Carbon 
dioxide (CO2) accounts for about 98 percent of transportation GHG 
emissions from fuel use.  Most of the remaining GHG emissions from the 
transportation sector are due to nitrogen oxide (NOx) emissions from 
gasoline engines.  Rail is a more environmentally-friendly transportation 
mode (Exhibit ES-5).  Increasing the use of rail transportation can 
contribute to a reduction in GHG. 
 

Exhibit ES-5: Greenhouse Gas Emissions by Mode 
(grams/ton-mile) 

 Road Rail Air 

Carbon Dioxide (CO2) 235.33 40.00 1,469.33 

Nitrogen Oxide (NOx) 1.99 0.74 6.31 

Particulate Matter (PM10) 0.47 0.05 0.80 

Carbon Monoxide (CO) 1.21 0.42 6.26 

Sulfur Dioxide (SO2) 0.30 0.12 2.27 

Source: Environmental Science Technology, 2007, 41, 7138-7144 
 
Publicly- and privately-owned railroads are implementing cleaner fuels 
and working to achieve increased fuel efficiency by retrofitting existing 
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engines and purchasing newer cleaner engine technologies on new 
equipment, as well as continuing to make operational efficiency 
improvements.2  
 
Increasing the use of rail for both the movement of freight and passengers 
can help the state make progress towards its GHG emissions reduction 
goals.  On a national level, freight demand is projected to almost double in 
the next 35 years.  Without improvements in freight rail capacity, this 
increase in demand would need to be accommodated by trucks using the 
roadway network. 
 
In the case of moving freight from trucks to trains, a net decrease in GHG 
emission reductions is tied to a permanent change in mode split: freight 
volumes are forecast to grow, and if trucks shift one commodity to rail 
simply to haul another commodity on the road, there will not be a net 
decrease in GHG emissions. 

Rail Infrastructure Needs and Investment Program 
Currently, the Class I railroads are meeting the existing long-haul traffic 
demands, but are experiencing capacity limitations during peak volumes 
on some of their routes.  It must be noted that the majority of the state’s 
passenger rail services run on rail owned by these Class I railroads.  Thus, 
infrastructure improvements and operational changes will be needed to 
accommodate projected growth in freight and passenger traffic, and to 
support a competitive rail freight environment. 
 
An assessment of the freight needs was completed as part of this plan.  
The assessment is based on data provided directly by the state’s freight 
railroads, ports, public agencies, and other key stakeholders.  In total, this 
needs assessment identifies 109 short- and long-term capital improvement 
projects and other initiatives.  The total cost for the requested projects, 
where cost estimates are available, is $2.0 billion.  Other issues that need 
to be considered in the development of this plan are: proposed rail 
abandonments and at-risk lines, port access, intermodal connectors, and 
emerging issues that face freight rail in this state.  The state needs to 
develop a comprehensive system to prioritize these projects, using a cost 
benefit approach, to obtain the maximum benefit for the public’s 
investment into any private infrastructure that is clearly measurable. 

Preservation of At-Risk Railroads 
The state has one of the best rail preservation and development programs 
in the country.  The state has invested $99 million in its rail freight 

                                                 
2 www.maritimeairforum.org/news/NW_Ports_Clean%C2%ADAirStrategy_Draft.pdf. 
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infrastructure since 1980.  An additional $35 million in investment is 
anticipated from 2010 to 2012 (see Exhibit ES-6). 
 

Exhibit ES-6: Washington Rail Investments (in Millions) 
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Source: WSDOT State Rail and Marine Office 
 
These investments include the Freight Rail Assistance Program 
($6 million 2007-2011), and Freight Rail Investment Bank Program (Rail 
Bank) loans.  The Rail Bank has made $7.5 million in funding available 
from 2007-2011, with a maximum loan of $250,000.  All of these 
investments have been in regional and small railroads, in recognition of 
the fact that these railroads are a vital component of the state’s 
transportation system and economic well-being. 

Port Access 

Port access to rail is very important to the vitality of local, state, and 
national economies.  As economic development agencies, ports are a 
fundamental part of the state’s infrastructure.  State ports face substantial 
competition from other ports and shipping routes.  The majority of the 
cargo that comes through state ports is discretionary cargo (i.e., 
containers, autos, grain, dry bulks, and break-bulk cargoes) that can shift 
to other gateways, if shipping through these other ports becomes more 
efficient or cost effective than using state ports.  To be competitive, ports 
must have good rail access3 and connect effectively to the rest of the 
system.  As an added benefit, rail is a community-friendly mode, as it is a 
safe, energy-efficient way to move goods along major corridors. 
 

                                                 
3 Good rail access means that trains can get in and out of a rail facility without delay to 
the facility, the train, or other rail operations on a rail line. 
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The state has 75 ports, not all with water access, as shown in 
Exhibit ES-7.  The state has 11 deep-draft ports, a tremendous asset for the 
state’s economy.4  This is an asset because these ports can berth most of 
the cargo ships on the ocean due to the ability to handle ships that draw up 
to 40 feet of draft.  Seven of these ports are on the Puget Sound.  The 
largest ports, the Ports of Seattle and Tacoma, together comprise the third 
largest container load center in the nation—behind the complexes at Los 
Angeles/Long Beach and New York/New Jersey.  One deep-draft port, the 
Port of Grays Harbor, is located on the coast; and three are located on the 
Columbia River.  Together, these ports comprise a seamless network that 
sends state goods to a global market, and imports goods from other 
countries, bound for state stores. 
 
Vital to the continued success of state ports is capitalizing on our inherent 
competitive advantage—a shorter ocean trade route to the Asia/Pacific 
Rim through the state’s gateways.  However, if these critical gateways, 
which handle a majority of the state’s freight rail tonnage, lead to a system 
that is slow and unreliable, they will be noncompetitive and the flow of 
trade may shift.  This could result in added costs to shippers. 
 
Thus, state ports are only a part of the freight rail picture.  Each part of the 
system needs to contribute to the success of the whole.  Investment of 
public dollars needs to follow a prioritized plan that will deliver the 
maximum system benefit. 
 
The Columbia/Snake River Inland Waterway system stretches 365 miles 
inland from the Pacific Ocean.  The three deep-draft ports along this 
system—Longview, Kalama, and Vancouver—are major shipping centers 
for the state.  Upstream, the Ports of Klickitat, Pasco, Kennewick, and 
Benton are served by barge along the Columbia River.  The Ports of 
Garfield, Whitman County, Walla Walla, and Clarkston are served by 
barge along the Snake River. 
 
Although there are many ways to classify ports in the state, this plan has 
selected four classifications for ports that are rail served: 
 
 Intermodal (Container) Ports5 – Seattle and Tacoma. 

                                                 
4 A deep draft Port is a port that can receive a ship with a laden draught of 40 feet or less.  
A very deep draft port is one that can handle a laden draught of 45 feet or less, which are 
most container ships and other large ships including military ships. 
http://www.globalsecurity.org/military/systems/ship/container-types.htm/. 
5 Intermodal ports are those ports that move containers from ship to rail, producing unit 
trains of containers to be transported to the inland destinations. 
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Exhibit ES-7: Ports of Washington State  
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 Agricultural and Bulk Ports – Clarkston, Garfield, Grays Harbor, 
Longview, Kalama, Seattle, Tacoma, Vancouver (WA), Walla Walla, 
and Whitman County. 

 Rail-Dependent Break-Bulk and Industrial Ports – Anacortes, 
Everett, Garfield, Grays Harbor, Kalama, Longview, Olympia, Seattle, 
Tacoma, and Vancouver (WA). 

 Rail-Serviced Industrial Ports – Benton, Bremerton, Chelan, 
Clarkston, Columbia, Ephrata, Garfield, Kennewick, Mattawa, Moses 
Lake, Othello, Pasco, Quincy, Ridgefield, Royal Slope, Shelton, 
Sunnyside, and Whitman County 3 & 4. 

 
Each of these categories has different access needs and challenges, 
although efficient and timely rail service is mandatory to all these ports.  
Port access issues are more closely related to location than to type of port. 
 
Nearly all of the state’s deepwater ports are located adjacent to the 
Interstate 5 (I-5) corridor, or are on short-line railroads that branch off the 
I-5 corridor.  As a result, rail connectivity issues for the ports and capacity 
issues on the I-5 rail corridor are necessarily tied.  Along the corridor 
there are five main areas where mainline capacity needs and connectivity 
issues intersect, including: Vancouver (WA), Kalama to Longview, 
Centralia, Tacoma, and Seattle.  Each of these is examined in more detail 
in Chapter 5 of the plan. 

Intermodal Connectors 

Intermodal connectors are a location where two modes meet and the cargo 
moves from one mode to another.6  In most cases this is moving a piece of 
cargo from a truck to a train or vice versa.  Two examples are inland ports 
and on-dock intermodal yards.  Exhibit ES-8 shows major intermodal 
facilities located in the state by type of connector. 
 
Rail access is a significant element of port competitiveness.  By providing 
an inland port service, a seaport can (in theory) make intermodal rail 
service available to a broader range of customers.  There must be efficient 
rail service to both the seaport and the inland port for the model to work.  
If priced competitively, the inland port service can offer cost savings to 
container shippers and thereby increase the port’s competitiveness. 
 

                                                 
6 The intermodal connectors shown are those identified by the USDOT BTS Intermodal 
Facility database.  
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Exhibit ES-8: Intermodal Freight Connectors in Washington State 
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In addition to rail served inland ports, the two most prominent alternatives 
that involve rail transportation are on-dock intermodal and near-dock 
intermodal.  Examples of these intermodal yards can be seen at the Ports 
of Seattle and Tacoma.  There are other types of intermodal connectors, 
such as rail-to-barge, truck-to-grain elevators, rail-to-bus, as well as 
airports.  In most cases airports are not supported by rail, although for 
freight there is the truck-to-plane intermodal connector. 

Freight System Issues and Needs 

Capacity/Bottlenecks 

The benefits that the state can obtain from a robust rail system are 
threatened because the system is nearing capacity.  Service quality is 
strained and rail rates are going up for many state businesses. 
 
The pressure on the rail system will increase in the next decades, as a 
result of increased population and demand, economic globalization, and 
continued containerization.  The total freight tonnage rail system is 
expected to increase by about two to three percent annually over the next 
20 years.  To accommodate this growth, many more rail lines within the 
state will be operating at or above their practical capacity. 
 
Growth in rail traffic and rail congestion issues are also affecting state 
communities by increasing delays for automobile and truck drivers at rail-
highway crossings.  Increased noise, congestion, and safety problems exist 
at these crossings.  Dealing with these problems in an uncoordinated 
fashion on a case-by-case basis is often frustrating for both the 
communities and the railroads. 

Competition 

State ports are facing competition not only from the southern California 
ports, but also increased competition from western Canadian ports, 
including Prince Rupert.  There is also the concern that once the Panama 
Canal is expanded for the larger container ships that the cargo may go ‘all 
water’ to the East Coast through the canal instead of by rail from the West 
Coast.  At this point, there are many studies predicting potential outcomes 
of the larger canal, but there is not a consensus on the effect it will have 
on the state.  This plan includes strategies to favorably position the state in 
the changing competitive marketplace. 
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Emerging Issues 

North-South High Capacity Corridor 

The fluidity of the I-5 rail corridor is mandatory for the economic health 
of the state.  This corridor can be classified as extending from Portland, 
OR to Vancouver, B.C.  A north-south corridor, supporting the east-west 
movements of the majority of the cargo moving through the state, is 
required to keep the rail network flowing.  The BNSF I-5 corridor carries 
both freight and passenger rail traffic.  As the projections of cargo and 
passenger volumes are met, it will be especially important that attention is 
kept on the health of this north-south corridor. 
 
It is important to note that the mainline in the I-5 corridor, from 
Vancouver (WA) to Vancouver, B.C., is owned by BNSF.  Amtrak has 
rights to operate passenger service on this mainline.  UP has rights to run 
on this rail line from Vancouver (WA) to Tacoma.  From Tacoma to 
Seattle, both Class I railroads have their own rail lines and operate 
separately on their respective rail. 
 
Currently, BNSF has no public plans, other than those announced to 
support intercity passenger train volumes, to increase capacity over the 
route.  From a freight perspective, BNSF believes sufficient capacity 
exists for the foreseeable future.  Indeed, BNSF’s planning staff sees 
nothing in this corridor as “freight driven” with the current volumes at this 
time.  Increased volumes may require capacity improvements.  
 
In the future, it will be very important to monitor the capacity versus 
demand of this corridor and prepare capacity improvements to meet the 
growth projections.  This will require coordination between all 
stakeholders and partners to ensure that capacity is available for this 
corridor and its communities to meet their respective needs.  This may 
require a true public-private partnership including regional agencies (such 
as metropolitan planning organizations), Sound Transit, Amtrak, rail 
freight customers, ports, local communities, as well as other stakeholders.  
Public funding could include safety improvements, such as grade 
separations.7  Private railroad funding could include improvements, such 
as longer sidings or additional mainline tracks.  BNSF has stated that the 
funding of these longer sidings and additional mainline tracks should not 
be the exclusive responsibility of the private railroads, when the need is 
driven by passenger rail service or the need to preserve freight rail service 
due to increasing passenger rail service. 

                                                 
7 A grade separation is when an at-grade road that crosses a rail line is separated from the 
rail line by elevating the road as an overpass over the rail line or the rail line on a trestle. 
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East-West High-Capacity Freight Rail Corridor 

For the state to stay competitive, a strong coalition of stakeholders must 
build an integrated plan to develop the necessary capacity to retain the 
state’s rail freight market share.  A high-capacity rail corridor should be 
maintained and improved upon from the Puget Sound to Chicago, Illinois.  
A national cohesive effort needs to be developed by both the public and 
private partners in order to achieve the economic growth that is required to 
keep the state competitive.  
 
A compelling business case for proposed improvements to this corridor 
should be developed.  This corridor will require infrastructure and 
operational improvements as well as improved cooperation between 
BNSF and the UP.  An agreement on priorities needs to occur and a 
funding program developed.  It is important to the state’s economy to have 
healthy railroads competing for business in the state.  This competitive 
positioning influences the Class I railroads’ investment within the state.  
BNSF and UP capital investment decisions and strategies are based upon 
Return on Investment.  Capacity must be available to attract more volume 
and new customers.  To encourage the Class I railroads to invest in this 
state, it is critical that public investment dollars are available for projects 
with public benefit. 
 
To hold the Class I railroad’s attention to the state, the state’s economy 
must be growing, the ports efficient, and the stakeholders must understand 
how important the rail system is both to the economy and ports.  There 
must be consensus on the priority of projects and the funding mechanism 
to get the improvements built.  Thus, there needs to be a prioritization of 
the freight rail projects that have a clear economic benefit to the state.  
This priority list needs the support of all stakeholders in order for the high 
priority projects to get done. 

Dedicated High-Speed Passenger Rail Track 

On August 24, 2009, WSDOT submitted their High-Speed Intercity 
Passenger Rail Program application to the FRA.  This is the first step to 
the development of a dedicated high-speed passenger rail track along the 
I-5 corridor from Portland, OR to Vancouver, B.C.  This will allow the 
separation of lower speed freight trains from the higher speed passenger 
trains and allow for increased service levels for both freight and 
passengers. 
 
WSDOT applied for nearly $435 million in ARRA funding in this first 
round under Track 1 projects.  The primary focus of Track 1 projects is to 
help speed economic recovery through construction of “ready-to-go” 
intercity passenger rail projects.  WSDOT has a total of 20 capital rail 
projects that qualify for Track 1 consideration.  When completed, these 
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projects will add an additional daily Amtrak Cascades round trip between 
Seattle and Portland, improve on-time reliability, reduce rail congestion, 
and provide enhanced service without affecting freight capacity. 
 
Without the necessary improvements on the I-5 rail corridor, the available 
capacity on the segment will be exceeded by about 2018, at even the 
lowest freight recovery scenario.  Consequently, it should be expected that 
BNSF will not allow growth in passenger operations without a clearly 
defined set of capacity improvements.  These improvements would protect 
freight performance regardless of how the economy recovers over the next 
few years. 

Impacts of Dam Breaching or Loss of the Columbia-Snake Inland 
Waterway System 

The current Columbia-Snake Inland Waterway System is very efficient for 
moving cargo.  This system provides shippers with an alternative to 
shipping by rail, supplies price competition to the railroads, and imposes 
sufficient capacity to absorb substantial fluctuations in grain shipments, 
especially during peak export months and years. 
 
Due to the fear that numbers of Chinook salmon and steelhead in the 
Snake River would continue to decline, the possibility of breaching 
(removing) the four Snake River dams was examined in a report issued by 
the US Army Corp of Engineers in 2002.8  The discussion on removing 
the dams continues to this day. 
 
In addition to the effect that dam breaching would have on the system, 
transportation impacts would also be shifted to the road and rail systems in 
the region.  The mainline rail system, short-line rail system, and state and 
county road systems could all be expected to bear an increased share of 
the freight now shipped by barge.  This could cause some capacity 
constraints to be reached. 

Statewide Information and Data Needs 
Currently, there is not enough rail and freight data collected for statewide 
rail planning and rail operations.  The U.S. Department of Transportation 
(USDOT) expects that the state rail plan from each state will provide 
detailed insight into the concerns facing state transportation systems and 
set forth state visions of how rail transportation can address those issues.  
One of the elements that USDOT views as necessary includes multimodal 
transportation, especially ways in which modes can be leveraged to serve 
transportation customers more effectively and efficiently.  
 
                                                 
8 www.efw.bpa.gov/IntegratedFWP/DamBreachingFacts.pdf.  
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States are in a unique position to provide information on local rail 
bottlenecks and resultant road and rail traffic congestion.  The lack of this 
information can negatively affect the larger transportation network.  
Resolution of such issues can improve transportation flows and positively 
affect the movement of goods and people far beyond state borders.  
 
States can also provide information on projects that they are planning to 
develop, which may have repercussions beyond state borders, and hence 
should be considered in the National Rail Plan.9  
 
States need greater information management capacity to assess statewide 
demand, analyze utilization data, and develop and maintain asset 
inventories and rail system physical and condition inventories. 

The Partners 
In this state there are numerous partners or players in the rail freight 
system: first and foremost is the owner of the asset—the railroads—as 
well as the customers served; second, the ports who are logistics and 
transportation partners in moving the cargo from ship-to-rail or barge-to-
rail; and finally, the regulators and partial funders of the system—the state 
and federal governments are partners in this system.  Other stakeholders 
included local communities, planning organizations, and tribes.  The State 
Freight Rail Plan Advisory Committee represented these stakeholders in 
the development of this plan and some are encouraging that the committee 
stays intact.  

Investment Prioritization and Project Evaluation 
Freight rail has many benefits.  With its cost effectiveness, fuel efficiency, 
safety records, and lower environmental impacts, freight rail is a viable 
option that can be included in policy aimed at solving economic, social, 
and environmental problems with integrated solutions. 
 
Although predominantly privately owned, the freight rail system provides 
many public benefits that warrant taxpayer participation in improvements 
at both federal and state levels.  The common public benefits associated 
with freight rail include stimulating the state’s economy, supporting local 
communities and businesses with jobs and revenues, reducing congestion, 
improving public safety, offering a transportation choice for shippers, 
reducing environmental pollution, and saving energy. 
 
For rail-related investment, private benefits have typically accrued to rail 
carriers, shippers, rail property owners, and other non-governmental 

                                                 
9 See page 1-4 in Chapter 1 for more detail on the National Rail Plan. 
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groups.  Public benefits are broadly assigned to government agencies that 
represent taxpayers.  

Priorities and Criteria 

WSDOT developed a benefit/cost methodology and uses it to evaluate 
state projects against six legislative priorities: 
 
 Economic, safety, or environmental advantages of freight movement 

by rail compared to alternative modes. 
 Self-sustaining economic development that creates family-wage jobs. 
 Preservation of transportation corridors that would otherwise be lost. 
 Increased access to efficient and cost-effective transport to market for 

the state’s agricultural and industrial products. 
 Better integration and cooperation within the regional, national, and 

international systems of freight distribution. 
 Mitigation of impacts of increased rail traffic on communities. 

Financing the Needs 
The need for expansion to meet future demand can only be achieved 
through involvement of both the public and private sectors.  The state, as 
well as private rail owners, has invested vigorously in the rail systems in 
the recent years.  Although federal transportation funding in the United 
States has remained at 1 percent over the last 20 years, more federal 
investment in the state’s freight rail system is needed. 
 
There should be a national freight policy and a dedicated consistent 
funding stream for freight rail transportation.  There has been movement 
at the federal level in this area, with efforts by the FRA, to develop the 
National Rail Plan, which should then provide input into a National 
Freight Policy. 

State Role 
This plan describes the state’s role and investment policies for freight rail 
that should be used as a guideline for the state’s future freight 
infrastructure investments.  Funding the necessary investments in the 
freight rail system should be shared among those that receive benefits 
from the system in proportion to those benefits received. 
 
A consistent investment program that maintains and improves the state 
freight rail system is critical.  This will create an outline for the state’s 
funding that meets the public benefit criteria.  These should include 
improvements that divert truck traffic from overburdened highways, 
including many of the vertical clearance limitations.  Priority should be 
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made on investments that leverage weight carrying abilities of rail to 
increase efficiencies, as well as increasing safety at rail-highway 
crossings. 

Conclusion 
This plan will address the goals and strategies of improving freight rail 
service within the state.  The plan will be updated on a regular basis to 
respond to the changing economic climate.  The completion of the 
National Rail Plan at the federal level may require a revision to this plan 
to meet any new requirements directed to the states.  In addition, any 
future studies will be incorporated into appendices as new information 
becomes available. 
 
The greatest obstacle to implementation of this plan is the lack of a 
dedicated reoccurring funding source at both the state and federal levels.  
With 90% of the $2.0 billion in rail needs identified in this plan unfunded, 
the state will have to pursue federal funding, as well as boost state 
spending, and establish public-private partnerships to close the gap 
between available resources and freight rail needs. 
 
The second largest obstacle will be determining the priority of the projects 
and which projects should be implemented first to gain the maximum 
benefit to the system as a whole. 
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Chapter 1: Plan Purpose and Authority 

Purpose of the State Freight Rail Plan 
The Washington State 2010-2030 Freight Rail Plan is an update of the 
Washington State Freight Rail Plan 1998 Update.  These plans fulfill the 
Federal Railroad Administration’s (FRA) requirements that a state must 
establish, update, and revise a rail plan in order to receive federal funds.  
This plan also reflects strategies to: 
 
 Increase the effectiveness of the rail program. 
 Broaden understanding of rail issues for all stakeholders. 
 Provide a framework to implement rail initiatives in Washington State 

(state). 
 Support the Washington State Department of Transportation 

(WSDOT) in federal funding opportunities, such as the Transportation 
Investment Generating Economic Recovery/American Recovery and 
Reinvestment Act grants. 

 Implement the rail benefit/cost analysis required by the legislature. 
 Fulfill new federal requirements for state rail plans. 

Washington State Department of Transportation 
WSDOT is the steward of the state’s interstate, highway, and ferry 
systems.  WSDOT directly manages the planning, design, project delivery, 
and operations for over 18,000 lane miles of state highway and more than 
3,600 bridges, as well as operates the largest ferry fleet in the United 
States.  In addition to building, maintaining, and operating the state 
highway system and state ferry system, WSDOT works in partnership 
with others to maintain and improve local roads, railroads, airports, and 
multimodal facilities and programs that offer alternatives to driving alone.  
WSDOT also own 323 miles of rail and operates 297 miles of these rail 
lines. 

WSDOT’s State Rail and Marine Office  
WSDOT’s State Rail and Marine Office is responsible for managing and 
directing the state’s freight and passenger rail capital and operating 
programs.  It enacts the direction of the legislature as it impacts rail and 
marine initiatives and manages rail system improvements that support 
economic development, move people and goods, relieve road and airport 
congestion, and reduce greenhouse gas emissions.  The State Rail and 
Marine Office works with railroads, ports, communities, and other 
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organizations to improve the state’s rail system.  This office is also 
responsible for rail project identification and assessment, strategic rail 
transportation planning, development of state rail and marine data, and 
state rail grant program administration. 

State and Federal Legislative and Planning Requirements 
WSDOT’s rail planning efforts are implemented within the context of 
specific state and federal legislation and related planning requirements 
that are summarized below. 

State Requirements 

There are four requirements for a rail plan in state law.  The two primary 
statutes are: the Revised Code of Washington (RCW) 47.76.220 that 
requires WSDOT to create a state rail plan and RCW 47.06.080 that 
requires WSDOT to create a freight rail plan.  This plan satisfies both 
statutory requirements.  Highlights of these and other pertinent statutes 
follow. 
 
RCW 47.76.220 (state rail plan - contents) requires WSDOT to prepare 
and periodically update a state rail plan that identifies, evaluates, and 
encourages essential rail services.  The plan must identify and evaluate 
mainline capacity issues, port and congestion issues, and address at-risk or 
abandoned lines.  It must establish priorities to determine which rail lines 
should receive state support.  Priorities should include anticipated benefits 
to the state and local economy, anticipated line impact to roads and 
highway improvements, financial viability of state-funded lines, and line 
impact on energy use and air pollution.  It must identify, describe, and 
map the state rail system; identify and evaluate rail commodity flows and 
traffic types; identify rail banked or preserved lines or corridors; and 
identify and describe other issues affecting the state’s rail traffic. 
 
RCW 47.06.080 requires WSDOT to include a state freight rail plan as 
one of the state-interest components of the statewide multimodal 
transportation plan.  This plan must fulfill the statewide freight rail 
planning requirements of the federal government, identify freight rail 
mainline issues, identify light-density freight rail lines threatened with 
abandonment, establish criteria for determining the importance of 
preserving the service or line, and recommend funding priorities.  It must 
also identify existing intercity rail rights of way that should be preserved 
for future transportation use.  
 
RCW 47.04.280 (Transportation System Policy Goals) states that all 
public investments in transportation, including transportation planning, 
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should support achievement of these five policy goals: preservation, 
safety, mobility, environment, and stewardship. 
 
RCW 47.06.040 (statewide multimodal transportation plan) requires 
WSDOT to coordinate development of the Washington State 2010-2030 
Freight Rail Plan with other transportation plans to ensure consistency 
with each other and with the state transportation policy plan. 

Government-to-Government Tribal Consultation 

WSDOT maintains government-to-government relations with 35 federally 
recognized tribal governments.  The following policies and documents 
guide WSDOT: 
 
 The 1989 Centennial Accord Between the Federally-Recognized 

Indian Tribes in Washington State and the State of Washington 
was executed between the federally-recognized Indian tribes of 
Washington signatory to this Accord and the state of Washington 
through its Governor.  The Accord provides a framework for a 
government-to-government relationship and implementation 
procedures to assure execution of that relationship.  

 The 1999 Government-to-Government Implementation Guidelines 
provide a consistent approach for state agencies and tribes to follow. 

 The 2005 Governor’s Executive Order 05-05, Archaeological and 
Cultural Resources orders all state agencies to review capital 
construction projects and land acquisitions, which do not undergo 
Section 106 review under the National Historic Preservation Act of 
1966, with the Department of Archaeology and Historical Preservation  
and affected tribes to determine potential impacts to cultural resources.  

 The 2009 Washington State Secretary of Transportation Executive 
Order 1025.01, Tribal Consultation reaffirms the commitment of 
WSDOT to provide consistent and equitable standards for working 
with the various tribes across the state.  WSDOT recognizes that each 
federally recognized tribe is a distinctly sovereign nation.  WSDOT’s 
goal is to create durable intergovernmental relationships that promote 
coordinated transportation partnerships in service to all citizens.  More 
information on specific consultation procedures is available in the 
WSDOT Centennial Accord Plan. 

Federal Statutory Requirements  

The Passenger Rail Investment and Improvement Act of 2008 (PRIIA) 
amends Title 49 of the United States Code to prevent railroad fatalities, 
injuries, and hazardous material releases, to authorize the Federal Railroad 
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Safety Administration, and for other purposes.  It is known as Public Law 
110-432 (PL 110-432) and was approved as House Resolution 2096.1 
 
PL 110-432, Division B, Title 3, Section 303, Chapter 227 attempts to put 
rail on an equal footing with planning for other transportation modes by 
requiring state rail planning as the basis for federal and state rail 
investments within the state.  State rail plans are comprehensive 
documents intended to lay out the state’s vision, objectives, service goals, 
capital investment plans, and project funding priorities for all passenger 
and freight rail services.  They are submitted to the U.S. Department of 
Transportation (USDOT) Secretary for review and approval and updated 
at least every five years for re-approval.  
 
PL 110-432 requires designation of the state authority to prepare, 
maintain, coordinate, and administer the rail plan, and designation of the 
authority to approve the rail plan.  The authority to prepare, maintain, 
coordinate, and administer the rail plan is the WSDOT State Rail and 
Marine Office.  The authority to approve the rail plan is the WSDOT 
Secretary of Transportation.  
 
See Appendix 1-A for the detailed state and federal requirements 
referenced in this plan. 

Development of the State Freight Rail Plan 

Federal Planning – the National Rail Plan 

Under PRIIA Section 307, the USDOT is to develop a national rail plan 
that is consistent with approved state rail plans and national rail needs to 
promote an integrated, cohesive, efficient, and optimized national rail 
system for the movement of goods and people.  The national rail plan will 
expand upon the vision of a national rail system, including identifying 
specific corridor goals and success measures.  The plan will likely provide 
an opportunity to revise the high-speed rail designations, including a new 
category of approved corridors, i.e., those corridors for which a detailed 
corridor plan and institutional framework are in place to permit 
development of a successful corridor that meets the national rail goals.2  
 
FRA and their stakeholders are discussing the following: 
 
 What should be in America’s national rail plan? 

                                                 
1 HR 2096, pp 100-104, http://frwebgate.access.gpo.gov/cgi-
bin/getdoc.cgi?dbname=110_cong_bills&docid=f:h2095enr.txt.pdf.  
2 www.fra.dot.gov/downloads/rrdev/hsrstrategicplan.pdf. 
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 What is the best process to bridge from a preliminary national rail plan 
to the long-range national rail plan? 

 What should be the interface between state and national plans? 
 
The FRA preliminary plan sets forth a proposed approach for developing 
the long-range national rail plan, including goals and objectives for greater 
inclusion of rail in the national transportation system.  The preliminary 
plan does not offer specific recommendations, but instead describes itself 
as the “springboard” for future discussions. 

Relationship with Other Plans 

The Washington State 2010-2030 Freight Rail Plan is related to statewide, 
regional, and tribal transportation plans that include multimodal 
components and are designed to meet federal and state requirements.  

Washington State Freight Rail Plan 1998 Update 

The Washington State Freight Rail Plan 1998 Update is the previous 
update.  It was prepared by the WSDOT freight rail program to meet state 
and federal requirements to identify, evaluate, and encourage essential rail 
services.  

Passenger Rail Plans 

The Long-Range Plan for Amtrak Cascades (2006) and the Amtrak 
Cascades Mid-Range Plan (2008) are passenger rail planning counterparts 
of the Washington State 2010-2030 Freight Rail Plan.3  They were 
developed by the WSDOT State Rail and Marine Office to meet federal 
and state requirements for passenger rail development.  The long-range 
plan is the state’s blueprint for the development of intercity passenger 
service—it identifies the needed improvements to the state’s intercity rail 
system for the next 20 years.  The mid-range plan identifies and develops 
options that outline the steps needed to achieve incremental Amtrak 
Cascades services in meeting demands of the next eight years.  

Statewide Transportation Plans 

The Washington State 2010-2030 Freight Rail Plan recognizes that rail 
passenger and freight services are critical to the state’s transportation 
system.  Cost-effective investment of the state’s resources must consider 
other modes, including highways, aviation, and water.  The preferred 
mode of transportation and investment is dependent on the type of traffic 
as well as the origin and destination of the cargo. 
 

                                                 
3 www.wsdot.wa.gov/Freight/publications/PassengerRailReports.htm. 
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The Washington State 2010-2030 Freight Rail Plan is coordinated with 
these other transportation planning efforts.  
 
 The 2007-2026 Washington Transportation Plan (WTP) is the 

statewide multimodal transportation plan that meets state and federal 
planning requirements to guide investments in the entire transportation 
system.  It includes investment strategies for state-owned facilities as 
well as descriptions of the state’s interest in aviation, marine ports and 
navigation, freight rail, intercity passenger rail, bicycle and pedestrian 
walkways, and public transportation.  WSDOT will update this plan 
after the federal transportation planning requirements are passed, at 
which time this plan will be renamed the Statewide Multimodal 
Transportation Plan.  The Washington State 2010-2030 Freight Rail 
Plan is consistent with the 2007-2026 WTP.  

 The Washington State Transportation Commission (WSTC) is 
preparing a Washington Transportation Plan 2011-2030 Update that 
meets state requirements for a statewide transportation plan that is 
consistent with the state’s growth management goals and 
transportation system policy goals, reflects the priorities of 
government, addresses regional needs, and recommends policies to the 
Governor and legislature.  This plan is due December 2010, and is 
updated every four years.  

 The 2009-2015 WSDOT Strategic Plan, Business Directions, identifies 
WSDOT’s strategic direction for the 2009-2011 biennium and beyond.  
WSDOT has diverse responsibilities and many lines of business, and 
not everything WSDOT does is represented here.  Instead, the plan 
focuses on what is believed to be the highest priorities for state 
citizens, now and into the future. 

 
 For other transportation “modal” plans developed by WSDOT, please 

go to www.wsdot.wa.gov/planning/ModalPlans.htm. 

Metropolitan Transportation Plans 

A Metropolitan Planning Organization (MPO) is an organization of 
elected officials in urbanized regions with 50,000 or more population.  
MPOs are required by federal regulations to create metropolitan 
transportation plans and a list of proposed transportation improvements 
called a Metropolitan Transportation Improvement Program. 

Regional Transportation Plans 

Regional Transportation Planning Organizations (RTPO) are formed 
through a voluntary association of local governments within a county or 
contiguous counties.  RTPOs create a regional transportation plan and a 
list of proposed transportation improvements called a Regional 
Transportation Improvement Program.  RTPO members include WSDOT, 
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cities, towns, counties, tribes, ports, transportation service providers, 
private employers, and others. 
 
If an MPO is within the boundary of an RTPO, then the RTPO is the lead 
agency for the MPO. 

Federal Lands Highway Program Transportation Plans 

The Office of Federal Lands Highway (FLH) works with numerous 
agencies.  Approximately 30 percent of the land in the U.S. is under 
jurisdiction of the federal government.  The federal land management 
agencies (FLMAs) are: the Bureau of Indian Affairs, U.S. Forest Service, 
National Parks Service, Fish and Wildlife Service, Bureau of Land 
Management, Military Surface Deployment and Distribution Command, 
U.S. Army, U.S. Army Corps of Engineers, Department of Defense, 
Tennessee Valley Authority, and the Bureau of Reclamation.  The FLH 
also works closely with many state and territorial partners. 
 
The Federal Lands Highway Program (FLHP) is subdivided into five core 
areas, namely, the Forest Highway Program, Park Roads and Parkways 
Program, Public Lands Highway Discretionary Program, Indian 
Reservations Roads Program, and the Refuge Roads Program.  The FLHP 
is administered through partnerships and interagency agreements between 
the Federal Highway Administrations’ FLH, FLMAs, and tribal 
customers.  The FLHP also supports other important FLMA partners by 
providing funding (about $6 million per year total) for integrated 
transportation planning, bridge inspections, and other technical assistance 
activities. 

State Freight Rail Plan Methodology 

The strategy adopted by WSDOT to develop the Washington State 2010-
2030 Freight Rail Plan is fact-based and data-driven.  WSDOT 
strengthened its data collection and analytical capacity and developed 
improved databases and forecast models to better describe and articulate 
the needs of the freight rail system.  Economic impact assessment, 
benefit/cost analysis, and cross modal comparison link investments to 
their effects on the economy and society.  With this plan, policymakers 
and other users can address socioeconomic policy issues and integrate 
transportation solutions when considering funding freight rail projects.  

Key References  

The following are key references used in developing this plan: 
 
 The 2009 AASHTO State Rail Planning Guidebook, developed by the 

American Association of State Highway and Transportation Officials 
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(AASHTO), is designed to help states produce PRIIA-compliant state 
rail plans customized to the unique circumstances of each state.  This 
plan was developed using this guidebook. 

 The Statewide Rail Capacity and System Needs Study (2006)4 is a key 
reference prepared by the WSTC.  This comprehensive study was 
developed to address the key question asked by the legislature, 
“Should the state continue to participate in the freight and passenger 
rail system, and if so, how can it most effectively achieve public 
benefits?”  The conclusion: the state should continue to participate in 
the freight and passenger rail systems, although each investment must 
be extensively evaluated for its cost and benefits to the state.  Because 
its components are similar to the Washington State 2010-2030 
Freight Rail Plan’s state and federal requirements, the study is 
referenced throughout this plan.  

 The 2009 Marine Cargo Forecast Technical Report5 is another key 
reference prepared by the Washington Public Ports Association and 
WSDOT.  Its purpose is to assess the expected flow of waterborne 
cargo through Washington’s port system and evaluate the distribution 
of cargo throughout the state’s transportation network, including 
waterways, rail lines, roads, and pipelines.  

 In order to keep stakeholders and citizens aware and involved in the 
plan development process, WSDOT provided this Web page: 
www.wsdot.wa.gov/Freight/Rail/WashingtonStateFreightRailPlan.htm. 

 The WSDOT Web site, www.wsdot.wa.gov, provides public access to 
transportation-related information.  It is a key communication tool 
used to meet state and WSDOT goals to be a high performance 
organization that is credible and accountable to the Governor, 
legislature, taxpayers, and transportation delivery partners across the 
state.6 

Key Stakeholders 

This plan was developed by WSDOT State Rail and Marine Office staff.  
The staff augmented their knowledge with the help of public involvement 
and assistance, primarily from the State Freight Rail Plan Advisory 
Committee (Advisory Committee). 
 
The Advisory Committee consisted of self-selected, volunteer 
stakeholders from around the state.  In May 2009, members of railroads, 

                                                 
4 Statewide Rail Capacity and System Needs Study (2006) by the WSTC, 
www.wstc.wa.gov/Rail/default.htm. 
5 2009 Marine Cargo Forecast Executive Summary, 
www.wsdot.wa.gov/NR/rdonlyres/270BB86A-FC7B-48F3-8546-
8CB3A435A2B8/0/MCF2009ExecutiveSummary32309doc.pdf. 
6 WSDOT Accountability & Performance Information, 
www.wsdot.wa.gov/Accountability. 
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ports, shippers, industries, metropolitan planning organizations, regional 
transportation planning organizations, state and federal agencies, cities, 
counties, tribes, and other interest groups were invited to participate on the 
Advisory Committee.  The role of this committee was to: 
 
 Help develop the vision and goals of the state freight rail plan.  
 Provide assistance to update information for the freight rail system, 

capacity, and needs.  
 Help identify and assess port access and rail abandonment issues.  
 Help assess and evaluate beneficial impacts of rail infrastructure 

improvements on society.  
 Help WSDOT understand concerns of local communities and 

organizations.  
 Share information.  

Public Involvement Process 

Public involvement and outreach was essential to the development of the 
Washington State 2010-2030 Freight Rail Plan.  Public involvement and 
outreach included Advisory Committee meetings, a workshop, 
communication, Web interfaces (e-updates, Web pages, Web linkages), 
presentations, internal and external stakeholder meetings, press releases, 
and an open house. 
 
See Appendix 1-B for more information about the public involvement, 
public participation, and documentation of these planning processes.  

Environmental Review 

Environmental documentation will be project-specific and comply with 
the State Environmental Policy Act (SEPA) and/or National 
Environmental Policy Act (NEPA), depending on the existing and 
anticipated source of project funding.  The level of environmental 
documentation will be determined based on the potential environmental 
effects of the proposed projects. 

Plan Organization 
Chapter 1 introduces the Washington State 2010-2030 Freight Rail Plan, 
its state and federal statutory requirements, and its relationships with other 
plans.  It discusses the purpose of the plan, describes the WSDOT State 
Rail and Marine Office, legislative, and planning requirements for the 
plan.  The plan purpose and the methodology WSDOT adopted to develop 
the plan including public involvement is also described. 
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Chapter 2 discusses the overview of the rail system and macroeconomic 
environment.  The vision statement, goals, and goal strategies are 
introduced in this chapter. 
 
Chapter 3 defines the current freight rail systems in the state.  It provides 
maps, a physical inventory of railroads and facilities, railroad profiles, 
descriptions of strategic intermodal sites, and addresses the need for a 
condition inventory of railroads and facilities.  
 
Chapter 4 describes how the state’s freight rail system supports the 
state’s economy.  It assesses commodity flows and industrial use of freight 
rail capacity.  This includes the ancillary freight benefits that can be 
passed on to shippers and carriers as a result of passenger rail 
infrastructure development.  It also describes the macroeconomic context 
of the state’s freight rail system development.  Components include 
economic vitality; mobility and congestion; environment, energy, and 
climate change; and safety and security. 
 
Chapter 5 addresses the changing rail systems.  It provides rail system 
maps and a database of recently abandoned rail lines.  It identifies port 
access issues as well as intermodal connectors.  It identifies and describes 
state, regional, local, and private rail projects. 
 
Chapter 6 discusses the current state role, the players, and partnerships 
involved in state rail investments.  It describes the current needs including 
data management and information capacities, statewide coordination, 
funding capacities, and strategic planning efforts. 
 
Chapter 7 describes investment prioritization and project evaluation, 
including the decision-making process, a discussion on priority methods 
and criteria, and the benefit/cost methodology used to analyze freight rail 
projects. 
 
Chapter 8 discusses the projects and current funding sources in the state, 
federal, local, and private arenas; the strategies of how funding should be 
acquired; and the vision of future funding options.  Discussions include 
the public interest in private freight rail development and related federal 
and state legislation, financing, and funding strategies. 
 
Chapter 9 concludes the plan with a discussion of next steps.  
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Chapter 2: State Rail Vision 

Introduction 
Railroads carry a significant share of Washington State’s (state) freight 
and make contributions to the state economy.  The state freight rail system 
is part of the larger freight transportation network, providing businesses, 
ports, and farms with competitive access to North American and 
international markets.  
 
Currently in Washington State, 53 percent of goods by weight are moved 
by truck, 18 percent by rail, 17 percent by pipeline, 10 percent by water, 
and 2 percent by air and other modes.1  The trucking system is the 
railroad’s biggest customer.  Transportation modes do not operate in 
isolation, but generally operate together to provide an integrated system of 
movement.  Little in the way of goods or people gets to their destination 
without the use of several modes of transportation.  Consequently, the 
modal interchanges—in the case of freight, ports, transloading facilities, 
and distribution centers—are critical nodes in the system.  These modal 
interchanges can function smoothly or create bottlenecks in the system.  
Chapters 3 and 5 discuss bottlenecks in more detail. 
 
In addition to contributing to the state’s economic vitality, rail 
transportation and investment could significantly alter the current 
transportation modes and practices of the way cargo has been historically 
moved.  Rail can be used to relieve congestion in some urban areas, as 
well as provide redundancy within the transportation system.  Rail is an 
energy-efficient and cleaner transportation alternative to many other 
modes. 
 
The state’s freight rail system is largely operated by the private sector.  
Because it is essential to the state economy and society, the Washington 
State Department of Transportation (WSDOT) has a public role to play 
under state and federal statutory requirements that guide public freight rail 
investments and development.  Funding and delivery of freight mobility 
projects at the state level is primarily focused on two agencies: WSDOT 
and the Freight Mobility Strategic Investment Board (FMSIB). 
 

                                                 
1 WSDOT State Rail and Marine Office – Analysis based on Federal Highways 
Administration (FHWA) Freight Analysis Framework (FAF) data and Surface 
Transportation Board (STB) Waybill Data. 
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The Washington State 2010-2030 Freight Rail Plan articulates the 
existing and future role of freight rail within a state multimodal 
transportation system.  The plan establishes a vision and goals for 
statewide freight rail systems development, examines current and needed 
freight rail assets, and provides a clear path to implement rail 
improvements.  
 
The state’s multimodal transportation system is comprised of a mix of 
modes that are owned and operated by public and private entities.  The 
transportation network includes: rail lines, highways, ferries, local roads, 
public transit systems, bicycle and pedestrian facilities, ports, waterways, 
airports, pipelines, and intermodal terminals.  This integrated system 
supports the movement of people and goods within the state, facilitating 
economic vitality to business and residents.  The state’s freight network 
serves three functions:  
 
1. It supports regional economies by bringing state goods to national and 

international markets as well as domestic products to the state.  
2. It is also a fundamental local utility supporting the retail and wholesale 

distribution system.2 
3. It serves as a global gateway to support national and international 

trade flows through the state, providing a competitive advantage for 
such sectors as logistics and trade, manufacturing, agribusiness, and 
timber/wood products sectors.  

 
Freight mobility is critical to the state’s economy.  In 20073 the state’s 
freight systems supported over one million jobs in state freight-dependent 
industry sectors, which produced $434 billion in Gross Business Income.  
This is 71 percent of the state’s Total Gross Business Income of 
$627 billion.4 
 
The rail industry is one of the most capital intensive businesses in the 
nation.  Most available capital is used by the railroads to maintain their 
infrastructure and equipment with very little left for capacity 
improvements.  To improve the margins, the Class I railroads5 have 
increased their efficiencies by using a “hook and haul” operating method.  
Hook and haul refers to the model of having other entities (ports or short 
lines) prepare the train for long distance runs of 500 miles or more.  Hook 
and haul operations with short lines provide continuation of service and 
often improve service levels to the industrial customers the short lines 
serve.  Efforts to improve Class I railroad efficiencies include the 
                                                 
2 Washington Transportation Plan (WTP) Freight Report, 2006. 
3 2007 data is the most current year available. 
4 Gross Business Income is a measure of total revenues reported to the state. 
5 The classes of railroads are classified by revenue produced per year.  Refer to 
Appendix 9 for definitions of Class I, Class II, and Class III railroads. 



Washington State 2010-2030 Freight Rail Plan December 2009 
Chapter 2: State Rail Vision Page 2-3 

consolidation of shipments.  It is understood that resulting cost 
efficiencies and savings are to be passed on to shippers.  
 
Changes that improve Class I railroad efficiencies may hurt agricultural 
growers and other small shippers.  This is in addition to the challenges 
these smaller customers have in gaining access to empty rail cars in a 
timely basis. 
 
As private sector system owners, the Class I railroads have a need to 
achieve their own objectives.  The lack of congruency in the two sets of 
goals raises conflicts between Class I railroads and the state.  This is a 
dilemma for the state as it looks to a cleaner, more efficient hauler of 
goods.  The challenge for the state is to develop a working relationship 
with Class I railroads that promotes the use of rail, while requiring private 
investment for private benefit.  This includes determining what and when 
public benefit is achieved and investing public monies when this benefit is 
earned.  A new approach needs to be crafted as rail dynamics shift.  All 
stakeholders should work together as partners with the Class I railroads to 
develop strategies that meet the goals of the state and the needs of the 
railroads. 
 
Another area of concern is the short-line system, which has largely been 
developed by the spin-off/sale of smaller unprofitable branch lines.  These 
feeders or spurs are vital to the state’s agriculture and small business 
owners.  Many of the short lines are constantly struggling to perform and 
survive.  This is a place where the state has focused its support in the past.  
This public support helps the smaller shippers in the rural areas continue 
to access the national rail systems via the short-line network.  

Macroeconomic Environment 
The state faces both challenges and opportunities resulting from the 
fundamental changes in the economy and society within a macroeconomic 
policy environment.  Freight rail development, similar to passenger rail 
development,6 was once viewed by the state as simply a means to move 
people and goods.  Now such development is increasingly viewed and 
used as an integrated macroeconomic solution to achieve multiple ends.  
 
Driving forces in the state’s macroeconomic environment are trends in 
economic vitality, living-wage employment, transportation system 
efficiency, environmental sustainability, and safety and security.  
Challenges include economic globalization, population growth, capacity 

                                                 
6 Amtrak Cascades Mid-Range Plan, (2008), 
www.wsdot.wa.gov/freight/publications/amtrakcascades.htm.  
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increases on rail corridors, higher fossil fuel prices, and global climate 
changes.  
 
The state, including WSDOT, is increasing the monitoring, analytical, and 
policy efforts to increase efficiency, relieve congestion, and develop 
robust and resilient transportation systems.  
 
The Washington State Legislature, in 2007, passed SSB 5412, which 
states that all public investments in transportation should support 
achievement of five transportation policy goals listed in the Revised Code 
of Washington (RCW) 47.04.280.  Public investments in transportation 
should support achievement of these policy goals.  This plan was 
developed around these five goals. 
 
1. Preservation: To maintain, preserve, and extend the life and utility of 

prior investments in transportation systems and services. 
2. Safety: To provide for and improve the safety and security of 

transportation customers and the transportation system. 
3. Mobility: To improve the predictable movement of goods and people 

throughout the state. 
4. Environment: To enhance the state’s quality of life through 

transportation investments that promote energy conservation, enhance 
healthy communities, and protect the environment. 

5. Stewardship: To continuously improve the quality, effectiveness, and 
efficiency of the transportation system. 

Changes in Transportation 
Transportation has encountered many changes and pressures in the last 
decade.  Some of these pressures are listed below. 

Mobility and Congestion  

The transportation system is increasingly stressed, manifesting itself in 
capacity and congestion problems at key regional gateways, intermodal 
transfer facilities,7 and along critical transportation corridors.  Population 
growth adds to the pressure on this already constrained infrastructure.  It is 
increasingly difficult to balance freight mobility needs with 
environmental, social, and financial concerns.  Rapidly rising 
infrastructure maintenance costs across all modes raises awareness that 
neither the public nor private sectors—acting independently—have the 
necessary resources to fully address rising transportation demands.  
Individually or collectively, these issues erode the efficiency and 
productivity of the region’s transportation system.  This leads to economic 
                                                 
7 Intermodal transfer facilities are locations where freight is transferred between freight 
modes. 
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implications that reverberate locally, regionally, nationally, and 
internationally.8  
 
Moving Washington9 is WSDOT’s program to realize a vision of 
congestion relief in the next decade.  In the program are strategies to add 
capacity strategically, operate systems more efficiently, and provide more 
choices to help manage demand.  The program’s primary objective is to 
improve, which is one of the state legislature’s five transportation 
priorities, along with preserving our transportation infrastructure, making 
the system safe for all, ensuring environmental sustainability, and 
practicing sound stewardship.   
 
Moving Washington is also a 2-, 6-, and 10-year plan that focuses on the 
most troublesome corridors in Washington.  
 
Over the next ten years we will: 
 
 Improve travel times by 10 percent. 
 Reduce collisions by 25 percent. 
 Improve trip reliability by 10 percent. 
 Provide choices for commuters in our major corridors. 
 
Freight rail transportation is consistent with Moving Washington’s 
congestion relief strategies, if it can reduce long-haul truck traffic on the 
state highways.10  

Environment, Energy, and Climate Change  

In the state, transportation accounts for nearly half (47 percent) of the total 
greenhouse gas (GHG) emissions, including emissions from cars, trucks, 
trains, planes, and ships (Exhibit 2-1).  The large amount of hydroelectric 
generation in the state leads to lower contribution of the electric sector to 
total emissions, compared with the national average.11  WSDOT is 
developing effective, measurable, and balanced emission reduction 
strategies for all transportation modes, including rail, to protect public 
health and the environment.12  
 
                                                 
8 West Coast Corridor Coalition Trade and Transportation Study, Executive Summary, 
www.camsys.com, April 2008. 
9 Moving Washington – A program to fight congestion, 
www.wsdot.wa.gov/movingwashington/. 
10 WSDOT, Moving Washington with Rail Transportation, folio, 
www.wsdot.wa.gov/movingwashington. 
11 Washington State GHG Inventory and Reference Case Projection, Center for Climate 
Strategies, Spring 2007. In 2005, Washington had a much larger fraction (47%) of the 
GHG emissions from transportation activities as compared to the US (28%). 
12 WSDOT Climate Change, www.wsdot.wa.gov/environment/climatechange/. 
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Exhibit 2-1: Washington 2005 GHG Emissions  
(Millions Metric Tons CO2)13 
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Source: Washington Department of Ecology 
 
Transportation is one of the largest GHG source sectors in the state.  The 
transportation sector includes light- and heavy-duty (on-road) vehicles, 
aircraft, railroad locomotive engines, and marine engines.  Carbon dioxide 
(CO2) accounts for about 98 percent of transportation GHG emissions 
from fuel use.  Most of the remaining GHG emissions from the 
transportation sector are due to nitrogen oxide (NOx) emissions from 
gasoline engines.  Rail emits fewer greenhouse gases than other 
transportation modes (Exhibit 2-2).  Increasing the use of rail 
transportation may lead to a reduction in GHG from the transportation 
sector. 
 

                                                 
13 Forestry and Land Use and Agricultural Soils are negative due to the fact that these 
two categories are effective in reducing GHG. 
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Exhibit 2-2: Greenhouse Gas Emissions by Mode 
(grams/ton-mile) 

 Road Rail Air 

Carbon Dioxide (CO2) 235.33 40.00 1,469.33 

Nitrogen Oxide (NOx) 1.99 0.74 6.31 

Particulate Matter (PM10) 0.47 0.05 0.80 

Carbon Monoxide (CO) 1.21 0.42 6.26 

Sulfur Dioxide (SO2) 0.30 0.12 2.27 

Source: Environmental Science Technology, 2007, 41, 7138-7144 
 
Congress has proposed a bill that, if enacted, may create clean energy 
jobs, achieve energy independence, reduce global warming pollution, and 
transition to a clean energy economy.14  For rail transportation, this means 
that more publicly- and privately-owned railroads will switch to cleaner 
fuels and increased fuel efficiency, retrofit existing engines, ensure that 
the best available engine technologies are purchased for new equipment, 
and continue to make operational efficiency improvements.15  
 
Climate change is redefining transportation planning throughout the world 
with calls for additional data and measurement criteria and eventually 
recommending new policies. 
 
In 2009 several bills were signed into state law related to transportation 
and climate change.  E2SSB 5560 (Agency Climate Leadership) resulted 
in several state laws. 
 
RCW 70.235.050 requires all state agencies to meet statewide GHG 
emission limits and report GHG emissions to the Department of Ecology. 
 
RCW 43.21M.040 requires that agencies “shall consider” an integrated 
climate change response strategy when designing, planning, and funding 
infrastructure projects.   
 
RCW 43.21M.010 directs the Departments of Ecology, Agriculture, 
Commerce, Fish and Wildlife, Natural Resources, and Transportation to 
develop an integrated climate change response strategy for state, local, and 
private businesses to prepare for, address, and adapt to the impacts of 
climate change. 
 

                                                 
14 American Clean Energy and Security Act of 2009, www.opencongress.org/bill/111-
h2454/show/. 
15 www.maritimeairforum.org/news/NW_Ports_Clean%C2%ADAirStrategy_Draft.pdf. 
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Governor Gregoire’s Executive Order 09-0516 directs the Department of 
Ecology to participate in the Western Climate Initiative and assist in 
developing a regional greenhouse gas emission reduction program. Under 
this executive order WSDOT is required to: 

 
 Consult with state agencies, local governments, business, and 

environmental representatives to evaluate potential changes to the 
vehicle miles traveled benchmarks established in RCW 47.01.440.  

 Report recommendations to the Governor by December 31, 2010.  

Livable Communities 

The use of rail for both freight and passenger transportation can increase a 
community’s vitality and livability.  
 
Livability is defined in many ways but the term typically describes a 
compact, mixed-use community or neighborhood that makes efficient use 
of existing public infrastructure, supports transportation choices, and 
provides affordable residential areas near shopping, work, and schools.  
Increased access to passenger rail supports the concept of livable 
communities. In addition, separating rail from vehicles and non-motorized 
transportation modes can increase a community’s livability by increasing 
driver and pedestrian safety. 
 
In the state’s communities, as the rail system nears capacity due to 
economic growth, service quality can be strained.  Rail rates are 
increasing for many businesses.  Thus, the pressures on the rail system and 
its corridors are escalating.17  Rail investments are generating jobs, as 
other family-wage jobs are lost to overseas operations and businesses 
reduce their workforce to survive.18  Integrating rail and land use planning 
and policies that are consistent with the state’s vision is a must, if 
livability in the form of sustainable communities is to be achieved.  
Building strong public-private partnerships that develop sound funding 
strategies will enable the enhancement of the existing rail infrastructures 
and corridors.  These actions will allow for the maintenance and 
preservation of additional right of ways. 

                                                 
16 2009 Legislation and Governor’s Climate Change Executive Order Summary 
www.wsdot.wa.gov/environment/climatechange/. 
17 Washington State Transportation Commission, December 2006, Statewide Rail 
Capacity and System Needs Study: Final Report, 
www.wstc.wa.gov/Rail/RailFinalReport.pdf. 
18 WSDOT, December 2008, folio, Moving Washington with Rail Transportation. 
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Vision of Rail Transportation in Washington State 
Developing a long-term vision for rail transportation in the state takes 
many voices.  These voices include many stakeholders, including Indian 
tribes; public entities—federal, state, and local agencies, ports and 
metropolitan/regional transportation planning organizations 
(MPOs/RTPOs)—; and private entities, such as rail industry 
representatives, shippers, various interest groups, and residents and 
businesses.  The State Freight Rail Plan Advisory Committee (Advisory 
Committee) includes many of these stakeholders, who provided invaluable 
assistance and input into the planning process. 
 
The vision statement development process began with knowledge 
gathered from the Washington State Freight Rail Plan 1998 Update, the 
Statewide Rail Capacity and Systems Needs Study (2006), and other 
resources.  The WSDOT State Rail and Marine Office held a workshop 
with the Advisory Committee and other key stakeholders to create a vision 
statement and goals matrix.  Workshop input was summarized and 
synthesized into draft documents that were further reviewed and refined.  
Key stakeholders also provided focused assistance in refining the vision 
and goals documents.  

2030 Vision of Rail 

The Washington State freight rail system is: 
 Reliable. 
 Cost effective. 
 Energy efficient. 
 Environmentally-friendly transportation mode for domestic and 

international cargo deliveries. 
 
As a critical part of Washington’s multimodal transportation system, the 
rail system leverages intermodal connections: 

 To provide a seamless system for cargo deliveries to customers. 
 To improve the mobility of people and goods. 
 To support Washington’s economy by creating and sustaining 

family-wage jobs and livable communities.  
 
The state is committed to work in partnership with all publicly- and 
privately-owned railroads in order to ensure a viable and positive future 
for freight rail in the state. 

Goals, Objectives, Strategies, and Actions 
WSDOT goals for freight rail service in the state are presented below with 
their respective objectives, strategies, and actions.  These are aligned, as 
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appropriate, with the goals and strategies in existing state transportation 
plans and programs, such as the 2007-2026 Washington Transportation 
Plan.  Chapter 1 discusses the relationship of this plan with other plans.  
 
These goals, objectives, strategies, and actions were developed in 
collaboration with many stakeholders, including the Advisory Committee 
and rail industry representatives, ports, government planners, and other 
interest groups.  The responsibility for implementing these proposed 
strategies may lie with the public sector, the private sector, the private 
railroads, or jointly. 
 
The Detailed Goal Matrix developed by the Advisory Committee at their 
workshops can be found in Appendix 2.  The matrix reflects the 
relationships between the goals, objectives, strategies, and actions. 

Economic Competitiveness and Viability 

Goal:  Support Washington’s economic competitiveness and 
economic viability through strategic freight rail partnerships.  

Objectives 
 Identify the statewide industry needs for rail transportation. 
 Increase integration of freight rail planning at all levels of government. 
 Provide access to national markets for state products and cargo 

entering into the United States (U.S.) or being exported through state 
ports. 

 Increase coordination with private sector partners. 
 Identify barriers to the efficient use of freight rail in the state. 
 Strategically prioritize the removal of these barriers. 
 Improve public-private partnerships at the local, regional, corridor, 

national, and international levels, enabling a larger investment in 
freight rail infrastructure than any partner can make by themselves. 

 Improve rail system/project assessment and evaluation processes that 
support state goals and assist the decision-making process. 

 Understand the railroad system benefits and investments in 
transportation. 

Strategies 
 Increase understanding of the competitive positions of the state’s 

shippers and ports using the state’s freight rail system. 
 Increase coordination of corridor-level freight rail planning within the 

state. 
 Support multistate freight rail corridor strategic planning partnerships. 
 Support and enhance economic partnerships between the state and the 

rest of the nation and its trading partners. 
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 Lead and coordinate with the state’s ports, shippers, and industry on a 
continuing basis to identify infrastructure, regulatory, and 
administrative barriers to their efficient use of the freight rail system. 

 Expand the state role to manage, coordinate, and facilitate strategic 
freight rail infrastructure improvements and investments that are in the 
public interest. 

 Develop the criteria for corridor level freight rail transportation to 
integrate into the National Rail Plan.  

Actions 
 Carry out needs analysis to support emerging and existing industries to 

ensure the freight rail system supports the state’s ports and rail-
dependent industries. 

 Work with the state’s MPOs, RTPOs, and tribes to integrate freight 
rail into future regional transportation plans. 

 Work with public and private sector partners in states along any 
appropriate national corridor to eliminate bottlenecks and improve 
capacity and velocity inside and outside of this state. 

 Establish a process to work and communicate with the ports and 
industry representatives to coordinate activities at the regional, state, 
and national level on needed projects, programs, and policy decisions. 

 On an ongoing basis and at designated intervals, update planning 
information with representatives from ports, shippers, railroads, and 
industry to identify constraints. 

 Develop an action plan to address those issues where WSDOT has 
authority. 

 Increase the state ability to develop and manage freight rail system 
information, research capacity, and data capacity that improves 
oversight and encourages funding for priority freight rail development. 

 Increase public awareness of freight rail as a vital mode of 
transportation within the supply chain. 

 Lead the planning effort to integrate investment decisions with the 
multiple partners.  

Preservation 

Goal:  Appropriately preserve the ability of Washington’s freight rail 
system to efficiently serve the needs of its customers and to ensure 
it is available to meet all likely future needs. 

Objectives 
 Preserve the functionality of the existing rail network. 
 Provide access to mainline rail for small customers. 
 Create sustainable funding sources for rail preservation and 

maintenance of low density lines. 
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 Support long-term economic vitality and diversity. 
 Enhance the stewardship of the state-owned abandoned railroad 

corridor, returning it to active service as soon as feasible. 
 Preserve the use of at-risk lines for future rail service. 
 Preserve the use of at-risk lines for other public use of corridors (i.e. 

rails to trails).  

Strategies 
 Assist all classes of railroads’ efforts to maintain and preserve the 

functionality of tracks, bridges, and rail yards. 
 Assist short-line railroads in preserving efficient access to the Class I 

railroads, ensuring system viability and continuity. 
 Ensure long-term preservation of existing industrial land, freight rail 

corridors, and rights of way for future use. 

Actions 
 Work with the Class I railroads and other partners to identify at-risk 

system components that can benefit from public support. 
 Support the efforts of Class I railroads to compete for state and federal 

funding for major capacity preservation projects, when appropriate. 
 Provide financial assistance to short-line railroads to maintain and 

preserve essential rail lines and prevent abandonment, when 
appropriate. 

 Develop plans for at-risk rail corridor maintenance and preservation, 
including funding strategies. 

 Integrate freight rail system development, land use planning and 
policies, public-private partnerships, and funding strategies consistent 
with the state vision and policy goals to protect and grow freight 
mobility. 

 Work with ports and railroads to project the functionality and viability 
of existing connections between port terminals, intermodal rail yards, 
and mainline tracks. 

 Work with short-line and mainline railroads to allow compatible 
interim use of rail corridor right of way (i.e. rail to trails) within 
statutory limits, until such time that the right of way is returned to 
active rail use. 

 Acquire rail corridors scheduled for abandonment that have the 
potential to be reactivated in the future, when appropriate. 
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Capacity 

Goal:  Facilitate freight rail system capacity increases to improve 
mobility, connectivity, reduce congestion, and meet the growing 
needs of Washington's freight rail users, when economically 
justified.  

Objectives 
 Improve freight and passenger mobility. 
 Improve connectivity to national and global economies. 
 Understand future freight rail volume projections. 
 Reduce railroad congestion, eliminating port access bottlenecks, and 

increasing reliability. 
 Improve connectivity to other states and other countries, especially  

with the areas which Washington State has a competitive advantage. 
 Make operational process improvements. 
 Improve the overall safety of rail and roads. 
 Increase public support for strategic public investment in the freight 

rail system. 
 Increase state funding and implementation of priority projects. 

Strategies 
 Continue efforts to regularly evaluate freight rail capacity needs. 
 Create additional capacity, improve connectivity, and improve 

operational efficiency by making or supporting targeted infrastructure 
investments. 

 Pursue grade separation of roads and rails, where appropriate. 
 Support the implementation of passenger rail projects where 

investments improve freight rail mobility. 
 Use and update existing project assessment tools to include 

performance measures and benefit/cost analysis to prioritize projects. 
 Promote public awareness of and support for freight rail investments 

that provide economic, mobility, safety, and environmental benefits. 
 Support efforts to develop viable federal funding sources for freight 

rail projects with strategic public benefits. 
 Support efforts to enhance state funding sources for freight rail 

projects with public benefits. 

Actions 
 Continue working with partners with an interest in freight rail capacity 

to determine future needs.  Assess capacity and use the results to 
support prioritized investment in freight rail capacity improvements. 

 Invest in infrastructure development projects that enable cost-
effective, smooth, and efficient transport of freight through 
multimodal corridors and hubs (i.e. lines, ports, industrial areas). 
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 Identify and prioritize projects that improve mainline capacity, 
eliminate bottlenecks, and improve mainline access for ports and other 
freight rail traffic generators. 

 Support the efforts of the state’s freight rail providers to solicit state or 
federal funds for projects that provide needed new capacity, where 
strategically appropriate. 

 Identify grade separation projects that should be included in national, 
tribal, state, regional, and local transportation plans. 

 Work with passenger rail agencies and support funding of projects that 
support freight movement. 

 Use and update the current freight rail project evaluation methodology 
to prioritize projects. 

 Seek public input and develop public support for priority projects. 
 Lead efforts to position the state’s freight rail system for future federal 

funding with railroads, ports, shippers, and industry. 
 Advocate for the East-West Rail Corridor to be designated by the 

Federal Government as a Corridor of National Significance. 
 Coordinate with multistate stakeholders to obtain federal funding for 

priority projects along multistate corridors (Northern Tier).19 
 Work with MPOs and RTPOs to facilitate inclusion of appropriate 

freight rail projects in metropolitan and regional transportation plans. 
 Review programs such as the Freight Action Strategy corridor 

program and determine WSDOT’s role in facilitating public-private 
partnerships in funding freight rail projects in the state. 

 Develop a statewide freight rail advisory body to promote freight rail 
development.  

Energy Efficiency and Environmental 

Goal:  Take advantage of freight rail’s modal energy efficiency to 
reduce the negative environmental impacts from increased freight 
movement in Washington while maintaining economic viability.  

Objectives 
 Improve community health and the environment.  
 Create a sustainable transportation system 

Strategies 
 Identify and implement freight rail projects that decrease targeted 

emissions, where economically viable. 

                                                 
19 The Northern Tier refers to the rail corridor that runs through the eight neighboring 
states from the Pacific Northwest to Chicago.  These neighboring states are Washington, 
Oregon, Idaho, Montana, North Dakota, Minnesota, Wisconsin, and Illinois. 
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 Encourage rail partners to invest in technologies to reduce their fuel 
consumption and related air emissions. 

Actions 
 Develop performance measurements and track achievements. 
 Develop an analysis to determine the feasibility and factors that will 

enable minimizing GHG through modal change from truck to rail. 
 Implement rail projects that reduce congested highway traffic, when 

economically feasible. 
 Encourage increased use of locomotive anti-idling devices, electric 

support equipment, and reduction of wheel/track friction to decrease 
fuel consumption and air emissions. 

 Encourage use of environmentally-friendly switching locomotives in 
port areas and other rail yards close to residential areas.  

 Examine the use of locomotives powered by natural gas. 
 Assess the effects of climate change where weather and climate events 

can impact rail infrastructure and operation.  

Safety and Security 

Goal:  Address the safety and security of the freight rail system and 
make appropriate enhancements.  

Objectives 
 Reduce the number of rail-highway, rail-pedestrian, rail-rail, and 

trespassing incidents. 
 Meet federal requirements. 
 Improve pedestrian safety and reduce liability. 
 Improve emergency recovery and prevention. 
 Improve the security of the state rail system in its ability to deter or 

respond to attacks on rail facilities or domestic targets, while ensuring 
mobility for all users. 

 Reduce the negative impacts from natural disasters. 

Strategies 
 Continue to identify new focus areas for enhancing rail transportation 

safety. 
 Support the Class I railroads’ efforts to meet the federal mandate to 

install positive train control systems on Class I railroads. 
 Continue the Operation Lifesaver partnership to educate the public 

about rail safety. 
 Enhance emergency management, operations, and strategies to be 

coordinated with Washington Emergency Management. 
 Address improvements in rail system security and homeland security. 
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Actions 
 Continue to support safety improvements of rail-highway crossings, 

signal systems, rail lines, and rail facilities. 
 Expand education outreach to new and existing stakeholder groups. 
 Continue coordination and support of positive train control systems 

development. 
 Work with railroads and other partners to reduce pedestrian 

trespassing through educational efforts. 
 Work with partners to address rail safety before, during, and after 

emergencies. 
 Review best practices, consult with area experts, work with partners, 

and develop a list of temporary rail-highway grade crossing closures 
and alternative routes in the event of emergencies. 

 Support railroads, Amtrak, local law enforcement agencies, and others 
to identify and implement rail security measures based on guidance 
from existing federal law (PL 110-432), by identifying partnerships 
and other funding sources to enhance rail system security. 

Livable Communities 

Goal:  Encourage livable communities and family-wage jobs 
through freight rail system improvements.  

Objectives 
 Sustain communities through reduced congestion, preserved and 

expanded infrastructure, economic growth, and optimized safety, 
security. 

 Reduce environmental impacts.  

Strategies 
 Continue to support local community development improvements that 

include freight rail options.  

Actions 
 Support strategic partnerships along the state’s rail corridors that 

improve the quality of life for state residents. 

Conclusion 
The Washington State 2010-2030 Freight Rail Plan lays the foundation 
for an improved and sustainable freight rail system in the state.  The plan 
does this by identifying a vision for the state’s freight rail service and 
establishing goals, objectives, strategies, and actions to achieve that 
vision.  This vision was accomplished by working with various 
stakeholders, including the rail industry, shippers, rail advocates, ports, 
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tribes, governments, elected officials, and many other concerned groups 
and individuals.  This collaboration created a vision that reflects the needs 
of the community and ultimately to have a responsive, efficient, and 
sustainable rail transportation network.  
 
Dedicated investment by all partners will be required to reach these goals 
and accomplish all of the rail improvements identified in this plan.  
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Chapter 3: Rail System and Freight Rail Services 
in Washington State 

 
Efficient transportation systems are critical to the economic vitality of the 
nation.  Washington State (state), in particular, relies on multimodal and 
intermodal transportation for economic development and job creation.  As 
the vital conduit for goods and people, transportation systems influence 
the long-term competitiveness, viability, and sustainability of economy 
and quality of life.  At the same time, the state encompasses unique 
environmental richness and biological diversity, resulting in steadily 
increasing concerns about the impacts of development on vulnerable 
habitats and ecosystems.  A rail system—with advantages from its 
potential for mass movement of people and goods, higher efficiency on 
energy use, and relatively lighter environmental emissions—could play an 
increasing role in development of a highly efficient and environmentally-
friendly transportation system.  Policies and decisions in transportation 
investment are embracing rail as a viable component and option to meet 
the challenges in transportation planning, design, construction, operation, 
maintenance, and regulation.  

Overview of Washington State Rail System Services 
From 1828 to present, the rail system in the United States (U.S.) has 
expanded and contracted to meet the needs of a growing nation, 
influenced by public and private interests.  Mileage peaked in the 1920s at 
approximately 380,000 miles of track.  Since then the rail network has 
been modernized and downsized to a core network that is less than half of 
its peak size. Appendix 3-B contains a brief history of national and state 
rail development.  
 
The state’s rail network has evolved over the last century to serve a wide 
range of passenger and freight markets and has extended across many 
parts of the state.  Thirty-two of the state’s 39 counties are served by one 
of the state’s freight railroads.  The rail network in the state has three 
distinct types of rail services: intercity passenger, commuter, and freight.  
There are two mainline freight railroads—the BNSF Railway Company 
(BNSF) and the Union Pacific Railroad (UP)—and 19 active short-line 
railroads operating in the state. 
 
Exhibit 3-1 depicts the railroad network in the state. 
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Exhibit 3-1: Washington State Rail System 
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Rail transportation supports economic competitiveness and economic 
viability.  In 2007 freight railroads operating in the state carried 
116 million tons of freight over 3,647 operated route miles.  It accounts 
for 19 percent of total freight in the state.  Passenger rail services share 
rail lines with freight in the state.  In 2008 intercity passenger rail, 
including the Amtrak Cascades, Empire Builder, and Coast Starlight, 
provided services to more than one million riders who leave, arrive, travel 
through, or travel within state.  Since September 2000, Sound Transit’s 
Sounder has provided commuter rail service in the Puget Sound area.  In 
2008 Sounder’s ridership was 16.13 million. 

Freight Service 

The state freight rail system consists of mainlines, branch lines, industrial 
spurs and leads, and rail yards and terminals operated by a variety of 
public and private rail carriers (see Exhibit 3-1).  The freight railroads 
operate over 3,647 miles of rail service in the state over 2,418 miles of rail 
lines.1  Long-haul rail transportation is provided by two Class I railroads—
BNSF and UP. 2  The BNSF owns and operates the most mileage in the 
state—1,604 in-state-operated miles, constituting 5 percent of the BNSF’s 
total system mileage.  The dominant position of BNSF in many of the 
state’s rail markets has significant implications for the degree of leverage 
that the state, rail shippers, and communities have in influencing its 
business decisions.  
 
Both of the Class I railroads are served by a number of smaller regional, 
short-line, and terminal railroads, which pick up and distribute rail cars to 
individual industrial and agricultural shippers and receivers.  These 
railroads provide critical services, particularly in lower-density rail 
corridors and markets where the Class I railroads cannot operate cost-
effectively.  In most of cases, the short lines operate on branch lines that 
were previously owned and operated by the Class I railroads. 

Freight Rail Volume and Flows 

Freight rail transportation is a fast growing service.  In 2007 the state rail 
system carried 116 million tons of freight, compared with 64 million tons 

                                                 
1 Due to the fact that owner railroads lease operating rights over their lines to other 
railroads, operated miles are greater than owned miles.  In a few areas, the U.S. 
Department of Transportation (USDOT) Surface Transportation Board (STB) has 
mandated provision of operating rights to ensure competition between railroads. 
2 PThe USDOT STB defines Class I railroads as having annual carrier operating revenues 
of $250 million or more.  Class II railroads, often referred to as a regional railroad, have 
annual carrier operating revenues of less than $250 million but in excess of $20 million.  
Class III railroads, or short lines, have annual carrier operating revenues of $20 million 
or less.  Switching or terminal railroads are railroads engaged primarily in switching 
and/or terminal services for other railroads. 
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in 1991, accounting for an average annual growth rate of 3.8 percent 
(Exhibit 3-2).  However, the current economic recession has impacted 
freight transportation.  Although current freight rail volumes are not 
available at the state level, other data indicates a sharp decline for 2008 
and 2009.  Therefore, the long-term growth rate is likely to be mild, in the 
range of 2 percent. 
 

Exhibit 3-2: Washington State Rail Freight 
1991 to 2007 (Million Tons) 

Average Annual Growth Rate (1991 - 2007) = 3.8 %
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Source: Washington State Department of Transportation (WSDOT) State Rail 
and Marine Office and Association of American Railroads  
 
Among the 116 million tons of rail freight, 56 million tons arrived in the 
state from 44 other states and Canada, while almost 23 million tons 
shipped from the state to 46 other states and Canada.  Over 6 million tons 
of rail freight moved within the state’s borders and almost 32 million tons 
of rail freight moved through the state without loading and unloading 
(Exhibit 3-3). 
 
Of the 116 million tons of rail freight, 86 million tons, or 74 percent, is 
intermodal3 traffic, while 30 million tons, or 26 percent, is rail only (single 
mode) traffic (Exhibit 3-4). 

                                                 
3 Intermodal is using more than one transportation mode such as rail and truck.  In this 
chapter the reference to intermodal is not limited to intermodal container traffic.  It is all 
rail that also has another mode of transport used in the movement of the cargo. 
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Exhibit 3-3: Rail Freight Flows in Washington State – 2007 
(Million Tons) 
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Washington and
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and Canada)
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other states and Canada

and terminated in
Washington)
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Through (move through
Washington without

loading  or unloading)
 

Source: WSDOT State Rail and Marine Office – 2007 STB Waybill Data Analysis 
 
Exhibit 3-4: Freight Rail Intermodal Traffic – Washington State 2007 

(Million Tons) 

Intermodal, 
86.1 , 74%

Rail Only,  30.2 , 
26%

 
Source: WSDOT State Rail and Marine Office – 2007 STB Waybill Data Analysis 

Washington State Freight Rail System Profiles 
This section profiles the 22 active freight railroads operating in the state, 
along with one inactive railroad.  This section also examines the mainline 
corridors where they operate and then the lower density corridors.  The 
mainline corridors connect the state with the rest of the North American 
rail network, while the lower density corridors offer collection/distribution 
services and access to key industries.  Finally, the principal terminals and 
yards impacting state rail traffic are described. 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Page 3-6 Chapter 3: Rail System and Freight Rail Services in Washington State 

Railroad Classification 

The state is served by two Class I freight railroads, BNSF and UP.  These 
two railroads provide the primary connections between the state’s ports, 
farmers, and industries and the rest of North America.  This is done over a 
series of ten major rail corridors within the state; seven cross the state 
east-to-west, while the other three parallel Interstate 5 (I-5) on the western 
side of the state.  The BNSF operates seven of these corridors, while the 
UP operates the remaining three corridors.  These corridors are profiled in 
the BNSF and UP sections, respectively. 
 
There is one Class II (regional) railroad operating in the state.  The 
Montana Rail Link offers limited service in the state and only reaches 
Spokane over trackage rights on BNSF track from Idaho. 
 
The 19 active Class III (short-line and terminal/switching) railroads in the 
state provide important collector/distributor services for the larger 
railroads and local rail services for state shippers.  Their range varies from 
lines that operate over 100 miles in the state to switching railroads that 
connect ports to line-haul railroads inside a yard.  Exhibit 3-5 is a list of 
the state’s railroads and their mileage and class.  

Track Mileage Inventory 

Exhibit 3-5 also summarizes railroad mileage, including miles operated 
(owned track and trackage rights) and miles of road4

PF owned in the state.  
BNSFFP

5
PF owns the most mileage in the state, but the 1,505 in-state miles 

represents only five percent of BNSF’s total system mileage.  In total, 
freight railroads operate over 3,647 miles and own 2,418 miles of trackage 
in the state.  

                                                 
P

4
P “Miles of road” is a linear measure of distance that does not consider the number of 

tracks. 
P

5
P BNSF Railway Co. Annual Report to the Utilities and Transportation Commission 

(UTC), 2008. 
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Exhibit 3-5:  Washington Freight Railroads, Mileage, and Class6 
  

Reporting 
Mileage in  

Washington State 
 

Name Mark Operateda Owned Class  

Ballard Terminal Railroad BDTL 3 0 III 

BNSF Railway BNSFb 1,604 1,505 I 

Cascade & Columbia River Railroad CSCD 135 135 III 

Central Washington Railroad Company CWA 83 0 III 

Columbia & Cowlitz Railway CLC 8.5 8.5 III 

Columbia Basin Railroad CBRWc 124 0 III 

Eastern Washington Gateway RR EWG 108 0 III 

Great Northwest Railroad GRNW 58 58 III 

Kettle Falls International Railway KFR 142 58 III 

Longview Switching Company LSC 17 0 III 

Meeker Southern Railroad MSN 5 5 III 

Montana Rail Link MRL 16 0 II 

Mount Vernon Terminal Railroad MVT 2 2 III 

Palouse River & Coulee City Railroad PCC 169 0 III 

Pend Oreille Valley Railroad POVA 61 61 III 

Puget Sound & Pacific Railroad PSAPd 178 109 III 

Royal Slope Railroad (Inactive) RS 26 26 III 

Tacoma Municipal Belt Line TMBL 72 36 III 

Tacoma Rail Mountain Division TRMW 134 134 III 

Tri-City & Olympia Railroad TCRY 56 0 III 

Union Pacific Railroad UP 558 280 I 

Washington & Idaho Railway Inc. WIR 87  III 

Western Rail Switching WRS   III 

Total  3,647 2,418  

P

a
P Miles operated includes all owned track plus trackage rights. 

b Per BNSF’s report to the STB, December 31, 2008. 
PP

c
P Includes Portland Vancouver Junction Railroad’s 33 miles of trackage rights. 

d Includes U.S. Navy’s Shelton-Bangor line. 

Source: Railroad Service in Washington, Association of American Railroads, 2007.  This 
information was then updated using BNSF timetables, UP timetables and charts, Amtrak charts, 
and STB filings for short-line railroads. 

                                                 
6 Excludes standard gauge track operated as a light rail system. 
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Freight Rail Service Corridors 

The state currently has ten major rail corridors and 12 low-density 
corridors.  These corridors are defined and operated by BNSF and UP.  
Exhibit 3-6 lists all the corridors.  Appendix 3-B has a description of each 
rail service corridor. While these rail corridors are defined by private 
railroads, the state has an interest in defining rail corridors in terms of 
public benefits.  The Freight Mobility Strategic Investment Board is 
authorized to define strategic rail corridors and update them periodically.  
Some short-line routes are critical to the economic viability of local 
communities and certain industries.  The state needs to develop criteria to 
define rail corridors in terms of their impacts on the state’s economic and 
societal needs, as discussed in Chapter 5. 
 

Exhibit 3-6: Rail Service Corridors in Washington State 
Railroads Major Corridors Low-Density Corridors 

 Seattle-Spokane Tukwila-Snohomish 

 Seattle-Portland, Oregon 
(OR) 

Woodinville-Redmond 

 Portland, OR-Pasco Burlington-Sumas 

 Auburn-Pasco Sumas-Lynden 

BNSF Pasco-Spokane Burlington-Anacortes 

 Spokane-Sandpoint, 
Idaho (ID) 

Intalco-Cherry Point 

 Everett-Vancouver, 
British Columbia (B.C.) 

Marysville-Arlington 

  Lakeview-Roy 

  Spokane-Chewelah 

 Hinkle, OR-Spokane Spokane-Plummer, ID; Manito-Fairfield 

UP Spokane-Eastport, ID Ayer Junction-Riparia 

 Tacoma-Seattle Wallula-Kennewick 

Source: Statewide Rail Capacity and System Needs Study (2006) 

Railroad Profiles 

Appendix 3-B also contains more information about the freight rail 
carriers in the state including descriptions, maps, revenue, and history. 

Class I Railroads 

BNSF Railway 
BNSF, one of the four largest U.S. railroads, owns and operates track over 
seven major corridors and nine low-density corridors in the state.  BNSF 
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operates almost 44 percent of the state’s total system route miles.7  
Primary commodities include coal, agricultural products, intermodal 
(containers/ trailers), forest products, chemicals, metals, and minerals.  
According to BNSF’s annual report, 2008 revenue totaled $17.5 billion.8  
In the state BNSF reported total interstate operating revenue of $1,040,184 
and total gross intrastate operating revenue of $97,876,862, according to 
their 2008 Annual Report to the UTC. 

Union Pacific Railroad 
The UP is the largest railroad in North America.  Primary commodities 
moving through the state include chemicals, coal, food and food products, 
forest products, grain and grain products, intermodal, metals and minerals, 
and automobiles and parts.  The UP reported 2008 revenue as $18 billion.  

Class II and Class III Railroads 

Ballard Terminal Railroad 
The Ballard Terminal Railroad (BDTL9) is a Class III railroad in Seattle.  
The BDTL reported total interstate operating revenue of $6,148 and 
$70,012 for total gross intrastate operating revenue in their 2008 Annual 
Report to the UTC. 

Cascade and Columbia River Railroad 
The Cascade and Columbia River Railroad (CSCD) is a Class III railroad 
that interchanges with the BNSF in Wenatchee and runs north to Oroville.  
Primary commodities are limestone, pulp wood and lumber products.  
CSCD reported total gross intrastate operating revenue of $1,614,149 in 
their 2008 Annual Report to the UTC.  

Central Washington Railroad 
The Central Washington Railroad (CWA) is a Class III railroad in the 
Yakima Valley.  The CWA carries cattle feed, propane, paper products, 
plastic pellets, cheese, juice concentrate, lumber, apples, and other 
agricultural goods.10  The CWA reported total interstate operating revenue 
of $1,436,210 and total gross intrastate operating revenue of $374,225 in 
their 2008 Annual Report to the UTC. 

                                                 
P

7
PBNSF Railway 2008 Annual Report to the Utilities and Transportation Commission. 

8 www.bnsf.com/investors/investorreports/2Q_2009_Investors_Report.pdf 
9 BDTL is the reporting mark for Ballard Terminal Railroad. A reporting mark is a two-
to-four-letter alphabetic code used to identify owners or lessees of rolling stock and other 
equipment used on the North American railroad network. The marks are stenciled on 
each piece of equipment, along with a one-to-six-digit number, which together uniquely 
identify every such rail car. This allows the cars to be tracked by the railroad they are 
traveling over, which shares the information with other railroads and customers.  
P

10
P http://www.temple-industries.com/companies/central_washington_railroad.php/. 
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Columbia and Cowlitz Railway 
The Columbia and Cowlitz Railway (CLC), a wholly-owned subsidiary of 
Weyerhaeuser Company, is a Class III railroad that moves freight from the 
Weyerhaeuser Company mill in Longview to the junction just outside the 
city limits of Kelso.11  Primary commodities include forest products, steel, 
and chemicals.  The CLC reported total gross intrastate operating revenue 
of $2,654,693 in their 2008 Annual Report to the UTC. 

Columbia Basin Railroad 
The Columbia Basin Railroad (CBRW) is a Class III railroad located near 
Moses Lake, serving Connell, Warden, Bruce, Schrag, and Othello.  The 
CBRW hauls agricultural goods, inbound fertilizer, chemicals, and 
processed potatoes and vegetables.  The CBRW reported total interstate 
operating revenue of $4,240,109 and total gross intrastate operating 
revenue of $787,720 in their 2008 Annual Report to the UTC. 
 
The Portland Vancouver Junction Railroad (PVJR) is a newly formed, 
wholly-owned subsidiary of CBRW.  It is owned by Clark County, serving 
the Vancouver area since 2004.  The Chelatchie Prairie Railroad (BYCX), 
a tourist railroad, operates passenger excursions between Lucia and Yacolt 
on weekends and holidays. 

Eastern Washington Gateway Railroad 
The Eastern Washington Gateway Railroad (EWG) is a Class III railroad 
that operates a 108-mile branch line that extends from Cheney to Coulee 
City.  Wheat and barley are the principle commodities shipped.  It is one 
of three branch lines of the Palouse River & Coulee City Railroad System 
owned by the state.  The EWG reported total interstate operating revenue 
of $1,803,601 in their 2008 Annual Report to the UTC. 

Great Northwest Railroad 
The Great Northwest Railroad (GRNW), a Class III railroad, moves 
freight between Lewiston, ID, Riparia, and Ayer, interchanging with both 
the BNSF and UP mainlines in Ayer.  Primary commodities are forest 
products consisting of lumber, bark, paper and tissue, agricultural 
products, industrial and farm chemicals, scrap iron, and frozen vegetables.  
The GRNW reported total interstate operating revenue of $3,962,836 in 
their 2008 Annual Report to the UTC and reported total gross intrastate 
operating revenue of $113,584.   

Kettle Falls International Railway 
The Kettle Falls International Railway, LLC (KFR), a Class III railroad, 
moves freight from the BNSF interchange at Chewelah to Columbia 
Gardens, British Columbia (B.C.).  A second line operates from Kettle 
Falls to Grand Forks, B.C.  Primary commodities include lumber, 

                                                 
P

11
P http://en.wikipedia.org/wiki/Columbia_and_Cowlitz_Railway/. 
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plywood, wood products, minerals, metals, fertilizer, industrial chemicals, 
and abrasives.12  KFR reported total interstate operating revenue of 
$4,319,638 and total gross intrastate operating revenue of $460,891 in 
their 2008 Annual Report to the UTC.   

Longview Switching Company 
The Longview Switching Company (LSC), a jointly-owned subsidiary of 
BNSF and UP, is a Class III railroad.  The LSC switches trains 
approximately five miles from the railroad mainlines into the Port of 
Longview.13  The LSC reported estimated annual revenue of $1,600,000 in 
2008.   

Meeker Southern Railroad 
The Meeker Southern (MSN) is a 5-mile Class III railroad that connects 
Meeker Junction in Puyallup with an industrial park in McMillan.  The 
MSN is a wholly-owned subsidiary of the Ballard Terminal Railroad.  
MSN reported no total gross intrastate operating revenue, but did report 
$181,796 in interstate operating revenue. 

Montana Rail Link 
Montana Rail Link (MRL) is a Class II regional railroad that connects 
with the BNSF at Spokane.  MRL is an independently-owned unit of the 
Washington Companies, headquartered in Missoula, Montana.14  MRL 
reported total intrastate revenue of $4,434,250 in 2008.   

Mount Vernon Terminal Railway 
The Mount Vernon Terminal Railway (MVT) is a Class III railroad 
providing service and interchanges with BNSF at Mount Vernon.  The 
railroad consists of a 3-track wide yard used for storage and transloading.  
MVT reported total interstate operating revenue of $61,174 and no 
intrastate operating revenue. 

Palouse River & Coulee City Railroad 
The Palouse River and Coulee City Railroad Company (PCC), a 
subsidiary of Watco Companies operates this Class III railroad, which 
contains a total of 84 miles of mainline track.  PCC reported total 
interstate operating revenue of $1,479,726 and $355,186 intrastate 
operating revenue. 

Palouse River & Coulee City Railroad System 
The Palouse River & Coulee City Railroad System is owned by the state.  
It is comprised of three Class III railroad lines:  the PV Hooper (operated 
by PCC), CW (operated by EWG), and P&L (operated by WIR). 

                                                 
P

12
P http://www.omnitrax.com/rail_kfr.aspx/. 

P

13
P http://en.wikipedia.org/wiki/Port_of_Longview/. 

P

14
P http://www.montanarail.com/general_info.htm/. 
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Pend Oreille Valley Railroad 
The Pend Oreille Valley Railroad (POVA) is a Class III railroad, moving 
freight between Metaline Falls, Newport, and Dover, Idaho on owned and 
leased trackage.  POVA also hosts occasional tourist trains between Ione 
and Metaline Falls.  POVA reported a total interstate operating revenue of 
$1,899,339 and total gross intrastate operating revenue of $506,001. 

Puget Sound and Pacific Railroad 
The Puget Sound and Pacific Railroad (PSAP) is a Class III railroad 
headquartered in Elma.  Its main commodities include lumber, logs, and 
chemicals for the pulp and paper mills.  PSAP reported interstate 
operating revenue of $8,115,618 and total gross intrastate operating 
revenue of $64,840.   
 
The PSAP also operates on United States Government (Navy) trackage 
from Shelton to Bangor and on a spur to the U.S. Navy base at Bremerton. 

Royal Slope Railroad 
The Royal Slope Railroad (RS) is a Class III railroad owned by the state.  
It connects Royal City to the Columbia Basin Railroad at Othello.  The 
line currently is inactive, but could play a role in future freight rail 
development.  

Tacoma Rail 
Tacoma Rail is comprised of two Class III railroads with three distinct and 
separate divisions—Tidelands Division, Mountain Division, and the 
Capital Division.  The Tacoma Municipal Belt Line (TMBL), which 
includes the Tidelands and Capital Divisions, is owned by the city of 
Tacoma, Public Utilities.  The Tacoma Rail Mountain Division (TRMW) 
is owned by the city of Tacoma and operated by Tacoma Rail.  TMBL 
reported a total interstate operating revenue of $14,359,192 and total gross 
intrastate operating revenue of $785,908 in 2008.  TRMW reported a total 
interstate operating revenue of $539,950 and total gross intrastate 
operating revenue of $118,641 in 2008.   

Tri-City and Olympia Railroad 
The Tri-City and Olympia Railroad (TCRY) is a Class III railroad that 
serves the Richland area, including the Port of Benton and the U.S. 
Department of Energy.  In 2009 the Olympia line ceased operations.  
Major commodities include agricultural products, grain, feed stock, food 
and beverages, consumer products, wood products, paper, coal and 
minerals, building materials, machinery and equipment, vehicles, 
chemicals, fertilizer, waste and scrap, and nuclear waste as bulk goods, 
break bulk materials, and liquids.15  The TCRY reported no total gross 
intrastate operating revenue in their 2008 Annual Report to the UTC.   

                                                 
P

15
P Tri-City and Olympia Railroad, www.tcry.com/.  
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Washington and Idaho Railway, Inc. 
The Washington and Idaho Railway (WIR), a Class III railroad, operates 
the P&L Branch of the Palouse River and Coulee City Railroad System 
south of Spokane, connecting with BNSF in various locations.  Primary 
commodities are fertilizer, beans and lentils, and forest products.  The 
WIR reported total gross intrastate operating revenue of $824,945 in their 
2008 Annual Report to the UTC.   

Western Rail Switching 
Western Rail Switching (WRS) is a switching and terminal railroad owned 
by Western Rail, Inc., a used locomotive seller located on the line.  In 
2004, Spokane County bought BNSF’s Geiger Spur and designated WRS 
to operate it.  In January 2009, realignment bypassed Fairchild Air Force 
Base, through which the spur had run.  The west end of the spur now 
connects to the Eastern Washington Gateway Railroad (EWG) near 
Medical Lake.  EWG now operates the Geiger Spur.  WRS continues as an 
operating business. 

Intermodal Facilities, Railroad Terminals, and Rail Yards 

Freight terminals are facilities where freight cars are gathered up into 
trains or where trains are broken down so that cars can be distributed to 
shippers.  Intermodal facilities are locations where freight containers or 
trailers are transferred between freight modes involved in the intermodal 
freight trip.  Typically, this includes some combination of rail, truck, and 
water modes.  Rail yards are facilities where individual rail cars are 
grouped together (blocked) by destination and then made up into trains 
containing many blocks of cars. 

Intermodal Facility 

The STB defines an intermodal facility as a site consisting of tracks, 
lifting equipment, paved and/or unpaved areas, and a control point for the 
transfer (receiving, loading, unloading, and dispatching) of trailers and 
containers between rail and highway and between rail and truck to/from 
marine modes of transportation.  
 
There are three primary forms of containers for freight intermodal traffic 
between rail and highway modes: 
 
 RoadRailers® – a specialized truck trailer where the trailer can be 

attached to rail wheels to haul along the railroad without the use of a 
separate rail flat car.  At the intermodal facility, the trailer can be 
detached from the rail wheels and driven via truck to its final 
destination.   
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 Trailer on flat car – a standard truck trailer or container on a chassis 
loaded onto a flat rail car and hauled to a facility, where it is unloaded 
from the rail flat car and hauled by truck to its final destination. 

 Container on flat car – a standardized container loaded onto a flat car 
or stack car, where it is moved by rail to an intermodal facility and 
unloaded from the rail car, placed on a rubber-tired highway chassis, 
and hauled by truck to its final destination. 

 
Standardized containers facilitate the transition between modes of 
transportation.  These standardized containers can be loaded onto and 
from an ocean-going vessel in a very efficient manner.  These same 
containers can be attached to either a rail chassis or truck trailer chassis to 
be hauled by rail or truck to their final destination.  Container sizes are 
8 feet wide and typically 8 feet, 6 inches tall.  “Hicube” containers are 
9 feet, 6 inches tall.  Lengths can vary from 20 feet to 56 feet.  A 
limitation to the container lengths is the maximum allowable trailer 
lengths in the U.S. 
 
There are 119 intermodal facilities in the state based on U.S. Bureau of 
Transportation Statistics data.  There are 95 intermodal facilities that 
include freight rail mode.  Exhibit 3-7 displays the sites of these 
intermodal facilities.   
 
Appendix 3-C provides details of these intermodal facilities and 
commodities and shipments associated with these freight rail intermodal 
facilities. 

Railroad Terminals and Yards 

Terminals and yards serve many functions for the railroads.  They 
originate and terminate traffic by building outbound trains and breaking 
down inbound trains.  They are used to classify inbound cars for 
assignment to outbound trains for through traffic.  Yards can offer 
refueling, crew change, storage, and maintenance functions.  Given this 
key role in the rail network, a significant amount of rail capacity is 
impacted by the size and efficiency of the terminals and yards. 
 
Exhibit 3-8 summarizes the major terminals and yards that have the most 
impact on state railroad movements.  This table includes the owner, 
yard/terminal name, location, and function. 
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Exhibit 3-7: Rail Intermodal Facilities in Washington State 
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Exhibit 3-8:  Railroad Terminals and Yards Impacting  
Washington State Rail Movements 

Owner Yard/Terminal Location Function 

BNSF Bayside/Delta 
Yards 

Everett Everett generates some traffic locally, but is 
principally a classification yard for through traffic. It is 
the southern endpoint for most through traffic on the 
Everett-Vancouver, B.C. route. Generally traffic from 
south and east of Everett arrives in Bayside Yard, 
where it is switched, and made up into trains for 
north of Everett. Traffic from north of Everett arrives 
in Delta Yard, where it is switched and made up into 
trains for south and east of Everett. 

BNSF Hauser Yard Hauser, ID Hauser Yard is not important as a terminal; however, 
it is important as a fuel station and crew change 
point. Westward trains stop for fuel, providing 
sufficient fuel for a trip to Seattle, Tacoma, Kalama, 
Longview, Vancouver, Washington (WA), Portland, 
Oregon (OR), or Pasco and return. Eastward trains 
stop for fuel, providing sufficient fuel to reach the 
next fueling station at Havre, Montana. 

BNSF Pasco Yard Pasco Pasco processes traffic to and from local industries 
and is the BNSF classification yard for carload traffic 
moving to and from Washington State. Virtually all 
traffic handled by Pasco Yard is originating from 
classified traffic or terminating for classification. 
Pasco also is a crew change point for through trains 
(generally grain and intermodal trains). 

BNSF East St. Johns Portland, 
OR 

East St. Johns processes traffic for local industries 
and is an interchange point for traffic moving 
between BNSF and UP. Traffic is a combination of 
through trains and transfers. 

BNSF Lake Yard Portland, 
OR 

BNSF Lake Yard is adjacent to the Portland Terminal 
Railroad Lake Yard. It is the BNSF intermodal 
terminal for the Portland area. Traffic is generally 
originating and terminating trains. 

BNSF Willbridge Portland, 
OR 

Willbridge processes traffic for local industries. 
Traffic is a combination of through trains and yard 
transfers. 

BNSF Balmer Yard Seattle Balmer Yard at Interbay is primarily a classification 
yard for the Portland-Seattle route. Traffic from the 
south is distributed to local industries or forwarded to 
Everett for further classification and forwarding. 
Traffic from the north is classified by destination 
station between Seattle and Portland and made up 
onto trains. Traffic processed by Balmer Yard is 
generally originating and terminating only. Interbay 
also is a crew change point for through trains that do 
not originate or terminate in Seattle terminal. The 
primary commodity at Balmer is grain hauled for 
Cargill. 
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Owner Yard/Terminal Location Function 

BNSF Seattle 
International 
Gateway 
Terminal 

Seattle The Seattle International Gateway (SIG) is the BNSF 
international intermodal terminal in Seattle. 
Containers are drayed to and from the Port of Seattle 
terminals. This traffic is originating and terminating 
only. 

BNSF South Seattle 
Domestic 
Intermodal 
Yard 

Seattle The South Seattle Domestic Intermodal Yard 
processes domestic cargo traffic in 53-foot (vs. 40- to 
48-foot) containers. 

BNSF Stacy Street 
Yard 

Seattle Stacy Street Yard is in the same physical location as 
SIG. Stacy Street Yard is the terminal used by most 
local industry traffic originating and terminating in 
Seattle. Traffic to and from Seattle industries south of 
King Street Station and in West Seattle is processed 
at Stacy Street Yard. Traffic is generally originating 
and terminating only. 

BNSF Yardley Spokane Yardley processes cars to and from local industries 
and is a block swap location for intermodal trains. 
Train traffic is a mixture of originating, terminating, 
and through trains, including through trains that stop 
for block swapping as well as setout or pickup. 
Yardley is a crew change point for through trains. 

BNSF Tacoma Yard Tacoma Tacoma Yard processes traffic for Tacoma industries 
in the Tideflats area west of the Puyallup River. It 
also is the classification yard for traffic originating 
and terminating in the Tacoma Rail yard. Traffic 
arrives in Tacoma from through or terminating trains 
and the Tacoma Rail traffic is delivered after the train 
has been switched (sorted). Carload traffic from 
Tacoma Rail is switched by destination and 
forwarded on the appropriate train. Traffic is a 
mixture of originating, terminating, and through. 

BNSF Vancouver 
Yard 

Vancouver, 
B.C. 

Vancouver Yard processes traffic to and from local 
industries in Vancouver, B.C., and the Port of 
Vancouver. Traffic is a combination of originating, 
terminating and through trains that set out and pick 
up cars.  

BNSF Vancouver 
Yard 

Vancouver, 
WA 

The Vancouver Yard has locomotive maintenance 
and fueling facilities.  It serves as a major switching 
yard for BNSF railway in the Portland/Vancouver 
metro area.  Vancouver also is a crew change point 
for through trains moving between the Portland-
Seattle route and the Portland-Pasco route.  

BNSF Wenatchee 
Yard 

Wenatchee Wenatchee Yard processes cars to and from local 
industries and is the interchange point for traffic 
moving between BNSF and Cascade & Columbia 
River Railroad. Traffic is originating and terminating 
trains. Wenatchee also is a crew change point for 
through trains. 
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Owner Yard/Terminal Location Function 

Canadian 
National 

Thornton Yard Surrey, 
B.C. 

This is the northern endpoint for virtually all through 
traffic on the Everett-Vancouver, B.C. route. Traffic is 
generally originating and terminating only. 

Longview 
Switching 
Company 

Longview Yard Longview Longview Switching Company (jointly owned by 
BNSF and UP) processes all traffic to and from the 
Port of Longview and local industries. All traffic is 
transfer movements between Longview Junction 
yard and Longview Yard. 

Longview 
Switching 
Company 

Longview 
Junction Yard 

Longview Longview Junction Yard is the interchange point 
among Longview Switching Company, BNSF, and 
UP. It also processes local industry traffic for 
Ridgefield, Woodland, and Kalama, and interchange 
traffic to and from Columbia & Cowlitz Railway in 
Rocky Point. Traffic is a combination of originations 
and terminations, and traffic arriving or leaving on 
through trains. 

Port of 
Kalama 

Kalama Export 
Company 
Terminal 

Kalama The Kalama Export grain terminal (also known as 
Peavey) can accommodate five grain trains of about 
108 cars each and can unload six trains in 24 hours. 
Traffic is generally originating and terminating only. 

Port of 
Kalama 

Cenex-United 
Harvest 
Terminal 

Kalama The Cenex-United Harvest grain terminal can 
accommodate two grain trains of about 108 cars 
each and can unload two trains in 24 hours. Traffic is 
generally originating or terminating only. 

Port of 
Portland 

Port of 
Portland 

Portland, 
OR 

Port of Portland has several marine terminals and 
industrial sites that generate traffic directly related to 
Washington State rail operation. These facilities are 
connected to BNSF at North Portland Junction and to 
UP at Barnes. Traffic is a combination of complete 
trains and traffic to and from through trains. 

Port of 
Seattle 

Terminal 5 
Intermodal 
Yard 

Seattle Terminal 5 Intermodal Yard is a Port of Seattle on 
dock international terminal. BNSF provides the 
switching service. UP currently has the contract for 
all traffic originating and terminating at this terminal. 
Traffic is originates and terminates in this yard. 

Port of 
Tacoma 

Port of 
Tacoma 
Intermodal 
Yard 

Tacoma Port of Tacoma has four intermodal yards supporting 
marine terminals in the Tideflats area. Trains 
originate or terminate directly in these yards. 

Portland 
Terminal 
Railroad 

Lake Yard Portland, 
OR 

Lake Yard processes traffic for local industries and 
serves as an interchange point for BNSF and UP. 
Traffic is generally originating and terminating trains 
and yard transfers. 

Tacoma 
Rail 
(TMBL) 

Tideflats Yard Tacoma Tideflats Yard switches traffic originating and 
terminating in the Tacoma Tideflats area east of the 
Puyallup River, adjacent to the Port of Tacoma 
intermodal terminals. Traffic is transfer movements 
between the Tideflats customers and the BNSF and 
UP. 
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Owner Yard/Terminal Location Function 

UP Albina 
Terminal 

Portland, 
OR 

Albina processes traffic to and from Portland area 
industries on UP. It also is one of two UP intermodal 
terminals for the Portland area. Traffic is generally 
originating and terminating trains and yard transfers. 

UP Argo Yard Seattle Argo Yard also includes subyards Manar and Van 
Asselt. Argo is the UP intermodal terminal (domestic 
and international) in Seattle as well as a truck to rail 
transfer station for solid waste. Argo Yard is almost 
exclusively used for intermodal traffic and 
interchanges between BNSF and UP. Van Asselt 
and Manar yards are used for carload freight 
originating and terminating at industries on UP in 
Seattle and Tukwila. Traffic is generally originating 
and terminating only. 

UP Barnes Portland, 
OR 

Barnes processes traffic for local industries and the 
Port of Portland terminals and is an interchange point 
for traffic moving between BNSF and UP. 

UP Brooklyn 
Terminal 

Portland, 
OR 

Brooklyn is one of two UP intermodal terminals in 
Portland, Oregon. Traffic is generally through trains 
with setouts and/or pickups. 

UP Hinkle Yard Hinkle, OR Hinkle Terminal is located just southeast of the Tri-
Cities in Oregon.  It has a major classification yard 
for carload freight.  UP also has a major diesel 
locomotive maintenance, repair, and fueling facilities 
in Hinkle.  It is also a crew change point for UP 
trains. 

UP Spokane Yard Spokane Spokane Yard processes cars to and from local 
industries. Train traffic is generally originating and 
terminating trains. Spokane is a crew change point 
for through trains. 

UP Tacoma/Fife 
Yards 

Tacoma The UP Tacoma terminal is split between two yards. 
The Tacoma Yard processes carload traffic to and 
from the Tacoma Tideflats area west of the Puyallup 
River. The Fife Yard processes carload traffic for 
industries east of the Puyallup River and on Tacoma 
Rail. Traffic is a combination of originating/ 
terminating and traffic arriving or leaving on through 
trains. 
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Capacity of the Washington State Rail System  
Exhibit 3-9 compares the average number of trains operated on each 
Class I railroad mainline to the practical capacity16 of the line in 2008.  
Exhibit 3-10 shows the projected practical capacity for each line in 2028.  
The data for these maps were derived from the Statewide Rail Capacity 
and System Needs Study, the 2009 Marine Cargo Forecast Technical 
Report, BNSF, and UP. 
 
The two maps compare and contrast 20 years of demand growth with 
current capacity, identifying the gaps in capacity.  

Stevens Pass 

The Everett-Spokane line, which passes through the Cascade Tunnel at 
Stevens Pass, is the BNSF’s major northern transcontinental route for 
double-stack intermodal container trains.  It is heavily used, operated at 
about 70 percent of practical capacity in 2008. 

Stampede Pass 

The BNSF’s Auburn-Pasco line, which passes through the Stampede 
Tunnel, operates today at a low level of practical capacity.  The line 
cannot be used to relieve the Everett-Spokane line, because the ceiling of 
the Stampede Tunnel is too low to accommodate double-stack intermodal 
container trains.  Grades over Stampede Pass also make it difficult to haul 
heavily-loaded unit grain trains along this line. 

Columbia River Gorge 

The BNSF’s Vancouver-Pasco line, which follows the Columbia River 
along the north side of the Columbia River Gorge, is used by double-stack 
intermodal container trains moving east and grain trains moving west to 
the Puget Sound and Columbia River ports, and carload trains moving 
both east and west to serve state industrial and agricultural shippers.  The 
line is operating today at about 80 percent of practical capacity. 

Interstate 5 (I-5) Corridor 

The I-5 corridor rail line runs the length of the state from the Canadian 
border, through Bellingham, Everett, Seattle, and Tacoma to Vancouver 
(WA) and Portland.  It is the backbone of the state rail system, controlling 
access to the east-west lines.  Most of the line is owned by the BNSF, but 
the BNSF shares operating rights over significant portions of the line with  

                                                 
16 Practical capacity is the highest activity level that a line can operate with an acceptable 
degree of efficiency, taking into consideration unavoidable losses of productivity. 
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Exhibit 3-9: 2008 Rail Line Capacity17 

 
                                                 
17 Train volumes (average trains per day) reflect business activities that are fluctuated 
sharply and sensitive to economic climate.  Although the long-term trend is upward, the 
short-term trend could drop significantly.  The information in this map reflects the long-
term forecast results.  These numbers were derived based on the best knowledge of the 
researchers and information available at the time of the research.  The recent recession 
impacts may not be captured by this map. 
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Exhibit 3-10: 2028 Rail Line Capacity 
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the UP, Amtrak’s intercity rail services, and the Sounder commuter rail 
operations.  The line operates at between 40 and 60 percent of practical 
capacity in most sections, but is subject to frequent stoppages when trains 
enter and exit the many ports, terminals, and industrial yards along the 
corridor.  Some half dozen sections are chronic chokepoints, causing 
delays that ripple across the entire state and Pacific Northwest rail system. 

Rail Bottlenecks 

Exhibit 3-11 locates the major rail bottlenecks by type across the state rail 
system. 
 

Exhibit 3-11: Railroad Bottlenecks 
Bottleneck Type of Bottleneck 

Portland – Vancouver 
(WA) 

Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Vancouver (WA) Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 

Ridgefield Yard Infrastructure 
Woodland – Castle 
Rock 

Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 

Vader – Chehalis Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 
Geography, Geology, Topography, Regulation 

Chehalis Yard Infrastructure 
Centralia Yard Infrastructure 

Signal and Traffic Control Systems 
Passenger Operation 

Centennial Passenger Operation 
Nelson Bennett – 
Ruston 

Main Line Infrastructure (Except Signal and Traffic Control) 

Ruston – Reservation Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 

Reservation – Puyallup Yard Infrastructure 
Signal and Traffic Control Systems 

Auburn Yard Infrastructure 
Infrastructure Condition 

Tukwila – Argo Main Line Infrastructure (Except Signal and Traffic Control) 
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Bottleneck Type of Bottleneck 

Argo – South Portal 
(Seattle) 

Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Tacoma – Tukwila 
(UP) 

Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

South Portal (Seattle) – 
MP 8 (Ballard) 

Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

MP 8 (Ballard) – 
Edmonds 

Main Line Infrastructure (Except Signal and Traffic Control) 

Edmonds Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 
Infrastructure Condition 

Edmonds – Mukilteo Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 

Mukilteo Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 
Infrastructure Condition 

Everett Jct. – PA Jct. Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 

PA Jct. – Delta Jct. Yard Infrastructure 
Signal and Traffic Control Systems 
Passenger Operation 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Marysville Infrastructure Condition 
Geography, Geology, Topography, Regulation 

English – Bow Main Line Infrastructure (Except Signal and Traffic Control) 
Bow – Swift Yard Infrastructure 

Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 
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Bottleneck Type of Bottleneck 

Swift – Thornton Yard 
(Surrey, BC) 

Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Vancouver (WA) – 
Wishram 

Main Line Infrastructure (Except Signal and Traffic Control) 

Wishram – Pasco Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Auburn – Ellensburg Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Ellensburg – Pasco Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Everett – Wenatchee Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Wenatchee – Spokane Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Pasco – Spokane Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Spokane – Athol, ID 
(BNSF) 

Main Line Infrastructure (Except Signal and Traffic Control) 

Hinkle, OR – Spokane Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 

Spokane – Eastport, ID Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Infrastructure Condition 

Vancouver (WA) 
(BNSF) 

Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 

Kalama (BNSF) Yard Infrastructure 
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Bottleneck Type of Bottleneck 

Tacoma (BNSF) Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 

Tacoma (Tacoma Rail) Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 

Fife (UP) Yard Infrastructure 
Main Line Infrastructure (Except Signal and Traffic Control) 

Argo (UP) Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Port of Seattle (BNSF 
& UP) 

Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

SIG/Stacy (BNSF) Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Geography, Geology, Topography, Regulation 

Interbay (BNSF) Yard Infrastructure 
Signal and Traffic Control Systems 
Main Line Infrastructure (Except Signal and Traffic Control) 
Passenger Operation 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Everett (BNSF) Yard Infrastructure 
Signal and Traffic Control Systems 
Passenger Operation 
Infrastructure Condition 
Geography, Geology, Topography, Regulation 

Wishram (BNSF) Yard Infrastructure 
Arco (Cherry Point; 
BNSF) 

Yard Infrastructure 

Longview Jct. (BNSF 
& UP) 

Yard Infrastructure 
Signal and Traffic Control Systems 

Pasco (BNSF) Yard Infrastructure 
Centralia (BNSF & 
UP) 

Yard Infrastructure 
Signal and Traffic Control Systems 
Passenger Operation 

Spokane (BNSF) Yard Infrastructure 
Source: Washington State Transportation Commission (WSTC) Statewide Rail System and 
Capacity Study, 2006 
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Rail Capacity 

Exhibit 3-12 lists the rail segments where mainline practical capacity will 
be exceeded within 20 years, even with the additional capacity gained by 
operating longer trains and implementing better scheduling.18  The existing 
bottlenecks will persist and worsen, some more quickly than others. 
 
Nationally, rail capacity is not keeping pace with demand.  The rail 
industry today is stable, productive, and competitive with enough business 
and profit to operate, but it is not yet attracting capital fast enough to 
replenish its infrastructure quickly or keep pace with demand and public 
expectations.  This trend has been documented in several recent reports.FP

19 
 
Examples of capacity constraints:  
 
Stevens Pass.  With the Everett-Spokane line nearing its maximum 
capacity, the BNSF has been routing more intermodal trains south along 
the I-5 rail corridor to Vancouver (WA) and then east.  This has added 
considerable volume to the Vancouver-Pasco line along the Columbia 
River Gorge, and made the scheduling of train moves through the Gorge 
and along the I-5 rail corridor more complex. 
 
I-5 Corridor.  The on-time performance of the Amtrak Cascades service 
has dropped, and delays for both BNSF and UP freight trains have 
increased, although recent changes in freight operating practices have 
improved performance somewhat.  The problem is particularly acute in the 
Portland/Vancouver (WA) area, where the railroads’ north-south and east-
west routes intersect.  Rail simulation studies (i.e. grain trains bound for 
the ports, intermodal trains running through, industrial carload trains 
serving local industries, and intercity passenger trains shuttling up and 
down the I-5 corridor) show that the delay hours per train moving through 
the Portland/Vancouver area are greater than the delay hours for trains in 
the Chicago area, one of the nation’s most congested rail hubs.20 
Railroading is one of the most capital intensive industries in the U.S., and 
investment in fixed assets can be a risky proposition. 
 

                                                 
18 Demand is total demand not just traffic of the owner. 
P

19
P See for example: American Association of State Highway and Transportation 

Officials, Freight-Rail Bottom Line Report, Washington, D.C., 2003; and United States 
Government Accountability Office, Freight Railroads: Industry Health Has Improved, 
But Concerns About Competition and Capacity Should Be Addressed, Washington, D.C., 
October 2006. 
P

20
P “Freight, Intercity Passenger and Commuter Rail,” PowerPoint presentation to the 

Portland-Vancouver I-5 Transportation and Trade Partnership on May 21, 2002; and 
“Final Strategic Plan: June 2002,” prepared by Willard F. Keeney and HDR, Inc. for the 
Portland-Vancouver I-5 Transportation and Trade Partnership. 
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Exhibit 3-12:  Rail Lines in Washington State Exceeding Practical Capacity 
2008 and 2028 

(Based on Peak Day Train Volumes and  
Assuming Operation of 8,000-Foot Trains) 

Rail Segment RR 2008 
Capacity

2008 
Demand

2008 Utilization 
as % of 

Capacity

2028 
Capacity

2028 
Demand

2028 Utilization 
as % of Capacity

Everett to Seattle BNSF 60 48 80% 80 80 100%

Seattle to Tacoma BNSF 140 80 57% 200 171 86%

Tacoma to Kalama/Longview
w/Point Defiance Bypass

BNSF 60 62 103% 80 82 103%

Tacoma to Kalama/Longview
w/o Point Defiance Bypass

BNSF 60 62 103% 60 82 137%

Kalama/Longview to Vancouver, WA
w/Passenger Improvements

BNSF 100 55 55% 160 92 58%

Kalama/Longview to Vancouver, WA
w/o Passenger Improvements

BNSF 70 55 79% 70 92 131%

Everett to Wenatchee, as is BNSF 28 16 57% 28 40 143%

Everett to Wenatchee
Stevens Pass as is, w/Stampede
Pass cleared for double-stack
countainers

BNSF 28 16 57% 28 26 93%

Everett to Wenatchee
Stevens Pass as is, w/Stampede
Pass cleared for double-stack
countainers, and w/directional 
running

BNSF 28 16 57% 40 20 50%

Wenatchee to Spokane BNSF 24 18 75% 24 25 104%

Auburn to Pasco, as is BNSF 16 6 38% 16 9 56%

Auburn to Pasco
w/o Stampede Pass Tunnel Cleared

BNSF 16 6 38% 16 28 175%

Auburn to Pasco
w/Stampede Pass Tunnel Cleared
and directional running

BNSF 48 8 17% 48 32 67%

Vancouver, WA to Pasco BNSF 40 32 80% 48 48 100%

Vancouver, WA to Pasco UP 40 40 100% 40 40 100%

Pasco to Spokane BNSF 50 32 64% 60 48 80%

Pasco to Spokane UP 7 7 100% 7 7 100%

Spokane to Sandpoint, ID BNSF 70 45 64% 100 89 89%

Spokane to Sandpoint, ID UP 8 7 88% 8 8 100%  
Blue shows lines that are at or are projected to be at 100 percent or more of capacity by 2028. 

Source: 2009 Marine Cargo Forecast 
 
During the 1990s, when railroads found themselves with excess capacity 
and profits were down, Wall Street downgraded bond ratings and railroad 
stock prices fell.  In the last several years, this trend has reversed and 
Class I railroads are reinvesting heavily to maintain and add capacity to 
their systems.  However, much of this investment is replacing existing 
infrastructure and maintaining existing capacity, because rail traffic places 
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enormous wear and tear on rails, bridges, tunnels, and locomotives.  To 
reduce longer-term financial risk, both the BNSF and the UP have 
investment strategies that emphasize increasing capacity through 
operations first and infrastructure expansion last. 
 
To manage demand while new capacity is being added, the railroads are 
using pricing to turn aside lower-profit carload freight in favor of 
intermodal and coal traffic, which can be handled more cost-effectively 
and profitably in unit or destination-specific trains.  In some markets and 
corridors, international intermodal traffic is squeezing out industrial and 
low-density agricultural carload traffic.  Shippers, who are used to being 
price setters, are now price takers. 
 
Furthermore, the national capacity crunch is focusing more rail traffic and 
railroad investment on the Pacific Southwest at the expense of the Pacific 
Northwest and the state.  Continuing high levels of growth and the 
competition between BNSF and UP for the lucrative southern California 
rail market have made southern California the key focal point of 
investment for both railroads.  
 
Capacity shortfalls will complicate the improvement of intercity passenger 
rail service.  As a condition of the deregulation of the railroad industry in 
1980, federal law requires that freight railroads share the use of their lines 
with intercity passenger rail providers and give passenger trains priority 
over freight trains.  But the differing needs of the passenger and freight 
railroad create tension between the needs of the passenger rail operators 
and the needs of freight rail operators as each tries to maximize the 
performance of their respective operations. 
 
In general, frequent passenger rail service, especially frequent high-speed 
rail service, requires relatively wide time-space slots on the mainline to 
ensure that the passenger trains do not overtake slower-moving carload 
freight trains.21   

Recent Major Policy Changes Impacting the Rail System in 
Washington State 

Safety Regulation 

The state has very little safety jurisdiction over rail operations, except for 
public highway-rail crossings.  States can conduct inspections in various 

                                                 
21 Intermodal trains are also significant consumers of rail capacity, because they are long, 
move at speeds similar to passenger trains, and require priority of movement. The 
railroads market these trains as premium services, and they generate substantial revenue 
for the railroads. 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Page 3-30 Chapter 3: Rail System and Freight Rail Services in Washington State 

safety disciplines as part of a state-federal participation program, but any 
enforcement is done by the Federal Railroad Administration (FRA) in the 
areas of hazardous materials, track, signals, and operating practices.  
 
Appendix 3-B discusses rail safety regulation, including rail employee 
safety, remote control operations, community notice, blocked crossings, 
train speeds, grade crossing protective zones, housekeeping, quiet zones, 
crossing consolidation/closure, and Operation Lifesaver—an international 
organization promoting rail safety and awareness.  

Positive Train Control22 

Positive Train Control (PTC) refers to technology that is capable of 
preventing train-to-train collisions, over-speed derailments, and casualties 
or injuries to roadway workers.  PTC systems vary widely in complexity 
and sophistication based on their level of automation, functionality, 
system architecture (i.e., non-signaled, block signal, cab signal), and 
degree of control. 
 
Prior to October 2008, PTC systems were being voluntarily installed by 
various carriers.  However, the Rail Safety Improvement Act of 2008 
(RSIA), signed by the President Bush on October 16, 2008 as Public Law 
110-432, has mandated the widespread installation of PTC systems by 
December 2015.  
 
Currently, all of the affected railroads are aggressively developing PTC 
implementation plans as required by the RSIA and adapting their PTC 
systems to maximize interoperability.23  The FRA is supporting all rail 
carriers that have statutory reporting and installation requirements to 
install PTC, as well as rail carriers that are continuing to voluntarily 
implement PTC through a combination of regulatory reform, project safety 
oversight, technology development, and financial assistance.  
 
On March 7, 2005, FRA published regulations regarding performance 
standards for processor-based signal and train control systems per Title 49 
Code of Federal Regulations Part 236, Subpart H.  A working group of the 
Railroad Safety Advisory Committee first developed these performance-
based regulations versus traditionally prescriptive regulations.  The new 
performance-based regulations require that a railroad demonstrate with a 
high degree of confidence, that the risks associated with a new product 

                                                 
P

22
P http://www.fra.dot.gov/us/content/1265.  

23 The BNSF, UP, Norfolk Southern Railway, and CSX Transportation are leading the 
interoperability effort for technologies based on the Electronic Train Management 
System for rail traffic outside of the Northeast Corridor.  The National Passenger Rail 
Corporation (Amtrak) is undertaking similar action for rail traffic in the NEC using the 
Advanced Civil Speed Enforcement System. 
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being implemented are less than or equal to the risks associated with the 
product that is being replaced.  
 
After extensive participation and contributions by railroads, rail labor, 
suppliers, and other agencies, including the National Transportation Safety 
Board, the performance-based regulations became effective on June 6, 
2005.  The Subpart H regulations support the voluntary introduction of 
innovative technology, including systems using computers and radio data 
links, to accomplish PTC functions.  In addition to supporting 
advancement of PTC systems, these regulations also facilitate the ever-
growing use of processor-based equipment and functioning in otherwise 
conventional signal and train control systems. 
 
FRA is working to develop a new performance-based regulation to 
address the various statutory requirements of RSIA and to better support 
railroads that must install PTC systems.  This new regulation is being 
crafted to ensure system safety while reducing the administrative 
overhead. 
 
There are currently 11 different PTC pilot projects in varying stages of 
development and implementation, involving nine different railroads in at 
least 16 different states, and consisting of over 4,000 track miles.  These 
pilot projects are not only allowing railroads to continue to advance the 
various technologies used to implement PTC systems, but are providing 
the railroads valuable experience on installation and test procedures 
required to meet the 2015 deployment completion date.  
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Chapter 4: Freight Rail Services – Effects on the 
Economy and Society 

Functions of Freight in Washington’s Economy 
Washington State’s (state) multimodal transportation system supports 
economic vitality and quality of life in the state and region.  The smooth 
functioning of highways, railways, ports, pipelines, and airports allows 
businesses and consumers to trade and purchase the goods necessary to 
sustain business and daily life.  With coordinated planning and strategic 
investments, the state and its partners can provide a transportation system 
that meets the challenges and opportunities ahead.  Including statewide 
freight rail into statewide transportation planning and investment decisions 
is increasingly important.  
 
The three components of the state’s freight activities are: 

Made in Washington – Regional Economies Rely on the Freight 
System 

The state’s manufacturers and farmers rely on the freight system to ship 
Washington-made products to local customers, big United States (U.S.) 
markets in California and on the east coast, and worldwide.  The state’s 
producers generate wealth and jobs in every region in the state. 

Delivering Goods to You – The Retail and Wholesale Distribution 
System 

The state’s distribution system is a fundamental local utility; without it 
state residents would have no food to eat, clothes to wear, books to read, 
spare parts, fuel for their cars, or heat for their homes.  In other words, the 
economy of the region would no longer function.  The value and volume 
of goods moving in these freight systems is huge and growing. 

Global Gateways – International and National Trade Flows Through 
Washington 

This is a gateway state, connecting Asian trade flows to the U.S. economy, 
Alaska to the Lower 48, and Canada to the U.S. West Coast.  About 
70 percent of international goods entering the state’s gateways continue on 
to the larger U.S. market.  Thirty percent become part of the state’s 
manufactured output or are distributed in the state’s retail system 
(Exhibit 4-1). 
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Exhibit 4-1: Washington State Is a Global Gateway 

 
Source: Washington State Department of Transportation (WSDOT) Geographic 
Services and Strategic Analysis and Program Development, 2004 
 
These components underpin our national and state economies, support 
national defense, directly sustain hundreds of thousands of jobs, and 
distribute the necessities of life to every resident of the state every day. 
 
A large part of the state’s economy depends on freight for its 
competitiveness and growth.  The most highly freight-dependent sectors 
include agriculture, mining, construction, manufacturing, wholesale, retail, 
transportation, and warehousing.  In 2008 freight-dependent sectors 
accounted for 33 percent of the state’s Gross Domestic Product (GDP), 
71 percent of business income, and 39 percent of state employment 
(Exhibits 4-2, 4-3, and 4-4). 

Freight Rail in Washington’s Economy 
Rail provides critical transportation for manufacturers, agricultural 
producers, lumber and wood product producers, the food products 
industry, and the ports and international trade sector—all important 
sectors of the state economy.  Freight rail, in terms of tonnage, accounted 
for 19 percent of total freight in the state in 2007. 
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Exhibit 4-2: Freight-Dependent Sectors GDP 
Washington State 2008 ($ Millions) 

Agriculture, 
forestry, fishing 

and hunting, 7037, 
2%

Mining, 378, 0%

Construction, 
14711, 5%

Manufacturing, 
31995, 10%

Wholesale trade, 
19478, 6%

Retail trade, 
22661, 7%

Transportation and 
warehousing, 

9122, 3%

All Other 
Sectors,  217,396 

, 67%

Freight-
Dependent 

Sectors Total, 
105,382, 33%

Freight-Dependent Sectors: $105,382
All Sectors: $217,396

 
Source: U.S. Department of Commerce (USDOC), Bureau of Economic Analysis, 
compiled by WSDOT State Rail and Marine Office 
 

Exhibit 4-3: Business Incomes of Freight-Dependent Sectors  
Washington State 2008 ($ Millions) 

Other Sectors, 
$179,962, 28%

   Mining, $486, 0%

   Agriculture, 
forestry, fishing, and 
hunting, $3,206, 1%

   Construction, 
$48,249, 8%

   Manufacturing, 
$132,202, 21%

   Wholesale trade, 
$137,870, 22%

   Retail trade, 
$114,253, 18%

   Transportation and 
warehousing, 

excluding Postal 
Service, $10,877, 2%

Freight-Dependent 
Sectors, $447,142, 

71%

Freight-Dependent Sectors: $447,142
All Sectors: $627,104

 
Source: Washington State Department of Revenue, compiled by WSDOT State 
Rail and Marine Office 
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Exhibit 4-4: Freight-Dependent Sectors Employment 
Washington State 2008 First Quarter 

Construction, 
186495, 6%

Transportation and 
warehousing, 
114,006, 4%

Retail trade, 
322,256, 11%

Wholesale trade, 
126,563, 4%

Manufacturing, 
298,970, 10%

Mining, 2,800, 0%

Agriculture, forestry, 
fishing and hunting, 

74,018, 3%

All Other Sectors, 
1,756,505 , 62%

Freight-Dependent 
Sectors Total, 
1,125,108, 39%

Freight-Dependent Sectors: 1.125 Millions Jobs
All Sectors: 2.881 Millions Jobs

 
Source: Washington State Employment Security Department 2008, compiled by 
WSDOT State Rail and Marine Office 

Freight Rail Flows 

Freight rail provides shippers with cost-effective transportation, especially 
for heavy and bulky commodities, and can be a critical factor in retaining 
and attracting industries that are central to state and regional economies 
(Exhibit 4-5). 
 

Exhibit 4-5: Freight by Mode – Washington State 2007 
(Million Tons) 

Truck, 336.4, 
53.5%

Truck & Rail, 1.6, 
0.3%

Water, 62.9, 10.0%

Rail, 116.3, 18.5%

Pipeline & Other, 
108.6, 17.3%

Other Intermodal, 
3.0, 0.5%

Air & Truck, 0.40, 
0.1%

 
Source: WSDOT State Rail and Marine Office – Analysis based on Federal 
Highway Administration (FHWA) Freight Analysis Framework (FAF) Data and 
2007 Surface Transportation Board (STB) Waybill Data 



Washington State 2010-2030 Freight Rail Plan December 2009 
Chapter 4: Freight Rail Services – Effects on the Economy and Society Page 4-5 

In 2007 the state’s freight railroads moved more than 116 million tons of 
freight, an almost 40 percent increase from 83 million tons in 1996.  Cargo 
moving on rail inbound was 48 percent—originating from other states or 
Canada and terminating in the state.  The second largest flow type at 
27 percent was cargo moving through the state without loading or 
unloading.  Local cargo, which originated and terminated within the state, 
comprised six percent of the total rail cargo.  Outbound cargo—
originating in the state and terminating in another state or Canada—was 
19 percent of total state rail freight (Exhibit 4-6). 
 

Exhibit 4-6: Rail Freight Flows – Washington State 20071 

Through
27%

Local
6%

Outbound 
19%

Inbound
48%  

Source: WSDOT State Rail and Marine Office – 2007 Surface Transportation 
Board  Waybill Analysis 
 
The largest increase in percentage terms is outbound with a 70 percent 
increase, followed by inbound with a 54 percent increase (Exhibit 4-7). 
 

Exhibit 4-7: Growth of Rail Freight Flows  
Washington State 2007 versus 1996 (Million Tons) 
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Source: WSDOT State Rail and Marine Office – 2007 Surface Transportation 
Board  Waybill Analysis 

                                                 
1 Federal Waybill data is available for 2007. 2008 data is not available until early 2010. 
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As can be seen by comparing Exhibit 4-6 and Exhibit 4-8, the state is 
much more dependent on inbound cargo than the average state, which has 
only 12 percent inbound cargo that is moved by rail.  In other states 
approximately one third of the freight rail traffic is local.  Local moves by 
rail in this state are only 6 percent of the total rail freight.  The state is 
truly a Global Gateway for the U.S.  Due to this being a coastal state, its 
through traffic of 31.5 million tons (27 percent) is considerably below the 
average of all states’ through traffic of 44 percent. 
 

Exhibit 4-8: Directional Rail Freight Flows  
Average of Other States in U.S. 2007 

Outbound
12%

Inbound
12%

Through
44%

Local
32%

 
Source: WSDOT State Rail and Marine Office – 2007 Surface Transportation 
Board  Waybill Analysis 

Major Commodities Shipped by Rail 

The economic vitality of the state requires a robust rail system capable of 
providing its industries, ports, and farms with competitive access to North 
American and overseas international markets.  The state is well known for 
its agricultural products such as apples, wheat, soft fruits, and many other 
agricultural products.  Freight rail plays an important role in the state’s 
agriculture sector.  Lumber and wood product producers, manufacturers, 
waste management, and mining also rely on rail transportation to move 
heavy, bulky products to markets cost-effectively.  
 
Farm products, primarily wheat and grain (36.1 million tons), were the 
largest commodity moved on our rail system in 2007, followed by lumber 
and wood (12.9 million tons), miscellaneous mixed shipments 
(11.9 million tons), and coal (10.6 million tons).  In 2007, 100.4 tons 
(almost 86 percent) of freight moved on state rail was from the top ten 
commodities (Exhibit 4-9). 
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Exhibit 4-9: Top 10 Commodities Shipped by Rail  
Washington State 2007 (Million Tons) 
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Clay,
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glass, or

stone
products

Transportation
equipment

 
Source: WSDOT State Rail and Marine Office – 2007 Surface Transportation 
Board  Waybill Analysis 

Trade Partners 

The state’s rail freight supports regional, national, and international trade 
and economies.  In 2007 more than 55 million tons of goods arrived in the 
state from 42 other states and Canada by rail for export and in-state 
consumption.  Meanwhile, 23 million tons of goods were exported from 
the state to 45 other states and Canada by rail.  Exhibits 4-10 and 4-11 
provide details of inbound and outbound flows that reflect the state’s 
trades with its partners. 
 
The state itself plays an important role in support of trade and economy.  
One example is the Produce Rail Car program operated by WSDOT with 
leveraged federal grant funds.  This program maintains economic viability 
in farming areas of the eastern side of the state by supporting produce 
exports through a lower shipping cost.  Exhibit 4-12 shows the estimated 
2008 economic impacts of this program.  
 
If rail service deteriorates, these businesses may shift their freight to 
trucks, but this could increase their transportation costs and may increase 
the road maintenance costs for state and local governments.  In some 
cases, the loss of rail service could drive businesses to relocate or close.  
Rail service deterioration would also contribute to more congestion, 
higher green house gas emissions, higher energy use, and a negative 
impact on safety. 
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Exhibit 4-10: Inbound Rail Freight Flows 
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Exhibit 4-11: Outbound Rail Freight Flows 
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Exhibit 4-12: Economic Output and Employment Supported by 
Produce Rail Car Program* – Year 2008 

Impacts** Direct Indirect Induced Total

Economic Output
($ Million) $30 $17 $18 $66

Employment
(Jobs) 409 133 151 693

Value Added***
($ Million) $13 $8 $11 $32

 
Source: WSDOT State Rail and Marine Office - IMPLAN Input-Output model for 
Washington State and its local areas. 

* Economic impacts are assessed using the IMPLAN Input-Output model for 
Washington State and its local areas. Using classic input-output analysis in 
combination with regional specific Social Accounting Matrices and Multiplier 
Models, IMPLAN provides a highly accurate and adaptable model for its users. 
The IMPLAN database contains county, state, zip code, and federal economic 
statistics which are specialized by region, not estimated from national averages, 
and can be used to measure the effect on a regional or local economy of a given 
change or event in the economy's activity. 

** Direct impact is measured as the jobs, outputs, and value added within 
farming industries and shippers supported by the produce rail car program.  
Indirect impact is measured as the jobs, outputs, and value added occurring 
within other industries that provide goods and services to the directly affected 
industries.  Induced impact is the change in jobs, outputs, and value added 
resulting from household spending of income earned either directly or indirectly 
from the shippers industry’s spending. 

*** Difference between the total sales revenue of an industry and the total cost of 
components, materials, and services purchased from other firms within a 
reporting period (usually one year).  It is the industry's contribution to the GDP. 
 
The following section discusses rail-intensive industries in the state and 
their impacts on the state’s economy and dependence on freight rail. 

Rail Intensive Sectors and Industries in Washington State 

Agriculture and Food Products Industry/Bulk and Specialized 
Carload Shippers2 

Agriculture and food product manufacturers are important economic 
sectors in the state, generating 2.9 percent of the gross state product3 and 
accounting for 4.1 percent of 2008 employment .4  The state agricultural 
and food manufacturing production was valued at over $13.6 billion in 

                                                 
2 The section is adopted from the Washington State Transportation Commission’s 
(WSTC) Statewide Rail Capacity and System Needs Study (2006). 
3 USDOC Bureau of Economic Analysis. 
4 Employment Security Department. 
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2008.5  Agriculture is the primary source of employment in many of the 
state’s rural counties. 
 
Agricultural rail traffic outbound from the state is expected to grow at a 
compound annual growth rate of 3.3 percent over the next 20 years.  The 
state also has an expanding food products industry with particular 
strengths in frozen foods (7.3 percent of U.S. output) and wine 
production.6 
 
However, most of the agricultural tonnage moving on the state rail system 
is midwestern grain moving to the Lower Columbia River and Puget 
Sound ports for export.  And because midwestern grain is moving long 
distances by unit train, it is generally more attractive for the railroads than 
local state agricultural shipments, which must move shorter distances for 
export and may require specialized handling.  
 
The Class I railroads are asking state agricultural shippers to consolidate 
their shipments at new facilities, and this may be economical for those 
shippers who can accommodate the changes.  However, these changes can 
also lead to un-served and underserved markets where shippers have 
difficulty finding efficient transportation.  These changes could affect the 
short lines, which may see declines in their markets; operators of small 
grain elevators along the short lines who also stand to lose business; and 
the remaining shippers on the short lines who could see reductions in 
service and increased costs.  The challenge faced by state agriculture is to 
maintain competitive rail service as it focuses on higher-value added crops 
and produce that may not generate the volumes that are attractive to the 
Class I railroads. This need to consolidate carloads for more efficient rail 
service is a prime situation where state funding could make sense.  This 
has been done very successfully in Oregon. 

Ports and International Trade Sector/Intermodal Container 
Shippers7 

The state’s ports and international trade industry depend on rail to export 
grain and other agricultural products, and to import intermodal containers 
of consumer goods.  Although in 2007 rail only accounts for 19 percent of 
total freight in the state in terms of tonnage, it accounts for 42 percent of 
marine cargo.8  If the rail system cannot deliver high-quality 
transportation services, especially for intermodal cargo that is not destined 
                                                 
5 Department of Revenue. 
6 WSTC – Statewide Rail Capacity and System Needs Study (2006). 
7 The section is developed based on 2006 WSTC Statewide Rail Capacity and System 
Needs Study and WSDOT/Washington Public Ports Association (WPPA) 2009 Marine 
Cargo Forecast. 
8 WSDOT/WPPA 2009 Marine Cargo Forecast, STB Waybill data 2007, and United 
States Department of Transportation (USDOT) FAF 2008. 
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for this state, shippers may shift to other ports.  This could affect port-
supported economic sectors.  In addition, export trade plays a major role 
in the state economy.  Rail frequency and quality affects the frequency and 
array of service offered by shipping lines.  Without good rail connections 
to support both import and export trade, state ports would become less 
attractive to ocean carriers, and ultimately, the state would become a less 
attractive location for export businesses. 
 
About 40 percent of the state’s rail traffic is related to port activity.  The 
amount moving to state ports by rail is forecast to increase from the 
current 42 million tons to 66 million tons in 2030.9  The state’s ability to 
meet this opportunity will depend on the investments made to expand and 
improve rail operations and infrastructure. 
 
International trade generates large flows of intermodal containers through 
the Ports of Seattle and Tacoma.  Between 1999 and 2008, container 
traffic grew at an average annual rate of 2.9 percent from 2.76 million 
Twenty-Foot Equivalent Units10 (TEUs) to 3.57 million TEUs at Puget 
Sound ports.11  Much of the container traffic consists of merchandise and 
retail goods imported from Asia through the ports, and then transferred to 
rail for shipment to Midwestern and eastern U.S. markets.  Businesses and 
consumers across the U.S. benefit from this international trade, but healthy 
deepwater ports also provide benefits to the state.  
 
The state is among the top export states due to the strong market for 
Boeing aircraft.  While many state exporters do not use the rail system to 
deliver goods to state ports, the existence of a healthy rail system is 
important, because it brings more traffic to the ports and more shipping 
services that can be used by state exporters.  Strong long-haul rail services 
allow ocean carriers to access larger and more distant inland markets.  
Local export shipments help to balance import and export flows for the 
carrier.  Thus, a strong rail system helps attract ocean carrier services to 
state ports and makes the state a more attractive location for national, 
regional, and local export businesses. 

Manufacturers/Industrial Carload Shippers12 

Manufacturing and industrial product industries are among the largest rail-
using state businesses, and they primarily use rail carload services.  
Shippers include producers of metals, machinery, transportation 
equipment (including aircraft), wood and paper, petroleum, and plastic 

                                                 
9 WSDOT/WPPA 2009 Marine Cargo Forecast. 
10 Twenty-Foot-Equivalent Unit. The 8-foot by 8-foot by 20-foot intermodal container is 
used as a basic measure in many statistics. 
11 Port of Seattle and Port of Tacoma. 
12 The section is adopted from Statewide Rail Capacity and System Needs Study. 
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products.  In 2008 the largest tonnage volumes of outbound shipments 
from these industries were waste and scrap materials; pulp, paper, and 
allied products; transportation equipment; primary metal products; and 
chemicals and allied products.13  Inbound manufactured or industrial 
products included coal; chemicals; clay, concrete, glass, and stone; pulp 
and paper; and primary metal products.14 
 
The volume of shipments of manufacturing goods is expected to grow 
steadily.  However, many of the shippers reported that they were paying 
higher prices, were getting lower quality service, and were often having 
business turned away by the railroads.15  These shippers will substitute 
truck for rail when they can, but for shippers of bulky, semi-finished 
products, or primary materials, trucking may not be feasible or cost 
effective.  Hence, there is a risk that the state will lose some of the 
businesses, such as coal and gravel that depend on carload shipments, to 
relocation or closure.  
 
A key feature of rail is the ability to move heavy and high/wide 
manufacturing products that cannot be moved via truck. 

Economic Impacts of Freight Rail  

Freight rail has significant economic impacts.  In 2007 total state rail 
freight revenue, including rail-only and rail intermodal, amounted to 
$2 billion.  Freight rail employed 4,207 people in the state and contributed 
$533 million to the state’s GDP directly.  The state’s freight rail system 
also supports other economic sectors.  Exhibit 4-13 provides an overview 
of the economic impacts of freight rail in the state. 

Major Drivers in Freight Rail Demand  
There are four major drivers that determine freight demand: 
 
 Population size and trends; demographic changes. 
 Economic activity, both domestic and international. 
 Trade activity, both domestic and international. 
 Supply chain practices. 

                                                 
13 Goods shipped from this state to other states and countries by rail.  
14 Goods shipped from other states and countries to this state by rail.  Do not confuse this 
with state import. 
15 Shippers’ survey conducted by researchers of 2006 Statewide Rail Capacity and 
System Needs Study. 
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Exhibit 4-13: Economic Impacts of Freight Rail Transportation – 
Washington State 2007 

Impact Category Direct* Indirect** Total

Employment (Jobs) 4,207 6,057 10,264

Business Revenue ($ Million) *** $1,154 $884 $2,038

Employee Compensation ($ 
Million)

$417 $259 $676

GDP ($ Million) **** $533 $383 $916

Tax Impact ($ Million) N/A N/A $271
 

* Directly related to freight rail transportation industry. 

** Jobs that support freight rail transportation but not hired by rail transportation 
industry. 

*** Business revenue of an industry is total sales of all business in the industry. 

**** GDP is value-added or the difference between the value of its output and the 
value of its input. GDP of an industry is measured as sum of values added by all 
businesses in the industry. It is sales of goods minus purchase of intermediate 
goods to produce the goods sold. 

Sources: Association of American Railroads, WSDOT State Rail and Marine 
Office - IMPLAN Input-Output model for Washington State and its local areas. 
 

Population Growth and Trade Growth 

As Exhibit 4-14 shows, the population of the state is projected to grow at 
1.2 percent a year.  However, freight rail demand in the state is tied both 
to U.S. population growth and to state population growth, due to the fact 
that the state is one of the major global gateway states and plays an 
important role in the national economy and international trade. Therefore, 
freight rail demand grows faster in Washington State than the national 
average. 
 
It is estimated that one in four jobs in the state is trade related.16  Thus, for 
the import side of the equation, it is the growth in the total U.S. population 
and their consumption that drives the demand for freight rail in this state.  
On the export side of the equation, the demand is built on world 
population growth of developing countries in Asia and their need to feed 
their people.  U.S. imports grew at an annual pace of 8.8 percent between 

                                                 
16 www.washingtonports.org and www.portjobs.org/. 
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1992 and 2008, and U.S. exports grew at 7.0 percent during the same 
period (Exhibit 4-15). 
 

Exhibit 4-14: Population Growth – Washington State 2007-2030 
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Source: Washington State Office of Financial Management 
 

Exhibit 4-15: U.S. Export and Import, 1992 to 2008 
($ Million) 
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Source: U.S. Census Bureau, Foreign Trade Division 
 
Most trade forecasters agree that the degree of foreign trade dependency 
on the world’s major economies will continue to grow.  That is the U.S. 
and its major trading partners will continue to become more “open” 
economies. This trend will continue because the developing world 
continues to offer increasingly advantageous locations for production. 
Economic efficiency is the driver for economic globalization.  As a 
consequence, the ability to produce lower cost goods and services in 
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different locations leads to more trade and transportation. While the past 
growth rate is not expected to be sustainable, it is believed the trend of 
imports and exports is likely to continue to grow at a slow but steady pace. 
 
The state, as a major global gateway state, shared a significant portion of 
such growth in 2008, ranking sixth in exports (Exhibit 4-16). 
 
Imports drive the demand for rail service in the state as the fast growth of 
international container traffic through state gateways to U.S. markets 
continues.  However, the trend has been slowing lately and future growth 
is likely to continue at a slower pace (Exhibit 4-17). 
 

Exhibit 4-16: Top Ten Export States in the United States – 2008 
($ Millions) 
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Source: U.S. Census 

Economic Growth 

The economic growth of many sectors of the state economy is dependent 
on freight.  Most of these freight-dependent sectors at some point depend 
on the rail system within the state to move their goods.  The growth of 
freight dependent sectors in the state is faster than that of the U.S. 
(Exhibits 4-18 and 4-19).  
 



Washington State 2010-2030 Freight Rail Plan December 2009 
Chapter 4: Freight Rail Services – Effects on the Economy and Society Page 4-17 

Exhibit 4-17: Container Traffic Through Puget Sound Ports 
1998–2008 (1000 TEUs) 
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Source: Port of Seattle and Port of Tacoma 
 

Exhibit 4-18: GDP Growth of Freight-Dependent Sectors – 
Washington State vs. United States, 1997 to 2008 
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Note: Freight-dependent sectors include agriculture, mining, construction, 
manufacturing, wholesale, retail and transportation, and warehousing. 

Source: U.S. Department of Commerce, Bureau of Economic Analysis 
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Exhibit 4-19: GDP Growth by Freight-Dependent Sectors – 
Washington State 1997 to 2008 ($ Million) 
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Source: U.S. Bureau of Economic Analysis 

Future Demand – Washington State Rail Forecast 

Sources 

Future demand of rail freight services are assessed based on five main 
studies (Appendix 4): 
 
 Washington State Transportation Commission (WSTC): Statewide 

Rail Capacity and System Needs Study – Freight Transportation 
Demand Forecasts (2006). 

 USDOT Federal Highway Administration: 2007 Updates of Freight 
Analysis Framework Forecast. 

 WSDOT/WPPA: 2009 Washington State Marine Cargo Forecast. 
 U.S. STB: 2007 Rail Waybill Sample Data. 
 American Association of State Highway and Transportation Officials 

(AASHTO): Freight Demand and Logistic Bottom Line Report 
(Draft), 2006. 

Methodology and Forecasts 

The WSDOT State Rail and Marine Office adopted the forecast results 
from the above sources.  For rail mode related forecasts, 2007 Waybill 
data are used as a base for projections, since data for 2008 was not 
available at the time of forecasting.  
 
However, the 2008 and 2009 recession has had profound impacts on the 
U.S. and world economies and many effects are likely to take many years 
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to understand.  Therefore, the results of the forecasts in this plan could be 
slightly optimistic from a long-term forecast perspective.  The forecasts 
will be updated as necessary as the data for 2008 and 2009 become 
available. 
 
While the most recent recession data for freight is not available and 
therefore not incorporated into most of the analytical models, the sources 
used for the forecasts are long-term data.  Historical data used in those 
models reflect the effects of previous recessions.  In addition, while the 
economy went into recession in 2008, state port-related imports and 
exports started to decline in 2007.  Rail traffic in 2007 was not as strong as 
the economy itself in that year.  Therefore, the correction factor of this 
recession to the forecast results may not be dramatic, but could be 
significant when the data are incorporated into the long-term trends. 

Summary of Rail Freight Forecast 

The state’s mainline freight rail demand can expect continued growth over 
the next 10 to 20 years.  The railroads are expected to need to move more 
than 152.1 million domestic tons of freight in 2020, up from 116.3 million 
in 2007, a 2.1 percent compound annual growth rate.  In 2030, it is 
projected that there will be close to 189.9 million tons needing to be 
moved, a 2.2 percent annual growth over the 10 years from 2020 to 2030, 
and a steady 2.2 percent growth rate over the 23 years between 2007 and 
2030.  Exhibit 4-20 shows the growth of rail tonnage in the forecast years.  
While local and inbound traffic continue to grow, they will slow to 
slightly lower levels of growth from 2020 to 2030 compared to 2007 to 
2020 growth levels.  Outbound and through traffic will both grow at 
higher rates in the more distant future as compared to the next 10 years. 
 
Exhibit 4-21 shows the projected distribution of the inbound, outbound, 
through, and local shares of the state’s total freight rail tonnage for both 
forecast years of 2020 and 2030.  Of all shares, outbound traffic is 
projected to continue to grow the most between 2020 and 2030, growing 
from 23 percent to 27 percent between 2007 and 2020, and expanding to 
35 million tons.  Local and through traffic is projected to continue to 
maintain approximately 6 percent and 27 percent of the tonnage, 
respectively, over the next 10 and 20 years.  Inbound traffic is projected to 
encompass a smaller percent of the traffic, as it will claim 44 percent of 
the tonnage in 2020 and only 40 percent in 2030. 
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Exhibit 4-20: Washington State Rail Freight 
2007, 2020, and 2030 (Million Tons) 
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Source: WSDOT State Rail and Marine Office 
 

Exhibit 4-21: Rail Freight Distribution (Million Tons) 
2020
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Source: WSDOT State Rail and Marine Office 
 
The distribution of traffic tonnage by commodity through the forecast 
years is shown in Exhibit 4-22.  Farm products shipped by rail are 
projected to continue to be a significant tonnage commodity group, 
growing to more than 64.7 million tons in 2030, up from 36.1 million tons 
in 2007.  Miscellaneous mixed shipments, primarily in the form of 
imports, are projected to increase from 11.9 million tons in 2007 to 
14.3 million in 2020 and 17.6 million in 2030.  
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Exhibit 4-22: Projected Rail Freight Growth of Top 10 Commodities – 
Washington 2007-2030 (Million Tons) 

2007 2010 2015 2020 2025 2030

Farm products 36.1 38.8 42.8 48.1 55.2 64.7

Lumber or wood products, 
excluding furniture

12.9 12.8 12.0 11.2 10.2 9.2

Miscellaneous mixed shipments 11.9 12.6 13.4 14.3 16.0 17.6

Coal 10.6 11.0 12.7 14.8 17.1 19.9

Food and kindred products 7.3 7.2 7.9 9.3 11.0 13.2

Chemicals or allied products 6.8 7.8 8.2 8.7 9.1 9.5

Waste or scrap materials not 
identified by producing industry

5.1 5.1 5.8 6.6 7.6 8.9

Pulp, paper, or allied products 4.1 4.1 4.2 4.2 4.2 4.3

Clay, concrete, glass, or stone 
products

3.1 3.4 3.9 4.5 5.1 6.0

Transportation equipment 2.5 2.5 2.3 2.3 2.5 2.8

State Total 116.3 122.2 131.9 145.7 161.9 183.0

Commodity
Year

 
Source: WSDOT State Rail and Marine Office - Analysis and forecast based on 
FHWA Freight Analysis Framework Data and 2007 Surface Transportation Board 
Waybill data. 

2009 Marine Cargo Forecast  

In 2009 the WPPA and WSDOT jointly conducted a 5-year update of the 
2004 Marine Cargo Forecast.  These two organizations have been 
providing joint cargo forecasts since 1985.  The purpose is to assess the 
expected flow of waterborne cargo through the state port system and to 
evaluate the distribution of cargo through the rest of the state’s 
transportation network.  The current report is a 20-year forecast of trade 
(2008 to 2030) moving through the state by water, rail, roads, and current 
capacity of transportation infrastructure. 
 
The Marine Cargo study found that rail freight is likely to play an 
increasingly important role in marine cargo movement.  As Exhibit 4-23 
and Exhibit 4-24 demonstrate, rail freight demand is expected to account 
for a larger share of marine cargo movement in the future, due to a higher 
growth rate than other modes over the forecast period. 
 
Three factors drive increased marine cargo growth.  First, U.S. 
consumption increases as population and living standards increase.  
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Second, economic globalization makes countries more specialized in 
production to achieve efficiency.  As a result of this globalization, exports 
and imports increase.  Last, containerization of the transportation industry 
generates more intermodal traffic that demands rail services.  
 
However, the recent economic recession is likely to have impacts on long-
term growth potential.  Forecast results presented in this section, which 
did not include the data of this severe recession, are likely to be optimistic.  
This plan will be updated as the new data and forecast results become 
available. 
 

Exhibit 4-23: Marine Cargo Trends – Rail vs. Other Modes 
2002 to 2030 (Million Tons) 
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Source: 2009 WPPA/WSDOT Marine Cargo Forecast  
 
Findings identified by the 2009 Marine Cargo Forecast are as follows: 
 
 State public ports have experienced strong and steady growth during 

the past quarter of a century.  State ports have experienced the 
following increases over the last 16 years: 
o Almost all cargo types have shown substantial gains, with the 

exception of timber. 
o Cargo volumes at deep water ports have tripled. 
o Containerized cargo has increased 500 percent. 

 The study suggests that strong growth can be anticipated into the 
future.  The state’s waterborne commerce is expected to grow at 
slightly less than 2 percent per year through 2030.  Growth is 
anticipated within all cargo categories, although it will vary by 
commodity type. 
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Exhibit 4-24: Marine Cargo Port Modal Distribution 
Washington State 2007, 2020, and 2030 (Million Tons) 
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Source: 2009 WPPA/WSDOT Marine Cargo Forecast  
 
 
Highlights of the forecast include the following: 
 
 Containers are projected to continue to be the fastest growing 

cargo type.  State ports can expect continued competition, but the 
growth opportunities are projected to remain positive for the next 
20 years.  Container traffic grew from nearly 2.9 million TEUs in 2002 
to nearly 3.9 million TEUs in 2007.  Puget Sound containerized trade 
is projected to grow by an average of 4.1 percent per year in the 
forecast period, reaching 9.7 million TEUs in 2030, given the three 
drivers (population growth, globalization, and containerization) 
explained in the previous section. 

 Auto imports will experience rapid growth.  Auto imports are 
expected to more than double from 690,000 units in 2007 to 
approximately 1.5 million units in 2030.  Competitive rail service will 
be essential to meeting this demand, as three quarters of auto imports 
currently move to inland locations by rail. 

 Log exports will level off.  After decades of decline, log exports are 
expected to level off and remain flat through the forecast period.  The 
loss of log exports has affected many ports, which have responded 
with successful diversification programs.  Many have found niche 
opportunities, such as importing wind energy equipment. 
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 Break-bulk cargo volumes will grow slowly.17  Metal, forest 
products, and other break-bulk cargo will grow slowly due to 
containerization and structural changes in the industries that produce 
these cargoes.  Much of the expansion will occur as ports diversify.  
As a result, break-bulk traffic through state ports is projected to grow 
from 2.3 million metric tons in 2007 to around 3.0 million metric tons 
in 2030. 

 Grain shipments will expand moderately.  After increasing 
substantially in recent years, grain shipments are likely to grow 
modestly in the face of significant domestic and international 
competition, maximum yields per acre, and maximum acres in 
production. 

 Dry bulk trends will continue.  Some stalwart cargoes (such as 
bauxite) have decreased while others (such as petroleum coke) have 
increased.  These trends will continue. 

 Liquid bulk will shift from domestic to foreign.  Both crude oil and 
petroleum product imports will shift from domestic to foreign sources 
as Alaskan production tapers off. 

Update on National Trends 

The demand for freight rail services will grow because the rail freight is 
driven by three factors (population growth, globalization, and 
containerization).  Assuming moderate rates of economic growth, the 
tonnage of freight moved in the U.S. is likely to increase three quarters in 
30 years (2006 to 2035)  (Exhibit 4-25).  This rate of growth is about the 
same as the last 20 years and roughly tracks growth in the U.S. Gross 
Domestic Product.  The following section first looks at the projected 
growth in the demand for freight traffic (both total and for rail) and then 
discusses the rail industry response to this demand growth. 
 
The growth in freight tonnage is expected to continue at 2.5 percent to 
3 percent per year at least through 2035.  The demand for freight rail 
services is projected to increase by a total of 73 percent based on tons 
through 2035, assuming continued investment in the rail system to handle 
growth.  Despite this, the rail share of national freight shipments is 
shrinking slightly.  By 2035 rail’s share of total freight tonnage is 
expected to decline from 9.7 percent to 9.5 percent, and rail’s share of 
value could decline from 2.9 percent to 2.8 percent.  Exhibit 4-26 shows 
freight modal distribution in 2006 and 2035. 
 

                                                 
17 Break-bulk cargo is cargo that is too big or too heavy to fit into a container or 
traditionally cannot be vacuumed out of a ship. 
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Exhibit 4-25: U.S. Shipments by Mode – 2006 and 2035 (Millions of Tons) 

Total Domestic Exports3 Imports3 Total Domestic Exports3 Imports3

Total 20,974 18,985 620 1,369 (R) 37,212 33,668 (R) 1,112 (R) 2,432

Truck 12,659 12,389 169 101 22,814 22,231 262 320

Rail 2,040 1,905 41 95 3,525 3,292 57 176

Water 688 582 48 58 1,041 874 114 54

Air, air & truck 15 5 4 6 (R) 61 10 (R) 13 (R) 38

Intermodal1 1,503 194 353 956 2,598 334 660 1,604

Pipeline & unknown2 4,068 3,909 6 153 7,172 6,926 5 240

Mode
2006 2035

 
1 Intermodal includes U.S. Postal Service and courier shipments and all intermodal combinations, 
except air and truck. 
2 Pipeline and unknown shipments are combined because data on region-to-region flows by 
pipeline are statistically uncertain. 
3 Data do not include imports and exports that pass through the U.S. from a foreign origin to a 
foreign destination by any mode. 

(R) Revised 

Note: Numbers may not add to total due to rounding. 

Source: USDOT, FHWA, Office of Freight Management and Operations, FAF, Version 2.2, 2007 
 

Exhibit 4-26: U.S. Freight Tons and Value by Mode, 2006 and 2035 
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Source: USDOT FHWA, FAF, 2007 

 
Rail market share is also shrinking in part because of structural changes in 
the economy.  The U.S. is producing and shipping more value-added 
products and fewer heavy manufactured goods.  Freight shipments are 
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lighter, less bulky, and higher in value, making them better suited to 
highway container transport or truck than rail.  This trend is expected to 
continue, with the value per ton going up over the next decade, suggesting 
more growth in high-value commodities than low-value commodities and 
more demand for trucking services. 
 
Rail market share also may be shrinking because of the slow pace of rail 
investment.  The industry is purposefully operating near capacity because 
of its capital intensity, and it is using demand management as well as 
investment to respond to traffic volumes.  This means that some customers 
are not well served by the market.  Railroads, like all private industry, will 
continue to make capital decisions based on private financial returns, and 
public benefits will be just an incidental part of the decision unless public 
capital plays a role.  Demand for rail transportation is driven by the 
commodity markets it serves, as well as by carrier performance.  Almost 
three-quarters of the current national rail tonnage and revenue come from 
four market groups: coal, farm and food products, chemicals and 
petroleum, and the intermodal business (listing them in order of tonnage 
size).  Some 40 percent of the physical volume is in coal alone, but the 
revenue picture is different and more balanced: intermodal and coal each 
comprise about 20 percent of the revenue (with intermodal somewhat the 
larger), while the farm and food group and the chemicals and petroleum 
group comprise about 15 percent each.  Roughly 60 percent of all new rail 
tonnage is attributable to coal and intermodal, and although the top four 
markets remain the same, by 2035 intermodal should be second only to 
coal in terms of physical volume, and will be substantially the most 
important source of rail revenue.  The intermodal business is projected to 
maintain a 3.8 percent compound annual growth rate over the next three 
decades, causing it to more than triple in size, primarily because of its role 
in carrying containerized imports for the globalizing economy.  Traffic in 
transportation equipment will also grow at an above-average pace, 
expanding by 2.6 percent per year and more than doubling in volume by 
2035.  This business is chiefly automotive products.  
 
Bulk services are dedicated unit trains hauling a single bulk commodity, 
such as coal or grain.  Intermodal services, as defined by the rail industry, 
are trains hauling international and domestic containers and trailers.  All 
other rail freight, such as chemicals, forest products, and automobiles, 
move as general merchandise.  The long-term prospects of national growth 
for selected rail commodities through the year 2035 are:18 
 
 Coal – Rail should remain its primary mode of transport, with a 

62 percent cumulative growth in national rail tonnage by 2035. 

                                                 
18 Forecasts developed by Global Insight and obtained from the AASHTO Freight 
Demand and Logistic Bottom Line Report (Draft), 2006 
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 Farm and Food Products – Modest growth of slightly less than 
1 percent per year, with cumulative growth in 2035 projected to be 
21 percent larger than today. 

 Chemical and Petroleum – Slow growth of less than 1 percent per 
year and accumulating to a 27 percent increase by 2035. 

 Lumber and Forest Products – Slow growth around or just above 
1 percent per year, and a total increase in rail shipments of 40 percent 
to 49 percent by 2035. 

 Transportation Equipment (Automobiles) – Solid growth of 
123 percent in tonnage through 2035. 

 Intermodal – Prospects for rail intermodal business are robust, with 
tonnage volumes rising 213 percent by 2035. 

 
Exhibit 4-27 demonstrates the projected growth demand for rail in the 
U.S. between 2005 and 2035.  More capacity will have to be developed in 
the rail network in this state.  This topic will further be explored in 
Chapter 5. 

Impacts of Freight Rail on Society 

All transportation modes (motor vehicles, rail, air, barge, and so on) 
produce externalities—unintended consequences or indirect effects that 
are created by some activity.  The costs associated with these externalities 
are not directly charged to any specific individual, but are borne by 
society as a whole.  The negative health impacts associated with air 
pollution are a classic example of such an externality.  Although travel by 
air, car, or rail creates air pollution impacts, riders, in general, are not 
charged for their contribution to decreasing air quality.  How are these 
externalities assessed to society?  This can be explained by a classic 
theory in benefit/cost analysis or project investment analysis—with or 
without analysis—as shown in Exhibit 4-28. 
 
As the chart shows, pollution is likely to increase over time because of 
current practices.  With a project that could lead to less pollution created, 
society gets benefits by having fewer negative impacts.  The reduction in 
cost of loss would be the benefits of the project invested.  This principle 
applies to freight rail investment.  In general, rail has less negative impacts 
on society.  Since rail generates fewer emissions per ton-mile, using rail as 
an option to ship heavy goods helps reduce pollution.  This emission 
reduction would be the benefit of investment in freight rail. 
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Exhibit 4-27: Comparison of Total Rail Flow Railcars per Year – 2005 and 2035 

 
Source: AASHTO Freight Demand and Logistic Bottom Line Report (Draft), 2006 
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Exhibit 4-28:  Principle of With/Without Analysis 
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There are multiple benefits associated with freight rail.  The magnitude of 
benefits received by the people of this state depends on how freight rail 
will be integrated into the policies.  These policies should embrace 
integrated solutions for interconnected problems.  In general freight rail 
has been identified by many studies to have four categories of societal 
impacts: transportation benefits; economic impacts; safety, energy, and 
environmental impacts; and land use impacts. 

Transportation Benefits 

Low Shipping Costs 
Rail provides shippers of heavy materials or large volumes of materials 
with a transportation option that can be significantly cost effective.  
Depending on the density of the commodity, one railcar may move the 
same weight or volume as four or five trucks.  For such shippers, rail is 
usually the low-cost option, and rail rates have been dropping.  On 
average, it costs 29 percent less to move freight by rail today than in 1981, 
adjusted for inflation.  The associated cost savings (in the billions of 
dollars annually) are vital to the viability of these businesses.  The 
availability of rail service can be an important factor for states and 
municipalities interested in retaining and attracting these types of 
businesses.  Availability of freight rail can improve the competitiveness of 
our economy by reducing overall shipping costs. 

Intermodal Connectivity and International Trade 
Freight-rail service provides a critical link in the nation’s intermodal 
freight transportation system, serving the trucking and maritime shipping 
industries, and supporting the nation’s international trade and global 
competitiveness.  The rail and trucking industries are competitors, but they 
are also partners.  Unless a rail move is “door-to-door,” it begins or ends 
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with a truck move.  This could involve the transfer of an intermodal 
container or the transfer of bulk and carload commodities via transload or 
transflow operations.  Rail and trucking companies are partnering to 
provide integrated door-to-door intermodal services that optimize the 
relative strengths and efficiencies of each mode.  

Congestion Relief 
As the economy and population continue to grow, freeway traffic 
congestion problems, particularly in the I-5 corridor, will increase.  
Freight rail can help share some incremental demand, which otherwise 
would be picked up by trucks.  However, the substitutability between 
highway freight and rail freight is limited.  The potential of freight rail as 
part of the solution for congestion needs further examination. 

Transportation Choice 
Freight rail provides shippers another transportation option, especially for 
long-distance and intermodal shipping.  

Economic Benefits 

Supports Local Communities 
Freight rail construction projects bring jobs and revenue to local 
communities and businesses.   

Supports Economic Viability 
Freight rail that serves an underserved market can help maintain economic 
viability of local economies. 

Generates Tax Revenues for Public Programs 
Rail supports growth of many businesses in various industries that pay 
business taxes to governments. 

Safety, Energy, and Environmental Benefits 

Public Safety 
Rail transportation has a strong safety record with a lower national 
accident fatality rate.  Freight rail provides an option for policymakers 
who would like to improve public safety.19 

Energy Benefit 
Freight rail is much more efficient than airplanes and motor vehicles in 
terms of energy use per ton hauled.  Increasing rail capacity will reduce 

                                                 
19 Government statistics show that freight rail is safer in terms of both fatality and 
injuries. See Texas Transportation Institute: A Modal comparison of domestic freight 
transportation effects on the general public. 2007. 
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the growth of other energy-inefficient modes and help tackle the energy 
dependence problems. 

Pollution Reduction 
Emission reduction is an important environmental issue facing 
transportation operators.  The environment plays a fundamental role in 
determining quality of life and economic well-being for state citizens.  
The level of released toxic substances and greenhouse gas emissions for 
freight rail is low.20  Increasing the use of rail for long-haul freight is an 
option that would help reduce environmental pollution. 

Land Use and Community Impacts 

Rail helps reduce land use impacts because it uses less right of way than 
highway for the same carrying capacity.  It also requires less land for 
yards than the trucking industry based on per ton-mile freight.  Rail also 
releases fewer harmful substances into the environment. 
 
State land use planning authority primarily resides within local 
government.  WSDOT, local governments, and regional governments have 
a shared responsibility to enhance the quality of life and economic vitality 
for all state residents while providing a safe and efficient transportation 
network.  Because land use decisions and patterns of land development 
can significantly influence the safety and efficiency of the transportation 
system, local government land use decisions, both individually and 
collectively, are matters of critical importance to WSDOT and freight 
owners.  The Growth Management Act, the Shorelines Management Act, 
and the State Environmental Policy Act provide WSDOT with 
opportunities to coordinate and communicate with local governments as 
they draft plans and regulations that may affect the state transportation 
system.  These acts ensure the needs of both the communities and the 
freight owners are met.  

                                                 
20 AASHTO: Railroads provide significant environmental benefits.  The U.S. 
Environmental Protection Agency estimates that for every ton-mile, a typical truck emits 
roughly three times more nitrogen oxides and particulates than a locomotive. Related 
studies suggest that trucks emit six to 12 times more pollutants per ton-mile than do 
railroads, depending on the pollutant measured. According to the American Society of 
Mechanical Engineers, 2.5 million fewer tons of carbon dioxide would be emitted into 
the air annually if 10 percent of intercity freight now moving by highway were shifted to 
rail. 
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Chapter 5: The Changing Rail System – Issue 
Discussion and Needs Assessment 

Overview of Issues and Needs Assessment 
This section presents short- and long-term freight rail needs in 
Washington State (state).  The assessment is based on data provided 
directly by the state’s freight railroads, ports, public agencies, and other 
key stakeholders.  In total, this needs assessment identifies 109 short- and 
long-term capital improvement projects and other initiatives.  Several 
freight rail needs have been included in this total, even though they have 
not progressed to the point of having full solutions and cost estimates.  
The total cost for the projects, where cost estimates are available, is 
$2.0 billion.1 

Key Issues 

The key issues addressed in this section are rail system needs, 
abandonment, port access and competitive needs of the ports, intermodal 
connectors, and emerging issues and data needs.  Each of these topics is 
described in detail in this chapter. 

Purpose of the Needs Assessment 

The primary purpose of the needs assessment is to develop a reasonably 
comprehensive list of necessary or desired freight rail improvements.  This 
list will allow the Washington State Department of Transportation 
(WSDOT) to gauge the condition of the system and assess potential public 
involvement.  Railroad needs, for the purposes of this rail plan, are 
restricted to capital needs and do not include operating expenses or 
subsidies.  A need for this plan is defined as a need regardless of whether 
it is privately- or publicly-funded or remains unfunded.  Thus, the needs 
included in this assessment should be considered “unconstrained” needs 
and not a funding commitment.  
 
WSDOT will review and evaluate these needs when determining 
appropriate levels of public support for a project.  Inclusion of a need in 
the Washington State 2010-2030 Freight Rail Plan does not constitute a 
commitment on the part of WSDOT or the state to provide funding.  As 
comprehensive as this plan attempts to be, it must be noted that this 
document does not include all freight rail needs. 
 

                                                 
1 Twenty-one projects did not report a cost for their project.  
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The freight railroads are private, for-profit businesses and in some cases 
did not submit all their capital needs for inclusion in this public document.  
This is especially true in cases where private capital is available to fully 
fund planned improvements.  Traditionally, railroads are less likely to 
submit projects where the railroads believe that public involvement in 
specific projects is less likely or where disclosure of a need could 
adversely affect their strategic business ventures.  Therefore, the needs 
that are listed in this section are only those projects that have been 
specifically submitted for inclusion in this list of projects. 

Methodology 

WSDOT compiled a list of needs for the state’s freight rail system from 
prior studies, a survey, and a set of interviews and reviews with key 
stakeholders.  Specifically, the freight railroads, the ports, and other 
stakeholders were engaged in this effort.  The needs range from well 
developed plans that have been through a full planning and design 
process, to new concepts, to a wish list of projects.  This is why not all 
projects have full information in the list contained in Appendix 8-A.  The 
only restrictions on the needs submitted for inclusion in the list were: 
 
 The needs focus on freight rail projects, since passenger rail needs 

continue to be identified in other studies.  Although some passenger 
rail needs were included, especially when they also impact freight 
operations, this list should not be considered a comprehensive list of 
passenger rail needs. 

 The needs focus on projects that improve the movement of rail freight.  
For example, improvement of a road-rail grade crossing to help 
mitigate highway congestion is not a freight rail need; it is generally 
classified as a safety issue. 

 The needs focus on capital improvements, and do not include 
operating expenses for the freight railroads.  The freight rail system is 
dynamic and driven by customer demands and trends. 

 
Therefore, needs continually change.  The needs in this plan are current 
through October 2009, and were assembled with the procedure outlined in 
Exhibit 5-1 below. 
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Exhibit 5-1: Procedure for Collecting Freight Rail Needs 
Timeframe Activity 
June 2009 Held initial stakeholder meeting. 
August 2009 Requested railroads, ports, and other stakeholders fill out 

survey of needs. 
September 2009 Conducted initial in-person interviews with some of the 

railroads and ports. 
October 2009 Reviewed the list of needs for duplicates and incomplete 

information. 
Followed up with reminder telephone calls and clarified 
any questions. 

November 2009 Sent out to the railroads, ports, and stakeholders for final 
review, and conducted final round of follow-up questions 
as necessary. 

Rail Abandonments: Recent, Proposed, and At-Risk Lines 

Abandoned Rail Lines 

Current Abandoned Lines 

Exhibit 5-2 shows the abandoned rail lines 1998 and before, and the 
current abandoned rail lines (1999 to 2009) in the state. 
 
As of the Washington State Freight Rail Plan 1998 Update, there had 
been a total of 1,975 miles of rail lines (132 segments) abandoned from 
1953 to 1998.  Since 1998 there has been an additional 70.23 miles 
abandoned.  A list of abandonments from 1953 to 2009 can be found in 
Appendix 5-A. 
 
This state has one of the best state rail preservation and development 
programs in the country.  The state has invested $99 million in its rail 
freight infrastructure since 1980.  An additional $35 million in investment 
is anticipated from 2010 to 2012 (see Exhibit 5-3). 
 
These investments include the Freight Rail Assistance Program 
($6 million 2007-2011) and Freight Rail Investment Bank Program (Rail 
Bank) loans.  The Rail Bank has $7.5 million in funding available from 
2007-2011, with a maximum loan of $250,000.  All of these investments 
have been in regional and small railroads, in recognition of the fact that 
these railroads are a vital component of the state’s transportation system 
and economic well-being.  
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Exhibit 5-2: Abandoned Rail Lines 
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Exhibit 5-3: Washington Rail Investments ($ Millions) 
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Rail abandonments have been widespread in the United States (U.S.) since 
the passage of the national railroad reform legislation, ending most federal 
regulation of railroads, over 20 years ago.  Given a greater opportunity to 
control costs and generate revenues, Class I railroads sold, abandoned, or 
leased their less profitable lines.  This proved to be an opportunity for 
others; a great many short-line railroads were formed to operate lines 
divested by Class I railroads.  In other cases, rail lines were abandoned 
and the real estate was used for other purposes.  
 
The state’s rail abandonment program is assisted by the federal 
government through the Local Rail Freight Assistance program.  The state 
has been one of several states that has worked to preserve rail 
infrastructure.  This program has preserved and developed rail lines that 
would otherwise have been abandoned.  This has been very important in 
meeting present and future transportation needs. 
 
Many of the short lines around the nation and in the state were created 
from branch or light density lines of the larger Class I railroads.  These 
lines were either abandoned or sold by the Class I railroads during their 
industry restructuring of the 1980s and 1990s.  Most of the lines sold 
through the abandonment process by Class I railroads were in poor2 
physical condition at the time of abandonment.  Many of these branch 
lines have sections of lighter rail than is necessary for today’s new railcar 
load limits and weight-restricted bridges. 
 

                                                 
2 Poor physical condition is track that is in disrepair from wear and tear or has 
deteriorated due to lack of maintenance. 
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As illustrated in Exhibit 3-5 in Chapter 3, there are 19 active short-line 
railroads operating in the state.  The majority of these railroads operate on 
light density lines that were divested by the Class I (mainline) railroads.  
They are located throughout the state and play a critical role in moving a 
wide variety of products, including agricultural products, frozen foods, 
lumber, gravel, and petroleum products.  Often locally-owned and 
operated, many short-line railroads in the state keep hundreds of small 
businesses and communities connected to the national mainline rail 
system. 
 
Many of these branch lines were sold by the Class I railroads because they 
could not make a profit operating these light density lines.  Nearly every 
short-line railroad began its existence with track that had received little 
investment under previous owners.  Whether they are municipally or 
privately held, many short lines are in need of infrastructure funding for 
rehabilitation or improvement. 
 
These existing lines present an opportunity to the state.  In many cases, 
improvements for the state’s short lines involve upgrades to existing 
infrastructure, rather than capacity expansion projects that involve more 
significant environmental issues.  They should therefore be able to move 
more readily from planning to construction.  A review of the most recent 
WSDOT short-line funding proposals indicates that most of these projects 
involve improvements to existing infrastructure.  In many cases these 
improvements involve increasing track capacity maximums from 
263,000 pounds per car to 286,000 pounds per car to meet Class I railroad 
requirements.  Upgrading track to handle the heavier cars may make 
economic sense, if it results in an increase in the amount of traffic on a 
line.  However, if cargo volumes remain the same, but the number of 
carloads decreases due to the heavier loading, the benefit is less clear.  
This is especially the case if the contract between the short-line operator 
and the Class I railroad is on a per-car basis, in which case the reduced 
number of cars would result in reduced revenue.  Some short lines are 
more successful than others, and the viability of each depends on its own 
particular circumstances.  Those short lines that have faced ongoing 
problems with cash flow and capital for infrastructure improvements are 
the ones most at risk.  WSDOT has been able to assist many of the short 
lines with project funding, but these infrastructure investments may not be 
sufficient to make each short line economically viable.  However, even if 
lines are marginal, there may be a compelling state interest in supporting 
these lines in order to reduce truck traffic or to maintain jobs, among other 
reasons that serve the public interest. 
 
To determine future potential abandonments, the WSDOT State Rail and 
Marine Office surveyed the rail industry with the results below in 
Exhibit 5-4.  The exhibit shows the results of the survey taken in summer 
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2009, which reported that there are four potential future abandonments 
and one anticipated re-opening. 
 

Exhibit 5-4: Abandonment Survey List – Likely Abandonments 
 

Submitted by 
Railroad 
Owner

Railroad 
Operator

 
Location 

Port of Grays Harbor PSAP PSAP West of Hoquiam River 

Port of Othello State of 
WA/ 
Columbia 
Basin RR 

Closed Reopen Milwaukee Line 

Port of Seattle BNSF BNSF Eastside Line: 
Woodinville/Renton and 
Woodinville/ Redmond 

Union Pacific UP None Yakima Industrial Lead, 
MP 57.3 to MP 58.75 

Union Pacific UP None Yakima Industrial Lead, 
MP 62.75 to MP 63.55 

Projection of Future Abandonments and Their Impacts, Capacity, 
and Needs Forecasts 

When a rail line is abandoned, it is critical that the integrity of the right of 
way be maintained.  If an abandoned line ends up parceled off piece by 
piece, it would be extremely difficult, if not impossible, to reconstruct the 
line for a future transportation use.  Given the limited opportunity to 
expand the highway system, an abandoned railroad right of way represents 
an extremely valuable transportation resource. 
 
As a result of the decrease in route miles, many of the state’s communities 
no longer have access to rail service.  To counter that trend and support 
economic development initiatives of the state, the WSDOT State Rail and 
Marine Office has implemented a rail line preservation initiative to retain 
the potential of rail service along these abandoned routes. 

Examples of Successes 

Purchase of the Palouse River and Coulee City Rail System 
The state currently owns the former Palouse River and Coulee City Rail 
System, which consists of three branches (see Exhibit 5-5).  WSDOT 
purchased the rights of way and rail on the P&L Branch and PV Hooper 
Branch of the rail system in November 2004.  WSDOT purchased the CW 
Branch and the remaining rights in the other two branches in May 2007.  
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WSDOT contracted with private railroads to operate each of the branches.  
The Palouse River and Coulee City Railroad operates the PV Hooper 
Branch; the Eastern Washington Gateway Railroad operates the CW 
Branch; and the Washington and Idaho Railway operates the P&L Branch.  
 

Exhibit 5-5: Palouse River and Coulee City Rail System 

 
 
WSDOT oversees the facilities and regulatory portions of the operating 
leases.  The Palouse River and Coulee City Rail Authority (an 
intergovernmental entity formed by Grant, Lincoln, Spokane, and 
Whitman Counties) oversees the business and economic development 
portions of the operating leases.  
 
The Palouse River and Coulee City Rail System currently provides local 
rail service to grain shippers and other businesses in Whitman, Lincoln, 
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Grant, and Spokane Counties.  The three lines require rehabilitation to 
remain commercially viable. 
 
Public ownership of the Palouse River and Coulee City Rail System 
capital assets provides an opportunity for private operators to provide 
economically viable rail service to shippers along the lines.  Rehabilitation 
is needed to correct the effects of decades of deferred maintenance.  Many 
places along the lines must be operated at a speed lower than would be 
allowed if the lines had been properly maintained on an ongoing basis.  
Rehabilitation will prevent further deterioration, help raise operating 
speeds in some locations, and make the operation of the lines more 
efficient and commercially viable. 

Rail Banking 
Rail banking is used by the state when the state has an interest in retaining 
rail lines that have been abandoned, should they become economically 
viable at a future date.  If it appears that a line could become economically 
viable within ten years, the line may be rail banked or purchased by the 
state to prevent its loss as a rail corridor.  A rail banked line may be used 
as a trail on an interim basis.  Maintenance or other changes on a rail 
banked line used as a trail must preserve the ability to use the line as a 
railroad in the future. 
 
A good example of this is the Milwaukee Road Corridor (Milwaukee 
Road).  In the 1980s, the state acquired the abandoned Milwaukee Road 
and, through legislation, gave much of the line to the Washington State 
Parks and the Department of Natural Resources.  Both segments are 
managed by their respected departments as a recreation trail.  Washington 
State Parks created a trail along the railbed with their part of the line.  It is 
now known as part of the John Wayne Trail.  In its heyday, the Milwaukee 
Road was a vital trade link between Seattle and the Midwest and was the 
world’s longest electric rail line at the time.  The railroad bed follows I-90 
across Snoqualmie Pass.  The 100-mile portion from Cedar Falls (near 
North Bend) to the Columbia River near Vantage has had the tracks 
removed and the area has been turned into a state park, known as Iron 
Horse State Park.  On average, the trail is about a half mile from the 
highway and about 300 feet higher.  The trail follows the former railbed of 
the Chicago, Milwaukee, St. Paul, and Pacific Railroad two-thirds of the 
way across the state.  The gravel pathway offers hikers, bicyclists, 
equestrians, and cross-country skiers a chance to travel along the historic 
Milwaukee Road right of way on a gentle, easy-to-negotiate grade.  In 
2006 WSDOT was given the authority to enter into a franchise agreement 
for a rail line over the portions of the Milwaukee Road between 
Ellensburg and Lind by July 1, 2019.3 

                                                 
3 RCW 79A.05.120. 
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Port Access 
Port access to rail service is very important to the vitality of the ports in 
the state.  As economic development agencies, ports are a fundamental 
part of the state’s economy.  State ports face substantial competition from 
other ports and shipping routes.  The majority of the cargo that comes 
through state ports is discretionary cargo (i.e., containers, autos, grain, dry 
bulks, and break-bulk cargos) that can shift to other gateways, if shipping 
through these other ports becomes more efficient or cost effective than 
using state ports.  To be competitive, ports must have good rail access.  As 
an added benefit, rail is a community-friendly mode, as it is a safe, 
energy-efficient way to move goods along major corridors. 

Washington State Ports 

The state has 75 ports, not all with water access, as shown in Exhibit 5-6.  
The state has 11 deep-draft ports, a tremendous asset for the state’s 
economy.  Seven of these ports are on the Puget Sound.  The largest ports, 
the Ports of Seattle and Tacoma, together comprise the third largest 
container load center in the nation—behind the load center complexes of 
Los Angeles/Long Beach and New York/New Jersey.  One deep-draft 
port, the Port of Grays Harbor, is located on the coast; and three are 
located on the Columbia River.  Together, these ports create a seamless 
network that sends goods to global markets, and imports goods from other 
countries, bound for in-state stores and other destinations across the U.S. 
 
The Columbia/Snake River system stretches 365 miles inland from the 
Pacific Ocean.  The three deep-draft ports along this system—Longview, 
Kalama, and Vancouver, Washington (WA)—are major shipping centers 
for the state.  Upstream, the Ports of Klickitat, Pasco, Kennewick, and 
Benton are served by barge along the Columbia River.  The Ports of 
Whitman County, Walla Walla, and Clarkston are served by barge along 
the Snake River. 
 
Although there are many ways to classify ports in the state, this plan has 
selected four classifications: 
 
 Intermodal Ports. 
 Agricultural and Bulk Ports. 
 Rail-Dependent Break-Bulk and Industrial Ports. 
 Rail-Serviced Industrial Ports. 
 
The following is a listing of ports by category.  It should be noted that 
some of the larger ports will be listed multiple times depending on their 
diversity. 
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Exhibit 5-6: Washington State Ports 
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Intermodal (Container) Ports – Seattle and Tacoma 

These ports have on-dock and off-dock intermodal rail yards, where 
containers are loaded directly from ships to rail, removing the need for 
truck drayage.  The cargo is transported from ship to rail either by truck or 
yard equipment (in the case of on-dock rail).  Unit trains of containers are 
built by destination and usually depart within 24 hours of ship arrival.  
The majority of these containers are destined for the Midwest and Upper 
East Coast regions. 

Agricultural and Bulk Ports, (primarily grain elevator facilities) – 
Garfield, Grays Harbor, Longview, Kalama, Seattle, Tacoma, 
Vancouver (WA), Snake River Elevators: Almota, Clarkston, 
Lewiston, Walla Walla, Whitman, and Wilma 

By tonnage, 36 percent of all state agricultural shipments move by rail.  
Agricultural rail traffic outbound from this state is expected to grow at a 
compound annual growth rate of 3.3 percent over the next 20 years.  The 
state also has a growing food products industry with particular strengths in 
frozen foods (7.3 percent of U.S. output) and wine production. 
 
Agriculture and food product manufacturers are an important economic 
sector in the state, generating 3 percent of the gross state product and 
accounting for 6 percent of the employment.  Agriculture is the major 
source of employment in many of the state’s rural counties. 
 
However, most of the agricultural tonnage moving on the state rail system 
is Midwestern grain moving to the Lower Columbia River and Puget 
Sound ports for export.  And because Midwestern grain is moving long 
distances by unit train, the Midwest grain is generally more profitable for 
the railroads than local state agricultural shipments, which often are 
moving shorter distances for export or require specialized handling.  
Products such as wheat, corn, and soybeans, from the Midwest and eastern 
Washington, also travel by barge and rail to these Lower Columbia 
seaports. 
 
The Class I railroads are asking state agricultural shippers to consolidate 
their shipments at new facilities (such as the Ritzville loader), and this 
may prove economical for those shippers who can accommodate the 
changes.  These changes may affect the short lines, which could see 
declines in their market share.  There is a concern by the operators of 
small grain elevators along the short lines, who also stand to lose business.  
The remaining shippers on that line could also experience reductions in 
service and increased costs. 
 
The challenge faced by the Department of Agriculture, the Agriculture 
Commission and the WSDOT State Rail and Marine office is to maintain 



Washington State 2010-2030 Freight Rail Plan December 2009 
Chapter 5: The Changing Rail System – Issue Discussion and Needs Assessment Page 5-13 

competitive rail service as it focuses on higher value-added crops and 
produce that may not generate the volumes that are attractive to Class I 
railroads. 

Rail-Dependent Break-Bulk and Industrial Ports – Anacortes, 
Everett, Garfield, Grays Harbor, Kalama, Longview, Olympia, 
Seattle, Tacoma, and Vancouver (WA) 

Break-bulk cargo is too big or too heavy to fit into a container or 
traditionally cannot be vacuumed out of a ship.  There are, however, 
exceptions, such as “identity preserved” or “designer” bulk grain that is 
blown into containers for transportation in order to keep the origin of the 
crop separated from other production sources.  Historically, the major 
commodity groups moved in break-bulk form to and from Pacific 
Northwest ports have included apples and other fruit, metals, and forest 
products.  Apples were at one time one of the most important break-bulk 
cargos, but they have essentially become 100 percent containerized.  Some 
cargos that move in break-bulk form can also move in containers (so-
called “swing” cargos), and the differences in pricing between the two 
modes can lead to cargo shifting from one to the other, while others have 
moved completely to containers.  Although a number of factors influence 
whether swing cargos are shipped in break-bulk or containerized form—
such as westbound trans-Pacific container rates, frequency of sailings, and 
the size of overseas orders—price is probably the most significant factor.  
Shipping lines have added so much container ship capacity to satisfy 
demand for U.S. imports from Asia that there has been substantial excess 
westbound capacity.  This resulted in a decrease in westbound container 
rates, which attracted break-bulk swing cargos.  Another general trend 
impacting break-bulk cargos has been a continuing decline in exports of 
forest products.  This decline has been offset by the increase in imports of 
metal products. 
 
Here are examples of break-bulk cargos moved by the different ports: 
 
 The Port of Port Angeles serves as a gateway for logs and lumber.  
 The Port of Anacortes exports logs, chemicals, and petroleum coke 

from the Anacortes oil refinery. 
 The Port of Bellingham handles break-bulk and liquid-bulk 

commodities.  
 The Port of Everett handles fruit, logs, general break-bulk, and some 

containers. 
 The Port of Olympia specializes in handling break-bulk, ro-ro (roll-on, 

roll-off), bulk, forest products, and containerized cargos.  
 Port of Tacoma break-bulk includes wide and heavy cargos such as 

farm machinery, large factory/production parts for the Canadian Oil 
Sands, large motorized vehicles. 
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 Port of Vancouver, USA handles a large volume of wind energy 
components and has developed a successful “land bridge” rail strategy 
for moving these components to the U.S. Midwest and western 
Canadian destinations in addition to other break bulk commodities. 

Rail-Serviced Industrial Ports – Benton, Bremerton, Chelan, 
Clarkston, Columbia, Ephrata, Garfield, Kennewick, Mattawa, 
Moses Lake, Othello, Pasco, Quincy, Ridgefield, Royal Slope, 
Shelton, Sunnyside, and Whitman County 3 & 4 

The above-named ports have rail-served industrial property.  In many 
cases these ports do not have water access although, through their 
economic development capacities, these ports are able to provide land and 
facilities that are rail-served, enabling the local community to have rail 
access. 
 
Port access issues are more closely related to location than to type of port.  
Some of the current access challenges and related projects are summarized 
below.  It should be noted that several of the ports have significant rail 
projects currently underway or scheduled for the near future. 

The Military and Rail 

Another area of break-bulk cargo that is sometimes forgotten is the U.S. 
military cargo that moves through the state annually via multiple break-
bulk ports.  The growth of the state’s bases is due in part to the freight 
infrastructure system’s ability to support the U.S. military’s readiness and 
operational movements.4  Military facilities in the state are important 
contributors to the U.S. defense and national security system.  This state is 
home to the largest Army base on the West Coast, two Air Force bases, 
six critical Navy facilities, and two military medical centers.  The 
military’s ability to efficiently move freight in and through the state is 
dependent on an effectively functioning intermodal freight movement 
system.  Specific freight mobility issues for the military in the state are 
summarized below. 
 
Puget Sound seaports have a strategic role in support of Fort Lewis as the 
only Power Projection Platform—for gathering, staging, and mobilizing 
forces and material—on the West Coast.  If a major military conflict were 
to trigger mobilization activity, inbound cargo needed for that 
mobilization would travel by road and rail from across the U.S. to Fort 
Lewis, for shipment through the Port of Tacoma to points outside the 
country. 
 

                                                 
4 Surface Deployment and Distribution Command – Transportation Engineering Agency: 
2004.  This information is provided to the state for planning purposes. 
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Under such a scenario, it is expected that the Port of Tacoma would need 
to handle daily volumes of up to 600 containers, 350 rail cars, and 
1,100 wheeled vehicles.  This volume could create truck bottlenecks at the 
Interstate 5 (I-5)/Port of Tacoma Road exit and rail chokepoints at 
Bullfrog Junction in the Port of Tacoma tideflats.  
 
In 2004 the military also began using the Port of Olympia for shipments 
out of Fort Lewis.  The efficient movement of cargo may be hindered 
because of needed rail capacity enhancements at the ports.  There has been 
a five-fold increase in the number of rail cars that have passed through the 
Port of Olympia since 2002.  At that time 168 cars came through the Port 
of Olympia.  It increased to 876 in 2004.  The return of Army shipments 
related to the Iraq War accounted for about 17 percent of rail volume.  In 
response, the Port of Olympia spent $1.4 million to add a rail line on its 
docks closer to where ships berth.5 
 
The Port of Seattle also has as a role in supporting overseas military 
logistics.  The Port of Seattle has been designated as a sustainment port, 
one that will be used to ship consumable supplies to troops in the event of 
a major overseas conflict.  Under this scenario, 300 to 600 containers of 
supplies could arrive on 100 to 350 rail cars on a typical day, with a peak 
of up to 1,100 containers per day.  Military logistics officials have 
expressed concern about potential bottlenecks when accessing 
Terminals 5, 18, and 46 at the intersection of East Marginal Way and 
South Spokane Street, and the single railroad track access under the 
Spokane Street Bridge to the Port’s terminals.  The Port of Seattle is 
working to solve this problem through an East Marginal Way grade 
separation. 
 
In addition to the ports named above, there are Ordnance Transport 
Requirements for Bangor, provided by the state rail system.  Ordnance is 
delivered to the Port Hadlock Naval Ordnance Center via rail car to 
Bangor on the Hood Canal, and then trucked to Port Hadlock. 

Autos and Rail 

Fully assembled autos are imported primarily through the Ports of Tacoma 
and Vancouver (WA).  These are discharged from the ports on rail and 
truck.  In order for these ports to keep these auto accounts, reliable rail 
service is a must; there is also a competitive advantage compared to San 
Pedro Bay in Los Angeles, California as the Pacific crossing is one day 
less. 

                                                 
5 As reported by Szymanski, Jim, Rail cargo business chugs along at port. The 
Olympian. Sunday, February 27, 2005.  Retrieved as of February 2005 from: 
www.theolympian.com/home/news/20050227business/96117.shtml. 
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Key Needs of Ports 

Nearly all of the state’s deep-water ports are located adjacent to the I-5 
corridor, or are on short-line railroads that branch off the I-5 corridor.  As 
a result, rail connectivity issues for the ports and capacity issues on the I-5 
corridor are necessarily tied.  Along the corridor there are five main areas 
where mainline capacity needs and connectivity issues intersect, 
including: 
 
 Vancouver (WA). 
 Kalama to Longview. 
 Centralia. 
 Tacoma. 
 Seattle. 
 
Each of these is examined in more detail in Appendix 5-B. 
 
WSDOT, as the state agency that administers state and federal 
transportation funds that are spent on rail projects in the state, works 
closely with port districts to improve freight rail access throughout the 
state.  These rail projects help the state’s business community gain better 
access to rail transportation.  As referenced in other areas of this plan, 
examples of past WSDOT projects include purchases of grain hopper cars, 
rehabilitation of short lines, purchase of branch lines, and preservation of 
abandoned rail right of way. 

Intermodal Connectors  
These are locations where two modes meet and the cargo moves from one 
mode to another.  In most cases this involves transferring a piece of cargo 
from a truck to a train or vice versa. 
 
Within this label, intermodal connectors can be seen in many different 
types of facilities.  The following describes some of these facility types.  

Inland Ports 

Rail access is a significant element of port competitiveness strategy.  By 
providing an inland port service, a seaport (in theory) can make 
intermodal rail service available to a broader range of customers.  If priced 
sufficiently low, the inland port service can offer cost savings to container 
shippers and thereby increase the port’s competitiveness. 
 
Inland ports have become an increasingly popular concept as the drive for 
transportation efficiency continues.  Inland ports are perceived to reduce 
congestion, improve transit times and reliability, while at the same time 
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decreasing costs and promoting economic development.  For a detailed 
discussion of inland ports, see Appendix 5-C. 

Other Intermodal Connectors Within the State  

In addition to rail-served inland ports, the two most prominent alternatives 
for rail transportation are on-dock intermodal and near-dock intermodal. 

On-Dock Intermodal 

Port of Seattle 
Terminals 5 and 18 have on-dock intermodal facilities within the terminal 
footprint (see Exhibit 5-7).  Both on-dock intermodal yards can load 
international containers from the ship without using a public street. 

Port of Tacoma 
The Port of Tacoma has four intermodal yards; three are on-dock and one 
near-dock.  These four yards are served by Tacoma Municipal Belt Line, 
the short line that serves the Tacoma Tideflats area.  All four of these 
intermodal yards were built by the Port over the years to meet customer 
needs (see Exhibit 5-8). 

Near-Dock Intermodal 

South Intermodal Yard in the Port of Tacoma is a near-dock intermodal 
facility located on Milwaukee Avenue near the entrance of the APM 
terminal.  It is operated by a third-party operator, Pacific Rail Services, 
under the direction of the Port of Tacoma.  It has direct street access and 
has the capability of loading or unloading directly to road-ready trucks. 
 
Seattle is supported with two near-dock international intermodal facilities, 
the BNSF Railway’s (BNSF) Seattle International Gateway and the UP’s 
Argo Yard.  Both facilities are located less than two miles from 
Terminals 5 and 18 and directly across from Terminals 46 and 30.  Both 
yards have direct access to the mainlines for each railroad. 

Mainline Domestic Intermodal Terminals 

In addition to the on-dock international intermodals yards, both BNSF and 
UP have intermodal yards in the Puget Sound that cater to domestic 
intermodal cargo.  This is cargo that is in larger domestic containers, 
which are usually a 53-foot box that mirrors the domestic trucks used by 
the large retailers, such as Safeway, Target, or Wal-Mart.  Due to the 
length of the domestic container, this type of train requires dedicated rail 
cars that will hold these longer boxes. 
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Exhibit 5-7: Seattle Freight Network 
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Exhibit 5-8: Tacoma Freight Network 

 
 
BNSF has their South Seattle yard located near the south end of Boeing 
field. 
 
UP loads domestic containers at both their Seattle Agro facility and their 
new Domestic Yard in Tacoma, co-located in the South Intermodal Yard. 

Intermodal Connections 

There are other types of intermodal connectors such as rail-to-barge, 
truck-to-grain elevators, rail-to-bus, as well as airports.  In most cases 
airports are not supported by rail, although for freight there is the truck-to-
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plane intermodal connector.  Exhibit 5-9 shows all intermodal connections 
in Washington State.  Exhibit 5-10 shows intermodal facilities in the Puget 
Sound area.  Exhibit 5-11 shows intermodal facilities that include the rail 
mode.  Appendix 3-C provides a detailed commodity description for these 
intermodal facilities.  
 
Many smaller-size intermodal facilities are not included in BST’s 
database.  But, these intermodal facilities are important to the state’s 
economy and should be identified.  A study is needed to expand the 
database to include all intermodal connections. 

Rail Freight System Issues and Needs 

Mainline Freight Issues 

Capacity/Bottlenecks 

The benefits that the state can obtain from a robust rail system are 
threatened because the system is nearing capacity.  Service quality is 
strained and rail rates are going up for many state businesses.  The 
examples of rail lines that are currently running at capacity or near 
capacity are discussed in Chapter 3. 
 
The pressure on the rail system will increase in the next decades.  To 
accommodate this growth, many more rail lines within the state will be 
operating at or above their practical capacity. 
 
Growth in rail traffic and rail congestion issues are also affecting state 
communities by increasing delays for automobile and truck drivers at rail-
highway crossings, creating noise6 and safety problems, and disrupting 
communities and environmentally sensitive areas with construction 
projects.  Dealing with these problems in an uncoordinated fashion on a 
case-by-case basis is often frustrating for both the communities and the 
railroads. 

                                                 
6 The Final Horn Rule was promulgated by the Federal Railroad Administration and 
published in the Federal Register on April 27, 2005. The rule required trains to sound a 
horn or whistle when approaching a highway railroad grade crossing. The intent was to 
develop a mechanism for a public authority to authorize a whistle/horn ban at a 
crossing(s) with the authority jurisdiction under the context of an existing state law or 
modified state law. 
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Exhibit 5-9: All Intermodal Freight Connectors in Washington State 
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Exhibit 5-10: All Intermodal Freight Connectors 
in the Puget Sound Region 
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Exhibit 5-11: Rail Intermodal Freight Connectors 
in Washington State 
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Clearances 

As referenced earlier in Chapter 3, the Stampede Pass route is limited to 
single-stack trains due to the clearance restrictions of that line, as it can 
not handle the height of double-stack trains.  There are also height 
limitations caused by the Chuckanut tunnels on the I-5 rail corridor 
between Everett and Bellingham.  

Freight and Passenger Mainline Issues  

As freight and passenger trains compete for time and space on the rail 
system, the capacity constraints may also frustrate the service and 
ridership plans for the state’s passenger rail program.  The cost of 
resolving the rail chokepoints in the I-5 corridor to meet passenger service 
and ridership goals is increasing.  WSDOT continues to look for funding 
solutions to these issues.  Currently, WSDOT has $1.3 billion of grant 
applications into the federal government under the American Recovery 
and Reinvestment Act of 2009 (ARRA) programs.  Current grant requests 
are described later in this chapter under High-Speed Passenger Rail in the 
Emerging Issues section. 
 
Without capacity improvements, rail will not meet the demand of the state 
freight market, rail shipping prices will increase, and service reliability 
will deteriorate for many of the state’s industrial and agricultural shippers. 

Freight and Commuter Issues 

Sound Transit provides Sounder commuter rail services in the Puget 
Sound region, with weekday peak-period service between Seattle and 
Tacoma and between Seattle and Everett.  Both services operate over 
BNSF tracks. 
 
The ongoing improvements at King Street Station in Seattle have 
contributed to more efficient combined freight and passenger operations 
between the Seattle Tunnel and Argo Interlocking.  As with the 
Vancouver (WA) to Tacoma segment of the I-5 corridor, BNSF has no 
capacity expansion plans in its 5-year capital investment plan for this 
segment beyond that being driven by increases in intercity and commuter 
passenger growth plans. 
 
Sound Transit and BNSF are currently in discussions to update the 
operating and volume agreement between Tacoma and King Street Station 
in Seattle.  These discussions are focusing on an agreement similar to the 
one now in place between King Street Station and Everett.  Under this 
scenario, Sound Transit would purchase additional train slots rather than 
paying for specific physical improvements.  Assuming an agreement is 
reached, this arrangement would ultimately result in 15 round-trip 
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commuter trains per day between Seattle and Tacoma.  In return, BNSF 
would be expected to construct the capacity improvements necessary to 
ensure that passenger and freight movements continue to operate 
efficiently.  Ports are concerned that improvements are made in a timely 
manner, before the service starts, to avoid disrupting freight service when 
the additional commuter trips begin. 

Short-Line Freight Issues 

As regulatory changes allowed for Class I railroads to rationalize their 
networks by selling off unprofitable lines, more new enterprising, 
innovative, and customer-oriented rail companies emerged.  Although 
some have failed, many more have lowered the cost structures of 
marginal, neglected rail lines and turned them into prosperous operations.  
Short lines now comprise 37 percent of the active rail network in the state 
in terms of operational miles. 
 
However, the short-line railroads still have challenges.  Some of these are 
capacity issues at interchange points with the Class I mainline and 
handling heavier weighted rail cars.  In the case of the interchange the 
issue may only affect the short lines and may not impact Class I mainline 
capacity. 
 
In general short lines have lower operating speeds and track conditions in 
comparison to Class I railroads.  Further, it is clear that the need for 
capacity improvements are not limited to the Class I railroads.  Prior to 
being sold to a short line, the “excess” sidings and yard tracks of a Class I-
owned branch line were often removed to minimize maintenance costs and 
real property tax liabilities.  Those actions made business sense under the 
regulatory and tax framework at the time.  However, today, under the 
management of short-line operators, rail traffic has returned to these 
branch lines; the lack of runaround sidings, yard tracks, and interchange 
tracks can cause inefficient operations that increase the railroad’s cost to 
serve shippers or can decrease safety. 

Heavy-Axle Load Rail Cars 

In the 1970s, many coal-originating railroads increased rail car weight 
limits for coal cars from 263,000 pounds to 286,000 pounds, as a result of 
heavier track structures being implemented at that time.  In 1994 the 
Association of American Railroads (AAR) approved the same increase in 
weights for covered hopper cars.  The latter change had a much bigger 
impact because covered hopper cars circulate throughout the North 
American rail system, hauling a variety of commodities on Class I 
railroads, as well as on short-line railroads. 
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A lengthy and costly effort was undertaken by the Class I railroads and 
some of the short lines to upgrade their lines to carry the heavier cars.  
However, track and bridge structures of many of the short lines are still 
incompatible with the interline standard of 286,000 pounds.  
Unfortunately, these are the railroads that are the least able to afford the 
high cost of upgrading their tracks to this standard. 
 
Most recently, the Class I railroads across the nation are now carrying 
some 315,000-pound cars on main routes that have been certified for this 
new weighted car.  Again, it is unlikely that short lines will be able to 
afford to upgrade their track to handle such cars in the near future.  Even if 
they are able to upgrade the capacity of the track, it is unlikely that the 
bridges will be upgraded to this new standard.  Thus, this incompatibility 
has forced bulk cargo either into less efficient cars or on to the highways.   

System Preservation 

Many of the short-line railroads are owned by private operators, making 
information on system conditions difficult to compile.  Indications are that 
short-line rail tracks are facing large rehabilitation needs, and may be at 
least partly unfunded.  Worsening track conditions could lead to further 
abandonment. 
 
There is a no more fundamental transportation capital investment than 
system preservation to keep the physical infrastructure in good condition.7  
As transportation facilities age and are used, a regular schedule of 
rehabilitation, reconstruction, and replacement is needed to keep the 
system usable.  Timing is important: if preservation investment is 
deferred, costs increase dramatically, leading to the saying “Pay me now, 
or pay me more—significantly more—later.”  
 
“Asset management” is a term that describes a proactive approach to 
investing in preservation at the right time to optimize rail condition.  Asset 
management includes having comprehensive inventories of transportation 
facilities; a system for measuring and reporting system condition; 
predictive condition models that anticipate rehabilitation or replacement 
needs; and an investment program that ensures that the right investments 
are made at the right time. 
 
In 2002 and 2003, the legislature reinforced this state’s commitment to 
asset management.  Legislation specifically required maintenance and 
preservation to be included in state plans for highways, ferries, and rail, 
and required cities, counties, and transit agencies to manage and report 
system condition.  These requirements will help ensure that more 

                                                 
7 Good condition is defined as not needing repair or maintenance. 
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consistent condition information will exist in the future about all 
transportation assets.  
 
This chapter later discusses information needs in more detail; however the 
list below is an example of needed data and analysis related to 
abandonments and short-line railroad development.  
 
1. Abandonment – What service area did these lines serve?  Have they 

been banked or converted? 
2. Inventory – What are the current short-line facilities and conditions? 
3. Assessment – What is the short-line economic impact to the state?  

What is the short-line economic impact of the preservation or 
abandonment?  

Underserved Markets (Grain Trains and Produce Cars) 

Grain Trains 

In the early 1990s, a national shortage of rail covered hopper cars made it 
difficult and expensive for state farmers to get grain to market.  To help 
alleviate this shortage of grain cars, the Washington State Energy Office 
and WSDOT used federal funds to purchase 29 used grain cars in 1994 to 
carry wheat and barley from loading facilities in eastern Washington to 
export facilities in western Washington and Oregon.  The Washington 
Grain Train currently has 89 grain cars in the fleet (71 are owned by the 
state, and 18 are owned by the Port of Walla Walla).  The UP, BNSF, and 
state short-line railroads operate the cars and carry the grain to market.  
WSDOT is currently in the process of purchasing an additional 29 cars 
mandated by the state legislature. 
 
Serving over 2,500 cooperative members and farmers in one of the most 
productive grain-growing regions in the world, the Washington Grain 
Train helps carry thousands of tons of grain to deep-water ports along the 
Columbia River and Puget Sound for transport to ships bound for Pacific 
Rim markets. 
 
The Washington Grain Train produces a number of important public 
benefits, including: 
 
 Helps move state products reliably and efficiently to domestic and 

international markets.  
 Helps preserve the state’s short-line railroads by generating revenues 

that may be used to upgrade rail lines and support the railroad’s long-
term infrastructure needs.  

 Helps support a healthy rail network that may maintain and attract new 
businesses in rural areas of the state.  
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 Saves fuel over shipping by truck.  
 Supports air quality improvement initiatives.  
 Helps reduce wear and tear on local roadways by using rail.  
 Supports the users by using equipment not subject to market based 

premiums.  
 
The Washington Grain Train was started with federal “seed” money and 
operates without any taxpayer subsidy.  WSDOT, the Port of Walla Walla, 
the Port of Moses Lake, and the Port of Whitman County all manage the 
Washington Grain Trains.  WSDOT oversees the entire program, and the 
port districts collect monthly payments from the railroads for the use of 
the cars.  The ports can use up to one percent of the payments they receive 
from the railroads for fleet management services. 
 
The Washington Grain Train collects wheat and barley from grain 
elevators in eight cities in eastern Washington.  These are: Warden, 
Schrag, La Crosse, Prescott, Endicott, Willada, St. John, and Thornton.  
The grain is transported to export facilities in Kalama, Tacoma, Seattle, 
Vancouver (WA), and Portland, Oregon. 
 
Since its beginning, the Washington Grain Train program has carried over 
9,000 carloads totaling more than 900,000 tons of grain from the state to 
national and international markets.  Total carloads for the second quarter 
of 2009 increased 5.4 percent over the second quarter of 2008.  There 
were 412 carloads shipped in the second quarter of 2009, compared with 
391 in the second quarter of 2008.  In 2008, a total 1,332 carloads were 
shipped compared to 1,822 carloads in 2007.  

Produce Cars  

In 2003 the state legislature enacted legislation (RCW 47.76.400) that 
authorized WSDOT to established a pool of refrigerated railcars to 
transport perishable agricultural goods.  This legislation was in response 
to the state’s agricultural community’s inability to secure an adequate 
supply of refrigerated railcars during peak seasons from the railroads. 
 
WSDOT started operation of the Washington State Produce Rail Car 
Program in 2006.  Federal fund appropriations of $2 million and $200,000 
from the state for startup operations and contract monitoring enable the 
railcar pool program to start.  
 
On August 18, 2006, WSDOT signed a contract with Rail Logistics, LC to 
lease up to 50 refrigerated railcars and to manage the fleet.  This contract 
was renewed in June 2009 for two additional years.  The program is 
intended to provide the opportunity to open new markets for Washington 
State produce while maintaining economic viability for Washington’s 
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agricultural community.  The public benefit is that these rail cars minimize 
the added wear and tear on state roadways caused each year by thousands 
of heavy truckloads.   

New Services 
In October 2007, the partnership of UP, RailEx, and CSX Transportation 
initiated a new twice weekly unit train service carrying perishables (fresh 
fruit and vegetables) from Wallula, WA to Schenectady, New York.  The 
cross-country trip takes 128 hours, a time that is very competitive with an 
over-the-road truck. 
 
The 55-car train has next generation refrigerated boxcars that have the 
most efficient insulation, uses an environmentally-friendly and energy-
efficient refrigeration unit, and has a global positioning system to monitor 
the “health” of the refrigeration unit and the temperature in the car. 
 
Each train carries about the same amount of produce and perishable items 
that would have been moved by more than 200 over-the-road trucks.  With 
the produce moving by rail instead of truck, 100,000 fewer gallons of 
diesel fuel are used each time the produce unit train operates.  

Emerging Issues 
Following is a discussion of four major emerging issue categories: 
 

 Freight Rail Capacity and Competition. 
 Positive Train Control Implementation. 
 Impacts of Dam Breaching or Loss of Columbia-Snake Inland 

Waterway System. 
 Statewide Information and Data Needs. 

Freight Rail Capacity and Competition  

Challenges that the state faces to achieve continued economic growth 
include: 
 
 Increased rail competition for the Pacific Northwest (PNW) from other 

regions in the U.S. and Canada. 
 East-west rail capacity issues. 
 PNW ports serve discretionary traffic that can easily move to another 

gateway. 
 Panama Canal expansion. 
 Increasing competition from Pacific Southwest and Canadian Ports. 
 Highway congestion. 
 Restoration of Puget Sound. 
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On a per ton basis, trucking uses over 10 times more energy on average to 
transport freight than rail transportation.  However, the average truck 
carries just less than six tons of freight, while the average rail car carries a 
load of 46 tons, reflecting the heavier, bulky commodities that railroads 
generally haul.  Thus, when comparing energy intensity on a per-vehicle-
mile or per-car-mile basis, the difference between the two modes is 
significantly reduced.  It should be noted that rail is still less energy 
intensive. 
 
The National Rail Freight Infrastructure Capacity and Investment Study, 
performed by AAR, assumes the Class I railroads will be able to generate 
approximately $96 billion of the $135 billion cumulative in the 28-year 
investment indentified through increased earnings from revenue growth, 
higher freight volumes, and productivity improvements.  This would leave 
a national gap of approximately $39 billion or $1.4 billion per year to be 
funded from other sources in order to achieve performance improvements, 
while meeting the demand of the current rail market for freight shipments. 
 
BNSF’s capacity investment plan for the state over the next five years 
does not include any significant expenditure due to the current reduction 
of traffic volumes other than participation in siding extensions at Mount 
Vernon and Stanwood, and construction of a new customs inspection 
siding at Swift (Blaine) between Everett and the Canadian border. 
 
In the meantime, competition from other ports on the west coast of North 
America continues to grow.  Ports in southern California continue to 
attract a large portion of the West Coast international trade due to the huge 
local market they serve, and Oakland, while often considered less of a 
competitive threat, has continued to develop new properties as they have 
become available, and has seen growth in its international trade. 
 
Of special importance for state ports, however, is competition from the 
Canadian ports of Vancouver, British Columbia (B.C.) and Prince Rupert; 
substantial investments are being made at both of these ports in order to 
improve their competitive positioning.  Port Metro Vancouver (PMV), in 
particular, is developing ambitious plans for container facilities that could 
increase capacity by a factor of four over the next dozen years.  The Port 
of Prince Rupert (PPR) also has ambitious plans to increase container 
throughput four-fold over the foreseeable future. 
 
Both PMV and PPR have and are receiving significant support from the 
federal and provincial governments for their efforts to expand and 
improve freight mobility.  That support will potentially involve 
government investment exceeding $1 billion (Canadian) for projects 
currently identified and under consideration.  In addition, at least in 
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PMV’s case, the ports have taken a proactive role in moving a variety of 
freight mobility projects forward. 
 
The widening of the Panama Canal also provides shippers improved 
alternative routes to U.S. midwestern and eastern destinations.  It is 
currently unknown the actual impacts that this expansion will have on 
state ports.  There are numerous studies available on the subject without a 
consistent conclusion on the effects on the West Coast ports.  There are 
many criteria that will be evaluated in a shipper’s decision to use or not 
route their cargo through the expanded canal.  Some of these include time 
to destination, fully loaded cost of the transport, customer service of the 
transportation vendors, etc.  The newer, larger, more efficient ships will be 
able to use the expanded canal.  Passage through the Panama Canal is 
currently limited to Panamax ships, which are no wider than 106 feet.8  
The challenge for the shipper is that although the larger ships can transit 
the canal, port facilities that are capable of berthing these larger ships are 
limited in number.  Many West Coast ports are capable of handling these 
larger ships, but many of the gulf and East Coast ports have depth or 
height limitations at their ports that may prevent these larger ships from 
berthing. Various ports are in the process of making improvements in 
order to handle the larger ships. 
 
The recent economic downturn has resulted in both Class I railroads 
serving the state (BNSF and UP) to reduce planned 2009 capital 
expenditures by $100 to $200 million in pure capacity expansion projects.  
This brings concerns that the Class I railroads could delay capacity 
enhancements in an attempt to control capacity, which could affect the 
competitiveness of the state as compared to other states.  The capacity 
expansion projects that remain are those where previous commitments 
have been made including BNSF’s intended improvements on the 
“Transcon” between southern California and Chicago (Abo Canyon 
double-track) and UP intended double-tracking on the “Sunset Route” 
between southern California and El Paso, Texas.   
 
The positive side is that both BNSF and UP plan on continuing to invest in 
maintenance of existing track and purchase of locomotives—both are key 
components in maintaining capacity capability over existing track 
infrastructure.  This capital investment, with a view to the long term, 
provides a good example of the path that the state should pursue in 
funding rail improvements, especially for those projects where the long-
term interests of the state are clearly identifiable and the project timelines 
are long. 

                                                 
8 A Panamax ship is no larger than a ship that can carry the equivalent of 3000 Twenty 
foot Equivalent Units (TEU). A TEU is a measure used in the marine industry to measure 
a container into equivalent units of 20 feet long, 8 feet wide, and 8 feet high. 
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For the state to stay competitive, a strong coalition must be developed 
among the stakeholders.  This coalition must develop an integrated plan to 
develop the needed capacity to retain the state’s rail freight market share.  
In this chapter the needs as well as risks have been identified.  It will be 
detrimental to this state if a cohesive rail network is not maintained. 
 
Some suggest that a High-Capacity Freight Corridor be developed.  This 
High-Capacity Freight Corridor has been referenced by some stakeholders 
as the Northern Corridor and by others as the Hi-C.  These two concepts 
have slight variations, but are built on the same assumption concept that a 
high-capacity rail corridor must be maintained and improved upon from 
the Puget Sound to Chicago, Illinois.  This is not currently supported by 
either BNSF or UP.  Perhaps the designation as a Corridor of National 
Significance will meet the goal.  No matter which name or design is 
chosen, a national cohesive effort needs to be developed by both the 
public and private partners in order to achieve the economic growth that 
benefits the state’s competitive position.  The corridor will require 
infrastructure and operational improvements as well as cooperation 
between the BNSF and UP.  An agreement on the priorities would need to 
occur and a funding program developed.  Below is a selection of highly 
visible projects that need to be considered as the competitive strategy is 
developed.  

Class I Railroad Competition 

It is important to the state’s economy to have healthy railroads competing 
for business in the state.  This competitive environment will influence how 
aggressive is the rate structure offered and the level of investments the 
Class I railroads are willing to make within the state to increase their 
network capacity. 
 
BNSF and UP capital investment decisions and strategies are based upon 
capacity needs and positioning their network to be more attractive to the 
customer.  Class I railroads normally spend approximately half of their 
annual budgets for maintenance of their physical network (e.g., rail, ties, 
ballast, bridges, etc.).  With capital expenditures for UP and BNSF 
amounting to $3 billion per year over the last few years, a significant 
portion of both railways’ capital expenditures has been for maintenance of 
existing track.  This expenditure is very important to the efficiency of the 
system since deferred or reduced maintenance can result in lower 
throughput on deteriorating track. 
 
Similarly, BNSF and UP continue to make significant investments in 
locomotives.  Trains that are under-powered often cannot maintain the 
maximum allowable speed, consuming more capacity than trains that have 
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sufficient power to maintain track speed.  Both railroads continue to 
purchase locomotives that are much cleaner in emissions and more fuel 
efficient than older generations of locomotives.  For instance, the required 
use of “green” locomotives in the Los Angeles Basin has caused the 
railroads to replace older locomotives with the newer more 
environmentally-friendly engines.  In addition to locomotives, capital 
expenditures for new or improved signal systems on existing networks 
also enhance the capacity of a segment of track. 
 
Both BNSF and UP allocate 10 percent to 12 percent of annual capital 
spending to expansion of their physical networks.  This normally amounts 
to capacity expansion expenditures between $200 and $300 million spread 
across their respective 30,000 plus mile systems; though this expenditure 
accelerated somewhat in the period from 2005 to 2007.  The emphasis of 
both railways was in constructing double track on the single-track 
segments for their respective mainline routes into and out of southern 
California.  For example, BNSF’s project to construct the 3rd main track 
over Cajon Pass was a project that took four years to complete at a total 
cost of approximately $90 million.  The new mainline is 16 miles long and 
is projected to increase total train capacity by 50 trains per day to 
approximately 150 trains per day. 
 
In addition to physical capacity expansion projects—such as constructing 
new main track, building new meet/pass sidings, and extending sidings—
capacity expansion dollars are also used for expanding or constructing 
new yard and intermodal facilities.  Consequently, competition for 
expansion capital is intense each year and the railroads normally focus 
those expenditures in locations they consider to be competitively sensitive 
or have the highest return on investment. 
 
To focus BNSF and UP on the state’s rail needs, the following things must 
happen: 
 

 The state’s economy must be growing. 
 State ports must be efficient. 
 Stakeholders must demonstrate their understanding of how 

important the rail system is to both the economy and ports. 
 Rail operator’s business needs must be acknowledged. 

 
Another issue is the potential for Canadian National (CN) and Canadian 
Pacific (CP) to gain access to the state through either their current 
agreements with the BNSF and UP or through future agreements.  This 
would again change the competitive landscape of the PNW.  Depending 
on the agreement, this may be very positive or very detrimental to the 
state’s ports and their competitiveness compared to other ports. 
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Finally, there must be consensus on what are the priority projects and the 
funding mechanism to get the improvements built. 

East-West Issues 

Northern Corridor/Northern Tier/High-Capacity Freight Rail 
Corridor 
It is important for the economic growth of this state to have efficient, well-
connected east-west rail corridors leading to other population centers in 
the U.S., especially the Midwest and upper northeast regions.  As has been 
noted in Chapter 4, the state is dependent on freight movements in and out 
of the state to other mega regions where the goods are consumed or 
produced.  The concept of the Northern Corridor is built upon the current 
routes of the Class I railroads along the Northern Tier from Washington to 
Illinois.  This corridor links the two economic regions of the Pacific 
Northwest and the Great Lakes.  Unfortunately, there are limited numbers 
of markets between Spokane and Minneapolis-St. Paul.  Thus, the 
majority of the container trains leaving the state are direct trains with their 
first destination as St. Paul, before moving on to the Chicago area, where 
the train is either unloaded or switched to an eastern railroad for 
movement to the eastern or southern populated regions of the U.S.  This 
route handles a magnitude of cargo types, such as intermodal containers, 
automobiles, agricultural products, and bulk commodities, such as 
minerals and coal.  This corridor is of national significance and needs to 
be designated as such; and is essential to the competitiveness of the state’s 
ports and other industries that drive economic growth within the state.  It 
competes with six other transcontinental corridors extending from the 
Pacific to the East Coast. 
 
The importance of the Northern Corridor should be recognized as one that 
connects Asian and North American markets together.  This corridor 
competes with the central and southern U.S. rail corridors.  In addition, the 
Canadian, Mexican, and Panamanian corridors provide effective 
alternatives for transportation of goods to all U.S. markets. 
 
To achieve this, a coordinated approach between the corridor states and 
the private sector is needed to ensure that this corridor gets the same 
attention and funding as other parallel corridors.  The obvious partners in 
the Northern Corridor include the states of Washington, Oregon, Idaho, 
Montana, North Dakota, South Dakota, Wyoming, Minnesota, Wisconsin, 
Indiana, and Illinois.  This is the broad band of states that encompass the 
I-90 and I-95 highway corridors.  The improvements in this corridor must 
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include the improvements required at the eastern end of this corridor, 
primarily Chicago and the CREATE9 project.   
 
While this corridor has experienced satisfactory maintenance and 
modernization, no large scale capacity improvements are currently 
scheduled, unlike competing corridors in the Southwest. 
 
Regardless of the method chosen to improve capacity, there have been 
three barriers that are addressed in Chapter 8:  identifying funding sources, 
developing participation across the states within the corridor from all 
stakeholders, and reaching agreement with the private owners of the rail 
infrastructure (i.e. the mainline railroads) on the priority of necessary 
improvements.  Federal, tribal, state, local, and port governments all have 
a stake in the successful operations of railroads in the Northern Corridor.  
 
Potential railroad benefits of the high-capacity freight corridor are: 
 
 Increase east-west train capacity. 
 Improve crew utilization/reduces labor costs. 
 Improve fuel savings and locomotive use. 
 Improve mainline train velocity across the state. 
 Allow increase in train length for intermodal trains in the eastward 

direction from 7,000 feet to 8,000 feet without distributive power. 
 
Potential public benefits are: 
 
 Provide east-west rail capacity needed for port growth enabling a 

strong local economy. 
 Mitigate for increased train traffic. 
 Bypass major eastern Washington cities. 
 Tie into the WSDOT-owned short lines in eastern Washington. 
 Provide short-haul capacity to eastern Washington growers. 
 Remove trucks from I-90. 
 Spur economic development in eastern Washington. 
 Improve air quality through reduced emissions. 
 Improve national security.  
 
WSDOT State Rail and Marine Office should lead the organization of the 
corridor coalition to make sure the development of the coalition and 
corridor meet the needs of the state and its stakeholders.  The partnership 
should be formed and the cost and benefits analyzed.  The following must 
be determined: 
                                                 
9 CREATE stands for Chicago Region Environmental and Transportation Efficiency 
Program.  This is a $1.5 billion project to improve freight rail connections in and around 
Chicago, Illinois. 
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 What is considered a public benefit to be funded by public funds? 
 Which improvements are private and need private funding? 
 
Once the coalition is organized these neighboring states can develop a 
joint plan to encourage and facilitate more service to the shippers along 
the Northern Tier. 

Stampede Pass Clearance and Signal Systems 

In the Washington Public Ports Association (WPPA) Rail Capacity Study 
– 2004, an analysis was performed on two scenarios that involved 
rerouting of traffic from Stevens Pass to Stampede Pass.  The first 
anticipated the “clearing” of the Stampede Pass tunnels for double-stack 
rail cars in order to relieve capacity pressure on Stevens Pass.10  The 
second analysis involved directional running of trains between Spokane 
and the Puget Sound, with westbound trains operating via Stevens Pass 
and eastbound trains operating via Stampede Pass.11  ‘Clearing” the 
Stampede Pass tunnel will significantly increase the capacity over Stevens 
Pass.  But, BNSF has no capital investment allocated for clearing the 
tunnel in its current 5-year plan. 
 
The issue of directional running is more problematic.  This is an 
operational consideration for the private entities and cannot be enforced 
by the state.  Directional running requires a one-way westbound route and 
a separate one-way eastbound route.  Because of the grade issues on the 
two passes, it is thought that Stevens Pass would be the westbound route 
and Stampede Pass would be the eastbound direction.  The re-routing of 
trains eastbound over Stampede Pass would add 82 miles to the trip.  The 
longer distance and the lower speed per mile on the Stampede Pass route 
to Spokane require an additional crew shift to be added.  The additional 
crew is due to labor rules restricting the number of hours a crew can work.  
This extra labor cost is in addition to other operational issues this route 
presents.  Re-opening the Ellensburg to Lind cut-off would reduce the 
number of miles traveled since it would eliminate the need to go through 
Pasco.  It could also alleviate some of these operational issues.  However, 
the timing of these improvements is subject to various long-term issues 
that can’t be forecast with any sense of confidence.  The more significant 
questions, from a capacity demand perspective, are when will growth 
frequently stress the capacity on Stevens Pass and how will BNSF address 
the issue. 

                                                 
10 Clearing refers to the crowning of a tunnel to allow taller rail cars to pass through or 
“clear” under the ceiling of the tunnel. 
11 Directional running is the concept that trains are routed only one direction on a 
corridor so that operational capacity is increased due to the fact that all trains move in the 
same direction not unlike a one-way street. 
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Both the WPPA Rail Capacity Study – 2004 and the Statewide Rail 
Capacity and Systems Needs Study (2006) projected that as daily capacity 
demand on Stevens Pass reached daily sustainable capacity, overflow 
BNSF trains would be rerouted to or from the Puget Sound, either via 
Stampede Pass or the I-5 corridor to Vancouver (WA) and the Columbia 
River Gorge route. 
 
Finally, additional capacity may be achieved if some bulk trains can be 
rerouted over Stampede Pass versus their current routing along the 
Columbia River Gorge.  Currently testing is underway using mid-train 
helpers to enable heavy trains to climb steep grades.  Should the 
distributed power (i.e. mid-train helper12) test prove to be productive, 
BNSF will have the ability to allocate additional trains to Stampede Pass 
that would otherwise operate via the Columbia River Gorge between 
Pasco and Vancouver (WA). 

Bridging the Valley (Spokane to Athol) 

A series of rail and road improvements jointly referred to as the “Bridging 
the Valley” project, have been planned between Spokane, WA and Athol, 
Idaho to separate vehicle traffic from train traffic.  Where there are 
currently 75 railroad/roadway crossings, this project will construct 
approximately 19 grade-separated crossings within the BNSF corridor.  
The UP mainline will be relocated to an alignment within BNSF’s 
mainline corridor to eliminate all mainline at-grade crossings on the UP 
line between Spokane and Athol, Idaho.  However, the BNSF has 
indicated that capacity on this segment is sufficient.  BNSF supports the 
grade separations envisioned, but does not support the relocation of UP 
onto the BNSF line.  The railroad currently sees no value in participating 
in the project due to the fact that conjoining the two railroads on one line 
could damage the BNSF franchise significantly. 

North-South Issues 

North-South Corridor (I-5 Corridor Including Access to Canada) 
As discussed in earlier chapters, the fluidity of the I-5 rail corridor is 
mandatory for the economic health of the state.  This corridor can be 
classified as extending from Portland, Oregon to Vancouver, B.C.  A 
north-south corridor supporting the east-west movement of cargo moving 
through the state is required to keep the rail network flowing.  As the 
projections of cargo and passenger volumes are met, it will be especially 
important that attention is kept on the health of this north-south corridor.  
                                                 
12 Distributed power or mid-train helpers are engines that are placed in the middle of the 
train.  These additional engines help “power” a long or heavy train by distributing the 
load of the train between the front engines and those in the middle of the train. 
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Currently, BNSF has no public plans, other than those proposed to support 
intercity passenger train volumes, to increase capacity over the route.  
From a freight perspective, BNSF believes sufficient capacity exists for 
the foreseeable future.  Indeed, BNSF sees nothing in this corridor as 
“freight driven.”  BNSF indicated it will construct additional capacity in 
the corridor only as driven by growth in passenger train volumes. 
 
In the future, it will be very important to monitor the capacity and needs of 
this corridor and advocate capacity improvements to meet the growth 
projections.  This will require coordination between all stakeholders and 
partners to assure the capacity is available for this corridor and its 
communities to meet their respective needs.  This may require a true 
public-private partnership including regional agencies such as 
metropolitan planning organizations, Sound Transit, Amtrak, rail freight 
customers, ports, local communities, as well as other stakeholders.  Public 
funding could include safety improvements, such as grade separations.  
Private railroad funding could include improvements, such as longer 
sidings or additional mainline tracks. One of the options to eliminate 
passenger freight conflicts and to enhance capacity for both is to create a 
dedicated high-speed passenger rail track. 
 
In addition to the above improvements, BNSF recently constructed a 
10,000-foot clear siding at Colebrook, B.C.  Colebrook is located where 
the British Columbia Railway (BCRC)13 Port Subdivision from Roberts 
Bank merges with BNSF’s mainline to New Westminster and is 
approximately halfway between Swift and Brownsville.  Prior to 
constructing the new Colebrook siding, BNSF had no meet/pass locations 
between the border and Brownsville. 

Dedicated High-Speed Passenger Rail Track 

This is an emerging issue in the United States as 11 high-speed rail 
corridors have been identified, with projects in various stages of 
development.  One of the most ambitious, California’s high-speed rail 
system, eventually will connect San Diego with San Francisco and 
Sacramento. 
 
Here in Washington, the concept of dedicating tracks solely for high-speed 
passenger rail is under discussion.  There are many differing opinions that 
are not fact based.  Typically high-speed passenger rail is defined as trains 
that are capable of moving at a rate of speed between 150 to 180 mph.  
Currently our rail lines are limited to a maximum of 79 mph.  As has been 
discussed in this plan, the I-5 rail corridor is currently shared with 
passenger rail (both commuter and intercity) through the state from 
                                                 
13 BCRC is a class II regional railroad owned by the British Columbia provincial 
government until it was sold to CN in 2004. 
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Vancouver, WA to Vancouver, B.C.  The potential speed differential 
burdens both freight and passenger operations. 
 
Thus, the high-speed concept needs to be explored in more detail to 
determine the true pros and cons of a dedicated corridor.  One of the 
advantages of the concept of freight rail is that freight could re-gain rail 
capacity on the I-5 corridor rail line if passenger rail has its own dedicated 
rail line in that corridor. 
 
An example of separating freight from passenger within a corridor is the 
Pt. Defiance Bypass project.  This project plans to separate passenger 
trains from freight trains by re-routing passenger trains to an inland route 
that runs parallel to the I-5 highway from Tacoma to DuPont.  The line 
will be extended to reconnect with the BNSF mainline in Nisqually.  
 
The improvements will allow passenger trains to use the bypass route without 
being delayed by freight trains.  This will result in: 
 
 Improved passenger rail reliability.  
 Provide faster and more frequent Amtrak Cascades service.  Speeds will 

be increased up to 79 mph. 
 Allow increased freight rail service around Pt. Defiance and along 

southern Puget Sound by eliminating passenger trains from the BNSF 
mainline. 

Eastside Line 

BNSF is in the process of abandoning this corridor and the Port of Seattle 
has committed to acquiring it through the federal abandonment process 
and rail banking two of the lines.  The future use of the corridor has been 
discussed among various groups in the region for many years. 
 
The Eastside Rail Corridor consists of a 42-mile rail corridor stretching 
from the city of Renton to the city of Snohomish, with an 8-mile rail spur 
running between the cities of Woodinville and Redmond. The rail corridor 
passes through the cities of Newcastle, Renton, Bellevue, Kirkland, 
Woodinville, Maltby, Snohomish, and Redmond. 
 
In fall 2003, BNSF indicated its intent to divest roughly 42 miles of 
railroad corridor in east King and south Snohomish Counties from its 
operational rail lines.  BNSF asked if there was public interest in 
maintaining/preserving this extensive corridor for transportation purposes.  
The Puget Sound Regional Council (PSRC) took on the question of 
“public interest” and conducted a series of discussions with the eight 
jurisdictions along the corridor plus WSDOT, Sound Transit, and several 
of the regions’ environmental/bicycling interests.  The resulting 
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recommendation to preserve the corridor for future transportation uses was 
endorsed by PSRC’s Executive Board, who unanimously agreed that this 
regional rail corridor should be preserved for future transportation uses 
and communicated this regional interest to BNSF in July 2004. 
 
The final PSRC recommendations, completed in 2007, proposed 
transportation uses over different time periods such as short, medium, and 
long term.  The findings include: 
 

 This unique corridor should be preserved. 
 It is not a strategic regional or state freight rail corridor. 
 Freight rail access to Boeing’s Renton plant needs to be preserved. 
 Prior regional public transit studies in north-south Eastside 

Corridor need to be respected. 
 “Medium-term” timeframe is needed to achieve long-term 

passenger rail objectives. 
 The cost effectiveness of trail development should be optimized. 

 
Port of Seattle is currently in the final acquisition stages to purchase this 
corridor.  It is anticipated that this transaction will close by early 2010.  
The Eastside Corridor has two portions: the northern portion, between 
Snohomish and Woodinville, and the southern portion, which stretches 
from Woodinville to Renton and includes the Redmond spur.  Under the 
terms of the acquisition agreement, BNSF agreed to select a third-party 
rail operator to maintain the operation.  The operator will pay the Port of 
Seattle for the rights to use the land and will provide freight rail service 
for shippers in Snohomish County. 

Positive Train Control Implementation 

Both the BNSF and the UP face a new capital expenditure requirement as 
a result of the recent Federal Railroad Administration (FRA) and 
Congressional decision that mandates that Positive Train Control (PTC) 
be implemented on all mainline corridors that carry both freight and 
passenger trains.  The legislation, passed in the wake of a head-on 
collision in California between a UP freight train and a Metrolink 
commuter train, requires the installation of PTC by the end of 2015.  The 
legislation also requires that PTC be installed on all routes that handle 
certain hazardous materials. 
 
As a practical matter, this means that the U.S. freight railways will be 
required to install PTC on virtually all mainline corridors.  Nationwide, it 
has been estimated that implementation of PTC will cost billions.  The 
capital requirements needed to meet the PTC mandate is likely to place 
further pressure on discretionary capital spending for capacity expansion  
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The major U.S. railroads, including BNSF, UP, CSX Corporation, Norfolk 
Southern, and Kansas City Southern, have been in various stages of 
testing PTC for a number of years.  One of the significant issues the 
railroads have been dealing with is inter-operability, or the ability of the 
PTC systems of each railroad to communicate with another railroad’s 
system when locomotives are operating on another railroad.  As a result of 
the recent legislation, the railroads have initiated an effort to develop a 
system that will work across all of the railroads. 

Impacts of Dam Breaching or Loss of the Columbia-Snake Inland 
Waterway System 

Transportation System Impacts 

The current Columbia-Snake Inland Waterway System is efficient for 
moving cargo.  This system provides shippers with an alternative to 
shipping by rail, imposes price competition on the railroads, and supplies 
sufficient capacity to absorb substantial fluctuations in grain shipments, 
especially during peak export months and years.  The major components 
of the existing barge transportation system include: 
 
 Barge terminals and river elevators. 
 Access roads to the barge terminals and river elevators. 
 Navigation channel. 
 Locks. 
 Barge fleet. 
 Export elevators.14 
 
To complicate this issue is the fact that the waterway is owned and 
controlled by the Army Corp of Engineers.  
 
Siltation has been problematic in the McNary Dam pool, which is the first 
Columbia River dam below the Snake River.  If the Snake River dams 
were to be breached (removed), much of the grain (and other 
commodities) that is now barged on the Snake River could be expected to 
shift to loading or unloading facilities in the McNary Dam pool.  
Elimination of barge transportation on the lower Snake River will result in 
a less efficient system for moving freight. 
 
In addition to the effect that dam breaching would have on the barge 
system, transportation impacts would also be shifted to the road and rail 
systems in the region.  The mainline rail system, short-line rail system, 
and state and county road systems could all be expected to carry an 
increased share of the freight now shipped by barge.  Depending on the 

                                                 
14 Export elevators are elevators that can load export ships directly from the elevator. 
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closure all grain currently shipped by barge may be shifted to rail.  This 
could cause capacity constraints to be reached. 
 
The short-line rail system can also be expected to handle an increased 
volume of grain if the Snake River dams are breached.  Unfortunately, the 
short-line railroads that currently operate in the grain-producing region of 
eastern Washington only generate enough revenue to cover operating 
costs, and are not generally able to finance capacity upgrades.  Rail-served 
grain elevators may also require substantial capital improvements, if they 
are to handle the grain expected to shift from barge transportation.  Many 
of these elevators have not been used for rail loading in years, and the 
condition of their equipment is unknown. Additionally, the rail sidings at 
many of these elevators are only long enough for three cars, while the 
current standard for sidings is a minimum of 25 or 26 cars. 
 
The highway system will also face increased costs, due to shifting 
transportation patterns.  Roads that were not designed and constructed to 
handle large volumes of truck traffic can be expected to face increased 
maintenance costs. 
 
Other issues to be considered in this discussion are: 
 

 The need for the eastern Washington producers to continue to 
move containerized commodities such as peas and lentils. 

 The need to move products from the coast to eastern Washington 
that barges will not handle, such as fertilizers. 

 The cost of long distance trucking as compared to either rail or 
barge. 

 The transportation of products that do not have access to a 
waterway. 

 Rail competitiveness as compared to barge and truck. 

Rate Impacts 

The fact that the region served by the Snake River barge system is also 
served by railroads means that neither mode of transportation is able to 
charge monopoly rates for service.  Breaching the Snake River dams, 
however, would decrease competition and would likely lead to rate 
increases.  According to the National Corn Growers Association, “it has 
been demonstrated numerous times that areas throughout the country that 
do not have access to barge transportation have higher rail rates.”  The 
Tennessee Valley Authority examined the effect of barge transportation on 
rail rates on the upper Mississippi River, and concluded that “the 
continued availability of water transport appears to have a significant 
impact on the pricing behavior of other surface transportation modes—at 
least when these modes are reasonably close to the river.  In particular, 
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there is a large body of economic literature, which suggests that available 
barge transportation effectively constrains railroad pricing for the 
transportation of commodities that are moved by barge.  These barge-
constrained rail prices have come to be called ‘water-compelled’ rates.” 

Statewide Information and Data Needs 

The United States Department of Transportation (USDOT) and FRA are 
aware that statewide information and data is needed by the states in order 
to develop statewide rail plans.  In these plans, the states set policies for 
freight and passenger rail transportation within their boundaries, establish 
priorities and implementation strategies that enhance rail service in the 
public interest, and serve as the basis for federal and state rail investments 
within the state.  Currently, there is not enough data collected by the states 
or for the states in order for the analysis to be done to meet all of these 
expectations. 
 
It is recognized that not only does the data need to be available but this 
data needs to be centralized into a designated office within state 
Departments of Transportation.  The USDOT expects that these state rail 
plans will provide detailed insight into the concerns facing state 
transportation systems and set forth state visions of how rail transportation 
can address those issues.  An element that the USDOT views as necessary 
includes multimodal transportation, especially ways in which modes can 
be integrated to serve transportation customers more effectively and 
efficiently.  

States are in a unique position to provide information on local rail 
bottlenecks and resulting traffic congestion.  Such information can affect 
the movement of goods and people, not only in that location but 
throughout the rest of the corridor as well.  This lack of information can 
negatively affect the larger transportation network.  Resolving such issues 
can improve transportation flows and positively affect the movement of 
goods and people far beyond state borders.  
 
The current lack of a centralized point of data collection and retention 
limits the depth of the analysis that can occur on the system as a whole.  
As discussed throughout this plan, it is critical that the rail within the state 
and the nation be viewed as a total system and not individual ownerships 
or projects.  Rail is one mode in the U.S. transportation system and it must 
be viewed as a part of the whole transportation system that must 
adequately and efficiently move both goods and people. 
 
An example of the lack of critical information needed for decision makers 
is adequate data on short-line railroads within the state. 
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Short-line railroads (approximately 2,000 operating miles) are essential to 
the state economy, yet the state has virtually no physical condition 
information about these railroads.  Most short-line railroads have no 
detailed condition inventory, while others have not updated their detailed 
condition inventory for many years.  

A detailed, physical condition inventory of the state short-line railroad 
lines and facilities is needed to guide state investments for rail projects, 
specifically in the areas of project level analysis, infrastructure delivery 
planning, and decision making about rail infrastructure improvements.  
The condition inventory is estimated to cost between $1 million to 
$2 million, depending on level of detail and inclusivity required in the 
inventory.  

A Statewide Rail Information Center Is Needed 

A Statewide Rail Information Center would enable transportation planning 
and policy development to incorporate rail information to better support 
economic development and societal needs to address unexpected and 
disruptive events.  A great deal of rail information and data exists at 
national, state, and regional levels.  However, such data and information 
were not systematically organized and normalized to meet the needs of 
transportation planning and regional socioeconomic development. 
 
The fact that rail information and data was not developed in a consistent 
way over time becomes a barrier for integrating rail information in 
transportation decision making.  Gaps exist between availability of rail 
data and information and the needs for such data and information.  This 
center would be able to develop needed data systematically and 
consistently to meet WSDOT’s needs. 
 
Regional economic planning organizations, transportation planning 
organizations, local communities, private industries, and information 
producers have a strong need for a statewide information center.  This 
information center would assist these stakeholders to meet the challenges 
of systematically and consistently collecting, developing, and distributing 
freight information and data. 

Summary 
To retain the state’s ability to compete in the complex world of goods 
movement, the state and its partners must position the state to provide 
efficient rail transportation.  In order to accomplish this goal, the partners 
must work together to collect data that can be used to identify the 
chokepoints in the system.  Those chokepoints must then be evaluated to 
determine their costs and benefits to both public and private stakeholders.  
A priority list must be developed based upon this analysis so that 
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policymakers can make educated decisions on the improvements that need 
to be funded and when.  Working together the state can build an efficient 
rail network to support it citizens, businesses, and customers. 
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Chapter 6: State Roles and Partners 

Washington State’s Current Roles 
Transportation planning is an ongoing collaborative process to develop a 
multimodal transportation system that: 
 
 Supports sound transportation investment decisions as evidenced in 

the overall program and its elements.  
 Supports economic vitality.  
 Increases safety and security.  
 Increases accessibility and mobility options.  
 Protects the environment and improves quality of life.  
 Enhances system integration and connectivity.  
 Promotes efficient system management and operation.  
 Emphasizes system preservation.1  
 
“Moving Washington” articulates Washington State’s (state) vision for 
transportation.  The vision focuses on improving freight rail capacity, 
promoting public safety, maintaining economic viability, and enhancing 
environmental sustainability.  State roles support this vision through 
varied legislative statutes.  
 
Four groups within the state government have legislatively mandated roles 
and responsibilities for oversight, management, and implementation of the 
state’s interest in passenger and freight rail.  They are the Washington 
State Department of Transportation (WSDOT), the Freight Mobility 
Strategic Investment Board (FMSIB), the Utilities and Transportation 
Commission (UTC), and the Washington Community Economic 
Revitalization Board (CERB).  

Washington State Department of Transportation 

WSDOT is charged with planning, funding, implementing, constructing, 
and maintaining the multimodal transportation system in this state.  As 
such, it is the conduit for state and federal transportation dollars.  Freight 
and passenger rail programs are housed within the State Rail and Marine 
Office.  See Chapter 1 for authorizing statutes.  
 
WSDOT is the steward of a large and robust transportation system, and is 
responsible for ensuring that people and goods move safely and 
efficiently.  In addition to building, maintaining, and operating the state 
                                                 
1 WSDOT Planning Office, www.wsdot.wa.gov/planning/.  
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highway system, WSDOT is responsible for the state ferry system, and 
works in partnership with others to maintain and improve local roads, 
railroads, airports, multimodal transportation facilities, and promote 
programs that encourage citizens to use alternatives to driving alone.  
 
WSDOT works towards supporting the following statewide transportation 
policy goals established by the state legislature for all public investments 
in transportation:  
 
 Safety. 
 Preservation. 
 Mobility. 
 Environmental quality. 
 System stewardship. 

State Rail Transportation Authority 

WSDOT is the agency that oversees multimodal planning, including rail, 
at a statewide level.  The WSDOT State Rail and Marine Office provides 
project management, oversight capacity, and editorial control over the 
Washington State 2010-2030 Freight Rail Plan.  

State Rail Approval Authority 

The WSDOT Secretary of Transportation is the state-designated 
approving authority for the Washington State 2010-2030 Freight Rail 
Plan.  

State Freight Rail Plan Advisory Committee 

The State Freight Rail Plan Advisory Committee serves as the external rail 
advisory body for the Washington State 2010-2030 Freight Rail Plan. 

Internal Advisory Group 

The WSDOT Strategic Planning and Programs Office coordinates 
statewide multimodal transportation planning, priorities, and issues, 
including programming and financial planning.  

WSDOT State Rail and Marine Office  

The State Rail and Marine Office, which is part of the WSDOT Freight 
Systems Division, has a strategic leadership role for freight rail investment 
that is essential to manage the state’s freight and passenger rail capital 
programs and operations.  
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Strategic Planning 
The State Rail and Marine Office coordinates with public and private 
sector partners to develop strategic rail plans, policies, and legislative 
proposals that guide strategic investment in freight rail transportation.  
The office conducts legislative-directed policy and legislation analyses 
and strategic investment assessments.  It develops and uses benefit/cost 
tools that reflect legislative priorities and stakeholder interests to prioritize 
freight projects and evaluate funding requests.  It also develops strategic 
plans, such as the Washington State 2010-2030 Freight Rail Plan.  

Program and Project Management 
The State Rail and Marine Office manages freight rail programs and 
projects (i.e. capital construction projects, Freight Rail Investment Bank, 
Freight Rail Assistance Program, Grain Train program, Produce Railcar 
program, and state-owned rail lines discussed in Chapters 3, 5, and 8) that 
promote the goals of the freight rail system. Some increase public safety 
by reducing at-grade crossings with high accident potential 
(WSDOT/FMSIB projects), while others enhance capacity or leverage 
federal funding sources that enhance economic viability to meet the needs 
of the overall state economy.  

Statewide Freight Rail System Utilization Data and Information 
The State Rail and Marine Office helps stakeholders build an 
understanding of the issues and think about the potential of freight rail as 
part of a strategic multimodal transportation system.  The office conducts 
research and analyses for freight policies and legislations.  It develops and 
provides statewide freight rail system utilization data and information that 
is essential for regional and local freight planning and operations.  
Examples include freight rail system databases, physical and condition 
inventories, maps, needs assessment analysis, capacity studies, commodity 
flow and socioeconomic impact analyses, and freight modeling to forecast 
future capacity and needs.  

Public Outreach 
The State Rail and Marine Office provides outreach consistent with state 
and federal policies to increase public awareness and to broaden the 
understanding of railroad system costs, benefits, and investments 
necessary to form a cohesive and efficient multimodal transportation 
network. 
 
In the past 18 years, the State Rail and Marine Office has used its powers 
and authorities under Chapter 47.79 RCW (high-speed ground 
transportation), Chapter 47.76 RCW (rail freight service), and Chapter 
47.06 RCW (statewide transportation planning) in the following ways: 
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 To develop the Amtrak Cascades service as part of its high-speed 
intercity rail program. 

 To acquire and preserve rail lines and rights of way abandoned by 
Class I railroads (and other railroads). 

 To provide assistance to short-line railroads to maintain service for 
shippers and receivers who do not have access to mainline rail service. 

 To lease specialized railcars (e.g. hopper cars for the Washington 
Grain Train program, refrigerated cars for the Produce Rail Car 
program) to ensure an adequate pool of equipment for state growers. 

 To develop Amtrak Cascades long-range and mid-range plans, and 
coordinate with other statewide planning efforts. 

 To develop a benefit/cost methodology to evaluate projects for 
potential investment. 

 
The State Rail and Marine Office is currently managing more than 
50 capital rail projects that are proposed, funded, or underway, and 
support freight and passenger rail mobility in the state.  When completed, 
these rail projects will result in improved freight mobility, improved 
safety, reduced rail congestion, upgraded tracks, and improved frequency 
of Amtrak Cascades passenger rail service.  
 
The State Rail and Marine Office follows a rail improvement strategy for 
state participation that is consistent with the Washington State 
Constitution.  There are a number of provisions in the constitution that 
limit the state’s involvement in the private rail system.  The guidelines 
outlined in Article VIII of the constitution, “State, County, and Municipal 
Indebtedness,” limit the extent to which the state, counties, or cities can 
give or loan credit to corporations.  The provisions of RCW 47.76.250 
(essential rail assistance account - purposes) address this limitation by 
clarifying how a state may participate in projects with private ownership.  
This RCW also allows private entities that meet minimum eligibility 
criteria to receive grant funds, if contractual consideration is provided in 
return.  At a minimum, such contractual consideration shall consist of 
defined benefits to the public with a value equal to or greater than the 
grant amount, and where the grant recipient provides the state a contingent 
interest adequate to ensure that such public benefits are realized. 

Freight Mobility Strategic Investment Board 

FMSIB was created by the Washington State Legislature in 1998 and is 
established as a rule-making board by RCW 47.06A.030. Its purpose is to 
administer projects and strategies that lessen the impacts of freight 
movement on local communities and facilitate efficient and profitable 
freight movement in the state.  The 10-member board has representatives 
from state ports, railroads, cities, counties, WSDOT, the Governor’s 
Office, truckers, marine operators, and private citizens.  Periodically, 
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FMSIB issues a call for projects in order to maintain a 6-year list of active 
projects.  FMSIB’s past rail funding has primarily supported grade 
separation and crossing improvement projects.  

Utilities and Transportation Commission  

The UTC protects consumers by ensuring that utility and transportation 
services are fairly priced, available, reliable, and safe.  The UTC is 
responsible for railroad safety under Title 81 RCW (transportation).  The 
rail group is part of the UTC Safety and Consumer Protection Division, 
but separate from the Transportation Safety Group, which covers persons 
and property traveling on state roads.  A primary responsibility of the rail 
group is to work with the Federal Railroad Administration (FRA) to 
inspect rail shipments of hazardous materials.  There are more than 
300 inspection points throughout the state, including shippers’ facilities, 
railroad yards, and terminals.  

Washington Community Economic Revitalization Board  

CERB is a statutorily authorized state board.  CERB is the state’s strategic 
economic development resource, focused on creating and retaining jobs in 
partnership with local governments, and financing public infrastructure 
that encourages new development and expansion in targeted areas.  It 
receives administrative support from the state Department of Commerce.  
It issues grants and loans that will retain existing jobs and create new 
ones, boosting business growth across the state.  CERB can provide 
funding for rail projects that promote industrial development and has done 
so in the past.  An example of this type of project was its $1,000,000 low-
interest loan to the Port of Longview to help construct a second rail line 
and rail spurs serving a planned new facility for processing newly 
imported cars.2 

Summary 

Each of these groups within state government has knowledgeable staff that 
carries out its mandates effectively.  However, the lack of a central point 
of contact and coordination makes it difficult for businesses, communities, 
and the railroads to work with the state.  In some cases, it weakens the 
state’s negotiating position.   
 
The existing statutes, in Appendix 1-A, define the state interest in freight 
and passenger rail, assign roles and responsibilities for the oversight of the 
state’s interest in rail, and establish a number of specific passenger and 
freight investment programs.  The statutes provide a broad foundation for 
continued state participation in the preservation and improvement of the 
                                                 
2 Statewide Rail Capacity and System Needs Study, Final Rail Study Report, Section 4.3, 
pp. 36-37, 2006. 
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rail transportation system, where there are public benefits to the state, its 
businesses, and its communities.  

Washington’s Strategic Partners 
The state has a leadership role to encourage and build strong partnerships 
within the public and private sectors that ensures future economic 
competitiveness and viability among the railroads, ports, shippers, 
governments, communities, and other key stakeholders.  Such partnerships 
are built on common interests, common understandings, and existing 
relationships.  Appendix 6 contains a list of WSDOT freight partnerships.  
Some of these partners and partnerships are discussed below. 

Freight Railroads 

Freight railroads are business ventures.  Their motivation to work with the 
state originates from the possibility of improved financial return.  They 
increasingly recognize their important role in meeting public goals, such 
as improved air quality.  Freight rail projects and policies that 
simultaneously boost a railroads’ bottom line and advance the public 
interest may merit greater attention and resources from the state during the 
planning processes as railroads are more likely to reciprocate.  Chapter 3 
describes the state’s railroads in more detail.  

Ports 

Ports are the only public agencies whose primary mission is to promote 
economic development, and the related businesses and jobs.3  According 
to the Washington Public Ports Association (WPPA), there are 75 port 
districts in the state that were originally authorized in 1911 to provide 
maritime shipping facilities and rail/water transfer facilities.  Since then, 
many additional authorities have been granted, such as building and 
operating airports (1941); establishing industrial development districts 
(1955); developing trade centers (1967); and developing economic 
development programs and promoting tourism (1980s).  Ports provide the 
public a direct way to own and manage important community assets such 
as waterfront land and airport facilities.  Chapter 5 describes the state’s 
ports in more detail. 

Shippers 

Shippers are the public and private sector customers of the statewide rail 
system.  They move a wide variety of goods, including raw materials, 
finished goods, and waste, from origin to destination, using rail and other 
modes of transportation.  Top shippers are the manufacturers/industrial 
                                                 
3 WPPA, Commissioner Resource Guide, 
www.washingtonports.org/downloads/commissionerresourceguide.pdf/.  



 

Washington State 2010-2030 Freight Rail Plan December 2009 
Chapter 6: State Roles and Partners Page 6-7 

carload shippers, the ports and international trade sector/intermodal 
container shippers, and the agricultural and foods products industry/bulk 
and specialized carload shippers.4  Chapters 3 and 4 describe shipping 
demand and rail freight services in more detail. 

Other Partners 

Federal Railroad Administration 

The FRA was created by the Department of Transportation Act of 1966 
(49 United States Code 103, Section 3(e)(1)).  The purpose of the FRA is 
to promulgate and enforce rail safety regulations; administer railroad 
assistance programs; conduct research and development in support of 
improved railroad safety and national rail transportation policy; provide 
for the rehabilitation of Northeast Corridor rail passenger service; and 
consolidate government support of rail transportation activities.  Today, 
the FRA is one of ten agencies within the United States Department of 
Transportation (USDOT) concerned with intermodal transportation.  It 
operates through seven divisions under the offices of the Administrator 
and Deputy Administrator.5 
 
The federal government, through the Passenger Rail Investment and 
Improvement Act of 2008 (PRIIA), requires coordination of the state rail 
plan with state transportation planning goals and programs.  It also 
requires coordination of rail transportation roles within the state 
transportation system.  Under the “Intergovernmental Coordination” 
section of PRIIA, the state should also review freight and passenger 
service activities and initiatives with regional planning agencies, regional 
transportation authorities, and municipalities.  

Regional Planning Organizations 

There are two types of transportation planning organizations in the state 
with coordination and development roles for projects and programs by 
region.  A Metropolitan Planning Organization (MPO) is comprised of 
elected officials in an urbanized region with 50,000 or more in population.  
MPOs provide a forum for local decision making on transportation issues 
of a regional nature.  Under the Safe, Accountable, Flexible, and Efficient 
Transportation Equity Act: A Legacy for Users (SAFETEA-LU), the 
policy for the metropolitan planning process is to promote consistency 
between transportation improvements and state and local planned growth 
and economic development patterns.6 

                                                 
4 Statewide Rail Capacity and System Need Study, Tech Memo 10.1, Analytical Plan, 
pages 4-5, 2006.  
5 FRA, www.fra.dot.gov/.  
6 MPO, www.wsdot.wa.gov/planning/metro/.  
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A Regional Transportation Planning Organization (RTPO) is formed 
through a voluntary association of local governments within a county or 
contiguous counties.  RTPO members include cities, counties, WSDOT, 
tribes, ports, transportation service providers, private employers, and 
others.  RTPOs were authorized by the state as part of the 1990 Growth 
Management Act to ensure local and regional coordination of 
transportation plans.7  
 
MPOs and RTPOs are organized by function into executive, boards, 
policy boards, and technical assistance committees with supporting staff.  
Exhibit 6-1 is a map of the MPO and RTPO coverage across the state. 
 

Exhibit 6-1: Regional and Metropolitan Transportation Planning 
Organizations 

 

 
The MPO/RTPO Coordinating Committee includes a representative from 
each MPO and RTPO.  It also includes a representative of the Tribal 
Transportation Planning Organization (TTPO).  The TTPO is an advisory 
committee comprised of designated transportation planners from each 
tribe along with state and federal government representatives.  The TTPO 
serves in a technical assistance and advisory capacity for tribal, state, and 
federal governments.  

                                                 
7 RTPO, www.wsdot.wa.gov/planning/Regional/.  
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Tribal Governments 

WSDOT maintains government-to-government relations with 35 federally 
recognized tribal governments. Twenty-nine tribes are located in the state; 
the additional six tribes have reservations outside the state, but have 
traditional homelands, treaty rights, or other interests within the state.  
Tribes may have public and private interests in freight rail development 
through the community and economic development arms of their 
governments.  
 
Many tribes, including Chehalis Confederated Tribes, Colville 
Confederated Tribes, Kalispel Tribe, Nisqually Indian Tribe, Puyallup 
Tribe, Squaxin Island Tribe, Swinomish Tribe, Tulalip Tribes, and 
Yakama Nation, have reservation lands that are on or near railroad main 
lines or spurs.  WSDOT will work with tribes to develop any potential 
rail-related projects and develop a detailed map that shows tribal 
reservation boundaries in relation to rail access. 
 
WSDOT is committed to working with tribes to build durable 
intergovernmental relationships that promote coordinated transportation 
partnerships in service to all citizens.  The WSDOT Centennial Accord 
Plan was created in accordance with the 1989 Centennial Accord and the 
1999 Centennial Accord Implementation Guidelines.  The Centennial 
Accord mandated that each state agency must have a procedure to 
implement effective government-to-government relations.  The WSDOT 
Centennial Accord Plan includes the WSDOT Secretary’s Executive 
Order on Tribal Consultation, a Dispute Resolution Policy, and detailed 
descriptions of the programs, services, and funding available to tribes 
from key WSDOT divisions and offices.8  

Public-Private Partners 

With funding limited for any infrastructure project, future investments 
may require involvement in public-private partnerships.  Public-private 
partnerships are defined as a cost-sharing method of funding a project 
between public and private entities based on expected benefits.  They may 
use a combination of funding sources and may include an integration of 
tax exempt bond financing (when available), state and federal loan 
guarantees, grants, or contributions from the railroads, as well as 
dedicated funding sources.  Public ports use public-private partnerships, 
for example, in their lease arrangements for joint development of a 
terminal or facility.  Ports transfer the future services rendered by a fixed 

                                                 
8 WSDOT Centennial Accord Plan, March 2009, 
www.wsdot.wa.gov/tribal/Centennial_Accord.htm/.  
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asset (e.g., a container crane or other terminal facility) to a private 
organization, while retaining the title to that fixed asset.9 

Strategic Rail Corridor Network  
The Railroads for National Defense (RND) Program ensures the readiness 
capability of the national railroad network to support defense deployment 
and peacetime needs.  The RND Program, in conjunction with the FRA, 
established the Strategic Rail Corridor Network (STRACNET) to ensure 
that FRA minimum rail needs are identified and coordinated with 
appropriate transportation authorities.  STRACNET is a nationwide, 
interconnected, and continuous rail line network serving defense 
installations.  STRACNET works with the FRA and USDOT’s Surface 
Transportation Board, state departments of transportation, American 
Association of Railroads, American Railway Engineering and 
Maintenance of Way Association, Railway Industrial Clearance 
Association, and individual railroad companies to protect this railroad 
infrastructure.10  

West Coast Corridor Coalition  
The West Coast Corridor Coalition (WCCC) is a partnership of state 
departments of transportation, regional and local transportation agencies, 
ports, and related transportation organizations (both public and private) 
from Alaska to California.  The WCCC has begun to identify regional, 
system-wide issues and develop a foundation allowing the coalition and its 
members to address issues and chokepoints that cross jurisdictional 
interests and financial boundaries.11  

Strategic Planning 
The State Rail and Marine Office recently participated in an FRA meeting 
as part of the development of a preliminary national rail plan.  The issues 
discussed were summarized in the 2009 Preliminary National Rail Plan 
(below).12  
 
 Collaboration and stakeholder agreements.** 
 Implementation timeline and evaluation criteria.*** 
 Need for public education/outreach.* 
 Livability issues.  
 Interconnectivity.* 
 Sustainable federal funding.** 
                                                 
9 Statewide Rail Capacity and System Needs Study, Tech Memo 6, p, 25, 2006.  
10 RND, www.tea.army.mil/DODProg/RND/default.htm/.  
11 West Coast Corridor Coalition Trade and Transportation Study, 
www.wsdot.wa.gov/NR/rdonlyres/5A019EA4-50EF-4286-96F9-
05398B52608A/0/_DR1_WCCC_TradeandTransportationStudy_COMPLETEweb.pdf.  
12 2009 Preliminary National Rail Plan, page 32.  
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 Sustainable state funding.* 
 National equipment standards.** 
 Environmental processes.  
 Positive Train Control.* 
 
* Issue was briefly discussed at the Seattle meeting.  
** Issue was raised multiple times/discussed in greater detail at the 

Seattle meeting. 
*** Most prominent issue discussed at the Seattle meeting.  
 
The 2009 Preliminary National Rail Plan addresses the need to rebalance 
the transportation system by strategically aligning the state rail plans and 
the national rail plan.  It requires states to provide key leadership in 
developing common understandings, aligning goals, and taking actions 
that further state and national policy goals.  
 
PRIIA (PL 110-432, Division B, Section 303) contains a legislative 
mandate that directs the FRA to develop a long-range national rail plan 
consistent with state-approved plans.  PRIIA requires states to establish or 
designate a state rail transportation authority.  This authority is responsible 
for: 
 
 Developing statewide rail plans and policies for freight and passenger 

rail transportation within their boundaries. 
 Establishing priorities and implementing strategies that enhance rail 

service in the public interest. 
 Serving as the basis for federal and state rail investments within the 

state. 
 
The FRA expects state rail plans to provide detailed insight into the 
concerns facing state transportation systems and to set forth their vision of 
how rail transportation can address those issues.  
 
In addition to PRIIA requirements, the 2009 Preliminary National Rail 
Plan provides the states with a framework of elements that the FRA views 
as necessary for creating a viable national rail plan.  The FRA encourages 
states to collaboratively raise additional issues and provide other relevant 
information.  States need to consider all other modes of transportation, 
especially ways in which modes can be leveraged to serve transportation 
customers more effectively and efficiently.  
 
The National Rail Plan will examine passenger and freight corridors 
running through and between states, and coordinate the states’ plans into a 
blueprint for an efficient national system, thereby meeting both regional 
and national goals.  The majority of the infrastructure is owned and 
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maintained by the freight railroads.  Therefore, the FRA will continue to 
work with states to develop plans that contain proposals or initiatives for 
partnering with freight carriers and other stakeholders in the development 
of plans and objectives.  
 
The National Rail Plan will likely encourage rail development and growth, 
much like the model of the interstate highway system.  The plan will also 
recognize that the traffic flow of passengers and freight rely on the 
connectivity of regional corridors that pass through several states. 

Future Roles 

Washington State 

The Statewide Rail Capacity and System Needs Study (2006) made the 
following recommendations about building and aligning existing state 
powers and authorities to further the state interest in the rail system (some 
recommendations have been implemented):  
 
 Influence the investment decisions of the Class I railroads to resolve 

rail chokepoints of critical importance to key rail user groups in the 
state and, thereby, provide more capacity for state rail users.  This will 
generally involve public-private partnerships in which the state is a 
minority partner, but the state’s investment can influence the timing 
and priority of the Class I railroads’ investment decisions. 

 Increase advocacy for a federal program that addresses critical 
national rail capacity needs.  Many of the key capacity chokepoints in 
the state rail system affect the national economy and shippers outside 
of the state.  The state should look for federal action and funding to 
address these chokepoints. 

 Work with rail users in industrial and agricultural markets to assist in 
the transition to rail service models that preserve high quality, 
reasonably priced, rail service options.  The state can help ensure that 
these transitions occur in a timely fashion before the lack of action has 
negative economic consequences for the state. 

 Work with third-party service providers and advocate for innovative 
operations practices and services that support the economic 
development goals of the state and its communities. 

 Establish local governance models that allow shippers and affected 
communities to be involved directly in the resolution of short-line 
problems. 

 Support cost-effective intercity passenger rail options that improve the 
overall balance and performance of the state’s highway and air 
passenger systems. 
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 Create a more effective, centralized, rail management function within 
state government with authority to advocate and negotiate state 
interests with the railroads.13 

 
The study recommended that the state continue to participate in the 
preservation and improvement of the freight and passenger rail 
transportation system where there are public benefits to state businesses 
and communities.  The study also recommended that state decisions to 
participate in projects, programs, and other rail initiatives be based on a 
systematic assessment and comparison of benefits and costs across users 
and across modes. 

State Rail and Marine Office  

Based on recommendations of this study and previous studies, the State 
Rail and Marine Office should continue to preserve and improve the rail 
transportation system, guided by the following general principles.14 
 
1. Emphasize operations and nonfinancial participation in projects before 

capital investment. 
2. Preserve and target competition. 
3. Encourage private investment that advances state economic 

development goals. 
4. Leverage state participation by allocating cost responsibility among 

beneficiaries. 
5. Require projects to have viable business plans. 
 
The State Rail and Marine Office should be designated by legislation as 
the single entity to coordinate and direct the state’s participation in the 
preservation and improvement of the rail transportation system.  The 
office should have the authority to negotiate directly with the railroads. 
 
As a single entity performing these duties, the State Rail and Marine 
Office should be able to: 
 
1. Represent the interests of multiple stakeholders in negotiations with 

rail carriers more effectively than individual stakeholders by 
themselves. 

2. Develop strategic packages of projects and actions across the state that 
would effectively promote state interest and be more attractive to the 
rail carriers than dealing with projects on a case-by-case basis. 

                                                 
13 Statewide Rail Capacity and System Needs Study, Final Rail Study Report, Section 4.4 
through Section 5.6, pp. 37-55, 2006. 
14 Statewide Rail Capacity and System Needs Study, Final Rail Study Report, Section 4.4 
through Section 5.6, pp. 51-52, 2006.  
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3. Better serve the interests of multiple communities in resolving 
common rail issues. 

4. Work more effectively with partners in other states and at the national 
level. 

 
The State Rail and Marine Office should continue its leadership role to 
influence and shape state and national level development of rail policies 
and programs, including the coordinated development of multistate 
coalitions to address rail system needs across the Pacific Northwest.  
 
The State Rail and Marine Office should continue its leadership role to 
work with the railroads to identify, prioritize, and implement the most 
cost-beneficial regional improvements.   
 
The State Rail and Marine Office should also implement an asset 
management plan to govern investment and management decisions for 
state-owned rail assets.  Guiding principles should include: 
 
1. Decisions based on a business-case analysis of the goals and 

objectives for each class of assets. 
2. Clear performance measures and a monitoring system to determine 

how assets are performing. 
3. Benchmarks for each performance measure based on industry 

standards. 
4. Development and use of an inventory management system, including 

information about condition and disposition of assets. 

Continued Statewide Coordination and Partnerships  
Public-public, public-private, and private-private partnerships of the future 
will increase in importance and include new financing mechanisms that 
involve multistate, multimodal coordination.  The Statewide Rail Capacity 
and System Needs Study (2006) includes examples of innovative 
partnerships, such as rural rail transportation districts, multistate 
consortiums, statewide strategic partnership board, and rail operations 
forums.  Rail operations forums, for example, are meetings of public and 
private sector rail stakeholders that are held on a monthly or quarterly 
basis.  At the meetings, stakeholders discuss, plan, and implement 
operational actions that can improve the efficiency or velocity of the rail 
operations of the group.15 
 
Investments in big projects with statewide public benefits will require 
public leadership and partnerships driven by public interest.  With the 
American Recovery and Reinvestment Act of 2009 Track 3 and 4 grant 

                                                 
15 Statewide Rail Capacity and System Needs Study, Tech Memo 10.3, pp. 1-8, (2006).  
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applications, for example, the lead agency of each project would need to 
develop a funding plan and partnership profile in order to demonstrate the 
50 percent funding match and leverage funds for public funding support.  
To enable effective corridor-level system development with impacts 
beyond the confines of state boundaries, multistate multimodal coalitions 
and plans are needed.  Such coalitions and partnerships, using a sound 
benefit/cost methodology based on goals and legislative priorities, will 
provide input into the state prioritization and investment processes to 
prioritize projects in the statewide public interest.  The state will have an 
important leadership role to encourage partnerships that succeed in 
meeting future rail infrastructure priority needs.  

Conclusion 
The WSDOT State Rail and Marine Office has an increasing strategic 
planning role in statewide passenger rail and freight rail development.  
Clarification is needed to align the office’s role and authority with the 
vision and goals developed earlier in this plan.  To be in alignment with 
other state plans, the state passenger and freight rail plans should be 
combined into a “one-rail” plan and updated frequently in the future.  
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Chapter 7: Investment Prioritizing and Project 
Evaluation  

 
Freight rail has many benefits.  With its cost effectiveness, fuel efficiency, 
safety records, and lower environmental impacts, freight rail is a viable 
option to help solve economic, social, and environmental problems with 
integrated solutions. 
 
The freight railroads in Washington State (state) are owned mainly by 
private entities and for-profit companies.  Despite primarily private 
ownership, freight rail transportation provides public benefits that warrant 
taxpayer participation in improvements at both federal and state levels.  
The common public benefits associated with freight rail include 
stimulating the state’s economy, supporting local communities and 
businesses with jobs and revenues, reducing congestion, improving public 
safety, offering a transportation choice for shippers, reducing 
environmental pollution, and saving energy. 
 
Investment policies in freight rail are developed by both public and private 
policymakers.  However, the benefits and costs from public perspectives 
are very different than those from private perspectives.  Therefore public 
investment priorities, criteria, and decision-making processes are also 
different from those of private investment.  
 
Decision makers of public investment include federal agencies, state 
agencies, tribal agencies, and regional and local public entities, such as 
counties, cities, and ports.  Private investment decision makers include 
private entities and individuals, such as railroads. 

Public and Private Benefits 
For rail-related investment, private benefits have typically accrued to rail 
carriers, shippers, rail property owners, and other non-governmental 
groups.  Public benefits are broadly assigned to government agencies that 
represent taxpayers.  
 
The Passenger Rail Investment and Improvement Act of 2008 (PRIIA)1 
definitions of public and private benefit are described below:  

                                                 
1 PRIIA (Public Law No. 110-432, Division B, enacted Oct. 16, 2008, Amtrak/High-
Speed Rail). 
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Private Benefit 

Private benefit is a benefit accrued to a person or private entity, other than 
Amtrak, that directly improves the economic and competitive condition of 
that person or entity through improved assets, cost reductions, service 
improvements, or any other means as defined by the Secretary. 

Public Benefit 

Public benefit is a benefit accrued to the public, in the form of enhanced 
mobility of people or goods, environmental protection or enhancement, 
congestion mitigation, enhanced trade and economic development, 
improved air quality or land use, more efficient energy use, enhanced 
public safety or security, reduction of public expenditures due to improved 
transportation efficiency or infrastructure preservation, and any other 
positive community effects as defined by the Secretary.2 

Federal Requirements 

The new law (PRIIA) requires the project list, in states’ long-range service 
and investment programs, to document the anticipated public and private 
benefits and the public investment benefit-cost correlation for each 
project.  PRIIA also specifies that states consider additional economic and 
societal impacts of investment projects (Exhibit 7-1). 
 

Exhibit 7-1: Federal Requirements for Benefit Assessment and 
Documentation 

  
Anticipated 
private benefits 

 Economic competitiveness 
 Cost reductions 
 Improved assets 
 Service improvements 

 
 
 
Required 
Documentation for 
Each Project 

 
 
 
 
Anticipated public 
benefits 

 Congestion mitigation 
 Enhanced trade and economic 

development 
 Improved air quality 
 Improved land use 
 Enhanced public safety 
 Enhanced public security 
 Reduction in public expenditures 
 Community effects 

 Correlation 
between public 
funding 
contributions and 
public benefits 

Statement and/or benefit/cost ratio 

Source: American Association of State Highway and Transportation Officials 
(AASHTO) State Rail Planning Guidebook September 2009 

                                                 
2 2009 AASHTO State Rail Planning Guidebook  
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State Requirements 

Under ESHB 1094, the Washington State Legislature required the 
Washington State Department of Transportation (WSDOT) to develop and 
implement the benefit/impact evaluation methodology recommended in 
the Statewide Rail Capacity and System Needs Study, which was published 
December 2006. 
 
The study recommended that three categories of public benefits should be 
included in benefit/cost (B/C) analysis (Exhibit 7-2). 
 
The study also recommended that the state measure benefits in terms of 
each user group.  The measures that best describe the potential benefits 
and impacts to each group are presented in Exhibit 7-3. 

Freight Rail Investment Analysis in Washington State 

Priorities and Criteria 

Projects should be evaluated using the same methodology that would 
provide consistent and objective comparisons to federal grants, state 
funds, local public entities, and private partners.  The value of a standard 
methodology, or at least broadly accepted factors or parameters, is to 
establish mutually acceptable benefits vernacular for evaluating the 
projects side-by-side. 
 
Priorities and criteria for evaluation reflect public investment policies and 
determine how the evaluation will be performed. 
 
Benefit evaluation in this state will follow both federal and state priorities 
and criteria.  PRIIA does not specifically require states to prioritize 
projects, but it does require a prioritization of options to increase 
intermodal connectivity.  State legislation requires that WSDOT develop a 
B/C methodology and use it to evaluate state projects based on six clearly 
specified legislative priorities: 
 
 Economic, safety, or environmental advantages of freight movement 

by rail compared to alternative modes. 
 Self-sustaining economic development that creates family-wage jobs. 
 Preservation of transportation corridors that would otherwise be lost. 
 Increased access to efficient and cost-effective transport to market for 

the state’s agricultural and industrial products. 
 Better integration and cooperation within the regional, national, and 

international systems of freight distribution. 
 Mitigation of impacts of increased rail traffic on communities. 
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Exhibit 7-2: Variables for the State Benefit/Cost Analysis 
Variable Description Explanation 

Transportation and Economic Benefits 

Avoided maintenance costs If the project preserves rail service, the 
no-action alternative may put more 
trucks on the highway.  This may 
produce a net positive or negative 
benefit, to be evaluated based on the 
type of road affected and the cost of 
maintaining the rail line. 

Reduction in shipper costs (for 
shipments originating in state) – freight 
only 

Benefits are derived from lower 
logistical costs to the shippers, which 
ultimately can lead to lower consumer 
prices. 

Reduction in automobile delays at 
grade crossings 

Benefits result from improving grade 
crossings and decreasing automobile 
delays. 

Economic Impacts 

New or retained jobs Jobs that a particular project/action 
may keep from moving out of the state 
(e.g., by construction of a rail spur 
serving a factory or warehouse, etc.), 
or new jobs that are created within the 
state.  Also to be considered are 
changes in job quality and pay levels 
(e.g., adding, losing, or changing union 
jobs).  This measure accounts for both 
retained and new jobs. 

Tax increases from industrial 
development 

A rail action/project may foster 
industrial development that results 
ultimately in increased industrial 
property taxes to the state. 

External Impacts 

Safety improvements By diverting truck freight to rail, 
savings on highway safety 
improvements can occur. 

Environmental benefits Railroads are on average three or 
more times more fuel efficient than 
trucks.  The state can benefit from 
savings due to environmental 
improvements. 

Source: Statewide Rail Capacity and System Needs Study (2006) 
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Exhibit 7-3: Benefit and Cost Measures 
Rail User Benefit and Cost Measures 

State  Jobs created/retained (private sector, public sector, and 
impact on rail-related union jobs). 

 Tax benefits (through new or retained businesses). 
 Contribution to transportation system efficiency/balance 

(measured in terms of reduced travel delays, improved 
system reliability, or system redundancy as appropriate). 

 Environmental benefits (air pollution and water quality 
impacts). 

 Safety benefits (reduced property damage, injuries, and 
fatalities). 

 Availability of partner funding. 
 Cost to state. 
 B/C ratio (using recommended B/C analysis methodology) 

Shippers  Business cost impact (through impact on cost of service). 
 Access to service (does project increase rail/transportation 

service options). 
 Service reliability (on-time performance). 
 Transit time. 

Passengers  Rail capacity for passenger trains. 
 Travel costs. 
 Travel time. 
 Increased modal choice/access. 

Railroads  System velocity improvements. 
 Hours of train delay. 
 Yard dwell time. 
 Increased revenue traffic. 
 Equipment availability. 

Ports  Throughput. 
 Market share. 

Communities 
(similar to 
state) 

 Environmental benefits. 
 Safety benefits. 
 Reduced roadway delays and truck/auto delay at grade 

crossings. 
 Local jobs created or retained. 

Source: Statewide Rail Capacity and System Needs Study (2006) 
 
These priorities are in order of relative importance specified by the 
legislature.  This requirement also directed WSDOT to evaluate rail 
project benefits compared to alternative modes. 
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Understanding Principles in Assessing Public Investment 

Investment analysis in the public sector is very different from private 
sector analysis.  There are several principles that must be understood in 
analyzing public investment and public benefits. 

Discounting 

Discounting addresses the problem of translating values from one time 
period to another.  The larger the discount rate, the more weight that is 
placed on benefits and costs in the near-term, over benefits and costs in 
the future.  Long-term benefits, such as environmental quality, are 
important public policymaking criteria.  Consequently, public investment 
analysis usually uses a relatively lower discount rate than the private 
sector. 

Leveraging 

Public projects usually involve multiple sources of investment and 
partnership.  While the analysis of such an investment assesses the 
efficiency, it also assesses the effectiveness of public investment only.  In 
other words, a measure of the effectiveness of public investment is how 
much additional investment a public investment can bring into a specific 
project.  This measure is called leveraging. 

Distributional Benefits 

Many public investment projects provide distributional benefits to the 
public by transferring public resources to where they are needed most.  
Such a transfer payment is not a traditionally defined benefit.  It could be 
measured as a public benefit, if it helps reach the goal of public policy to 
benefit the targeted public group.  

With/Without Principle 

Many public investment projects provide benefits to the public by 
mitigating negative impacts.  While such investment does not create 
positive value, it reduces the negative value.  The difference between the 
larger negative value and the smaller negative value is defined as a benefit 
based on the with/without principle.  For example, a freight rail capital 
project could lead to removal of some trucks from a highway.  This will 
reduce environmental emissions since rail, in general, has less emission 
per ton-mile.  Without such an investment project, societal loss due to 
higher emissions would be much larger.  The reduced societal loss would 
be the benefit of the investment project.  
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Period of Analysis 

The length of a period used for analyzing benefits and costs is very 
important.  Many public benefits last for a long period of time, while 
investment occurs in early stages of a project life.  Therefore, a full 
lifecycle is preferred in public investment analysis. 

Evaluation Strategies and Methods 

PRIIA-Defined Benefits and Potential Project Evaluation Strategies 

Exhibit 7-4 outlines each of the PRIIA-defined benefits and potential 
project evaluation strategies for these benefits. 
 

Exhibit 7-4: PRIIA-Defined Benefits and Evaluation Strategies 
 
Benefits 

Source of Benefits  
or Impacts 

 
Potential Measurement 

Economic competitiveness Improved assets and service 
reliability or frequency allows 
companies to do business more 
efficiently. 

Lower business costs (e.g., 
savings resulting from faster 
travel time and other 
improvements) increase the 
competitiveness and business 
attraction to the state. 

Improved assets Infrastructure, rolling stock, or 
facilities improvements. 

Lower costs for capital 
maintenance of assets. 

Cost reductions Time savings provides unit cost 
reductions (labor, inventory, etc.) 
accruing to carriers, shippers, and 
passengers. 

Lower total business costs 
(from all categories) and lower 
personal travel costs (e.g., 
less auto maintenance and 
gasoline; fewer hours of 
highway delay). 

Service improvements Time savings, improved reliability, 
new access, increased frequency, 
added capacity. 

Time savings due to increased 
speed, reliability, and 
frequency accruing to rail 
passengers, carriers, and 
shippers. 

Enhanced mobility of 
people and goods 

Improved mode choice options 
and services. 

Reduced distance to 
passenger stations or freight 
terminals and improved 
intermodal linkages. 

Environmental protection 
or enhancement 

This consideration is closely 
related to air quality effects 
(below) but could measure other 
benefits to water quality, wildlife, 
noise, historic resources, or other 
factors outlined in National 
Environmental Policy Act (NEPA). 

States should use existing 
study information from 
Environmental Impact 
Statements (EIS), 
Environmental Assessments 
(EA), or other resources and 
customize to the unique 
characteristics of the project. 
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Benefits 

Source of Benefits  
or Impacts 

 
Potential Measurement 

Congestion mitigation Highway-to-rail diversion of 
passengers and freight decreases 
highway congestion.  Investment 
in rail capacity decreases rail 
congestion. 

Some statewide or multi-state 
highway models can predict 
change in hours of delay.  
Other tools, including FHWA’s 
HPMS or HERS can be used 
to estimate delay effects.  Rail 
carriers can predict similar 
measures. 

Enhanced trade and 
economic development 

Similar to the economic 
competitiveness measure with 
benefits originating from improved 
travel time, capacity, or improved 
access or connectivity. 

Estimated increase in tonnage 
or value of commodities due to 
rail improvement. 

Improved air quality Changes in mode share are the 
chief drivers of air quality benefits.  
On a per-passenger-mile and per-
ton-mile basis, rail generally 
produces more savings than other 
modes. 

Use the change in miles 
traveled by mode to estimate 
the net reduction in emissions 
from standard factors for 
pollutants produced on a per-
mile basis for passengers or 
freight. 

Improved land use Better coordination of 
transportation and land use. 

Percentage of residents and 
businesses with good access 
to rail facilities/stations.  Cost 
savings by reducing average 
trip distance to rail by auto or 
commercial vehicle. 

Enhanced public safety Reduced highway vehicle miles 
traveled (VMT) for truck and auto, 
lowering crash exposure. 

Savings resulting from lower 
medical care, vehicle repair, 
highway delay, and legal costs 
associated with crashes.  
Standard cost of crash rates 
per mile. 

Enhanced public security Protecting the public from crime or 
terrorist events results in public 
cost savings similar in scope to 
those associated with safety. 

Reduced risk of security 
incident resulting from 
investment in surveillance, 
physical barriers, or other 
measures. 

Reduction in public 
expenditures 

Improved transportation efficiency 
or infrastructure preservation from 
decreased highway VMT. 

Savings from lower 
maintenance and safety 
directly resulting from lower 
auto and truck VMT. 

Community effects Enhanced livability provided by 
expanded transportation options, 
including intermodal linkages, 
walk-ability, and local commerce. 

New or improved linkages 
between modes, high-density 
development, and non-
motorized transport (e.g., 
walking paths, bike trails). 

Source: AASHTO State Rail Planning Guidebook September 2009 
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Methods Recommended in the Statewide Rail Capacity and System 
Needs Study (2006) 

The Washington State Transportation Commission (WSTC) Statewide 
Rail Capacity and System Needs Study used several sources of information 
to determine the variables to measure public benefits in the state, 
including the following: 
 
 Best practices review of rail B/C methodologies used by other states 

and organizations. 
 Consultation with area experts—including shippers, community 

association representatives, ports, railroads, and others—who are 
members of the Washington State Rail Study Technical Resource 
Panel. 

 Metrics derived from established state policy as captured in the 
Revised Code of Washington and in previous case studies of state 
participation in the rail system. 

 
The study recommended that B/C ratio be applied to all projects, both 
passenger and freight.  The B/C ratio would enable state decision makers 
to evaluate cost-benefit tradeoffs and not focus solely on benefits.  The 
precise calculation methodology for the B/C ratio is left to WSDOT to 
finalize and may vary depending on the project type and the level of 
investment.  The study also recommended that the three category benefits 
(in Exhibit 7-2) are quantified in the benefit/impact methodology to be 
developed by WSDOT. 
 
However, the B/C ratio is only one of the measures used to evaluate 
benefits and impacts to the state.  Some of the other measures are also 
included within the B/C calculation, but they are also broken out 
separately so that decision makers can weight these more heavily when 
making decisions than they would be in a true B/C ratio.  The framework 
does not recommend a specific weighting procedure, but leaves this 
decision to the legislature or the WSTC. 
 
The study also recommended user group benefit assessment.  Measures 
that best represent public benefit are determined for each user group.  The 
metrics to characterize and measure the public benefit of a rail action are 
presented in Exhibit 7-3.  The metric selection reflects the stakeholder 
involvement process in WSTC’s study.  Benefits and impacts of individual 
projects or groups of projects are evaluated for each of four groups of 
affected parties: 1) the state; 2) users (shippers and passengers); 3) carriers 
(railroads and ports); and 4) communities (affected by rail service to or 
through the community).  The idea of the framework is to determine 
whether the impacts of the project or package on each group is positive or 
negative, and if the impact is high, medium, or low, relative to the needs 
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of that group.  The results of this evaluation tell whether other parties 
should be involved in the project and what type of partnership 
arrangement is most appropriate.  The evaluation of a project as having 
high, medium, or low benefits/impacts is always based on a comparison 
with some other action—at least a no-action scenario, but preferably at 
least one other option that may or may not involve providing the 
transportation service by another mode (Exhibit 7-5). 
 

Exhibit 7-5: Possible Methodology to Measure Public Benefit in 
Washington State 

  
Measures 

No 
action 

Alternative 
A 

Alternative 
B 

State Jobs    

 Tax/Fee Benefits    

 System Efficiency    

 Environmental 
Benefits 

   

 Safety Benefits    

 Partner Funding    

 Cost to State    

 Benefit/Cost    

 Transit Time    

Summary State    

Shippers Business Cost 
Impacts 

   

 Access to Service    

 Service Reliability    

Summary Shippers    

Passengers Rail Capacity for 
Passenger Trains 

   

 Travel Costs    

 Travel Time    

 Increased Modal 
Choice/Access 

   

Summary Passengers    
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Measures 
No 

action 
Alternative 

A 
Alternative 

B 

Railroads System Velocity 
Improvements 

   

 Hours of Train Delay    

 Yard Dwell Time    

 Increased Revenue 
Traffic 

   

 Equipment Utilization    

Summary Railroads    

Ports Throughput    

 Market Share    

Summary Ports    

Communities Environmental 
Benefits 

   

 Safety Benefits    

 Reduced Roadway 
Delays 

   

 Local Jobs    

Summary Communities    

National Percent Benefits in 
Washington State 

   

 Other States 
Benefiting 

   

Summary National    

Source: WSTC Statewide Rail Capacity and System Needs Study (2006) 

Rail Benefit/Impact Evaluation Methodology – Description 
The benefit/impact evaluation method was developed in 2007, based on 
legislative direction and priorities specified by the legislature. 

Stakeholder Involvement 

WSDOT formed an advisory group that includes a broad range of 
stakeholders to guide the development of Rail Benefit/Impacts 
Methodology.  The Advisory Committee consisted of the Freight Mobility 
Strategic Investment Board, Department of Commerce, Department of 
Agriculture, WSTC, labor, mainline railroads, short-line private railroads, 
representatives from cities and counties, various ports, legislative and 
Governor’s staff, and WSDOT staff. 
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Guiding Principles 

The Advisory Committee developed six guiding principles for the 
development process: 
 
 Provide a benefit/impact evaluation methodology and supporting tools 

as recommended in the Statewide Rail Capacity and System Needs 
Study (2006). 

 Develop a benefit/impact evaluation methodology that includes the 
priorities set forth in ESHB 1094.  

 Develop a benefit/impact evaluation methodology that includes 
measurable public benefits.  

 The Statewide Rail Capacity and System Needs Study (2006) 
recommends using only a few good measures, including applying 
qualitative analysis techniques.  

 This document is dynamic and proposed alternative evaluation 
methods should be reviewed for incorporation or used as supplements. 

 Decision makers will take into account the public interest and good, 
going beyond analysis of single stakeholder interests. 

Rail Benefit/Impact Evaluation Methodology 

The Rail Benefit/Impact Evaluation Methodology is comprised of the 
following components: 
 
 Rail Benefit/Impact Evaluation Methodology (Guidance Document) 
 Proposal Application 
 Rail Benefit/Impact Evaluation Workbook 

o Legislative Priority Matrix 
o Project Management Analysis 
o User Benefit Levels Matrix 
o Benefit/Cost Analysis Calculator 
o Benefit/Cost Analysis Summary Sheet 
o Benefit/Impact Evaluation Summary Sheet 

 
The components of the methodology are intended to assist the decision 
maker in the evaluation and recommendation process.  The level of rigor 
applied to the use of any tool should recognize the type, size, and 
complexity of project and expectations of results. 

Application Process 

The application for a rail grant or loan is the document that gathers the 
initial information that will be evaluated for possible selection.  The 
application needs to collect enough information to effectively start the 
evaluation and selection process.  It also needs to contain information for 
follow-up calls to users and applicants.  
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Since calls for projects may be driven by a variety of factors and 
limitations, there needs to be clear communication on the application 
document to ensure the right information is gathered.  A standard 
application may not fit all calls for projects; therefore the application may 
need to be modified to gather the appropriate information. 
 
At other times, a project may simply be assigned without an application 
process through legislation.  Such a project still requires that a 
benefit/impact evaluation be conducted and the results and 
recommendations shared with the appropriate parties to validate the 
project or show the level of impacts and alternatives.  

Benefit/Cost Calculator 

The B/C Analysis is a major component of the Rail Benefit/Impact 
Evaluation Methodology that will be used when evaluating rail projects.  
The calculation (B/C ratio) produced will also be supplemented with an 
assessment of other benefit categories.  That supplemental information 
will be generated by the requested project information in the application 
form.  The major categories for B/C Analysis will be: 
 
 Transportation and economic benefits. 
 Economic impacts. 
 External impacts. 
 
The Benefit/Cost Analysis Calculator was created to assist in a fast 
evaluation of benefits as specified in the previous section.  The 
Benefit/Cost Analysis Calculator is a spreadsheet with areas of benefit, 
equations for calculations, and benefit parameters to calculate the B/C 
ratio for a given project or action on a project. 
 
The defined equations and input areas in the calculator are based on 
documented standards, research, and common practice.  These equations 
will be periodically reviewed and updated with changes in industry 
practices, price indexes, and new accepted standards.  The input values 
must be verified based on actual data and verifiable field information in 
consideration of expected project results, freight logistics, user logistics, 
local economic influences, current costs, impacts to industries, and 
historical data.  The Benefit/Cost Analysis Calculator uses default values 
that are included in the equations contained in the Benefit/Cost Instruction 
sheet.  They are used to calculate a dollar value for benefits.  These default 
values are based on generally accepted practices and some may need to be 
adjusted for project specific goals and objectives.  For more detailed 
information on the application of values to specific project objectives and 
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goals, a review of NCHRP Report 586 should be done.3  WSDOT 
economists will update these default values every biennium. 

Legislative Priority Matrix 

This qualitative evaluation tool was also developed to help policymakers 
understand the results and effects of proposed investment.  One of these 
qualitative matrices is Legislative Priority Matrix.  The Legislative 
Priority Matrix worksheet is intended to help the evaluator determine how 
a project aligns with the legislative priorities.  The priorities were 
provided in a relative order of importance.  Each priority area is weighted 
based on that order.  
 
The benefit measures that have been identified for each priority are to be 
used as a baseline of measures.  In the future, there may need to be other 
or different measures considered for a project.  As the new measures and 
their parameters are identified and proven, they should be included for use 
on future projects.  This matrix is used to aid benefit/impact evaluation in 
terms of state priorities and to provide additional information based on 
expert and value judgments to determine a project’s public value. 

Project Management Assessment Matrix 

The Project Management Assessment Matrix is intended to help determine 
the current status of the project and how likely it can successfully be 
delivered within the constraints of scope, schedule, and budget.  The 
scores are compiled to determine a project management score.  The 
comment box should note how a score was determined. 

User Benefit Levels Matrix 

The User Benefit Levels Matrix is intended to help determine who 
benefits from the project and at what level.  Each measure of the matrix is 
to be completed by assigning a percentage that represents the amount of 
benefit for each user.  The percentage of benefits is then added for each 
user and divided by the number of measures used, to provide an overall 
project benefit for each user. 

Project Evaluations 

A project evaluation may begin with a proposal application or by a request 
from the legislature.  Both will require evaluation steps to be completed as 
indicated in Exhibit 7-6 and as described below:  

                                                 
3 TRB NCHRP Report 586: Rail Freight Solutions to Roadway Congestion - Final 
Report and Guidebook. 
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Exhibit 7-6: Benefit Impact Evaluation Process 
 

 
 
1. Review the application or obtain information to conduct the 

evaluation.  If there is no application, use the current general project 
application, eliminating superfluous questions.  This is a tool to 
identify what information is needed from the project stakeholders.  

2. Next, the WSDOT State Rail and Marine Economist will compile data 
for a B/C analysis and use the Benefit/Cost Analysis Calculator.  Any 
additional data or information necessary to analyze the true benefits 
and costs will be included.  This may require a qualitative analysis and 
summary.  

3. If the Benefit/Cost Analysis Calculator indicates a ratio greater than 
one, then the Legislative Priority Matrix should be used.  The 
evaluator should use the tool as indicated in its guidance for each 
priority measure.  Once complete, justification for selections and a 
score will become part of the project documentation. 

4. The evaluator will use the Project Management Assessment Matrix.  If 
the evaluator has questions on any of the project management 
assessment areas, they should contact one of the State Rail and Marine 
Office Project Managers.  This will ensure consistent interpretation 
with adopted standard operating procedures. 

5. The final tool to be used is the User Benefit Levels Matrix.  This tool 
helps determine which users are receiving a benefit and at what level.  



December 2009 Washington State 2010-2030 Freight Rail Plan 
Page 7-16 Chapter 7: Investment Prioritizing and Project Evaluation 

6. Once a project has been through the above steps, the evaluator needs 
to compile all of the information to generate a score and to develop a 
recommendation.  Depending on the project, a qualitative summary 
may need to be included to convey benefits that are not easily 
quantifiable. 

7. If there are multiple recommendations, a summary should be written to 
incorporate all recommendations for easy review. 

Decision Documentation 

While the workbook spreadsheets provide documentation and justification 
for the decisions made, there may be additional documentation 
requirements.  Documentation on value judgments that are qualitative 
rather that quantitative will need to have supporting information about the 
decision.  When required, the decision documentation package should 
include: 
 
1. Summary of spreadsheet determinations including alternatives. 
2. Additional social or economical values considered. 
3. Justification for value judgment determinations. 

a. Benefits and impacts reviewed. 
b. How the reviewed benefits and impacts apply. 
c. Determination considerations. 
d. Justification documentation. 

 
Appendix 7 provides more details about the benefit/impact methodology. 

Limitations and Future Improvements 

Limitations 

The Rail Benefit/Impact Evaluation Methodology has limitations: 
 
 While this tool is a way to consistently evaluate proposed projects in a 

fast-paced legislative decision process, it is more suitable for smaller 
size projects that need decision support information in a short 
timeframe.  Large investment projects need customized B/C analysis 
and socioeconomic impact assessment specifically designed for the 
project, based on both federal and state requirements and other 
specific considerations. 

 While default benefit values built into the model can provide 
consistent and fast analyses to present valuable information, these 
values, in general, reflect an average of those benefits.  Some projects 
deviate greatly from the average situation and might find that the 
benefit evaluation from the tool is not accurate.  Again, large 
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investment projects need a customized B/C analysis and 
socioeconomic impact assessment to justify the size of the investment. 

 The evaluation of societal impacts is standard in this tool.  This might 
not reflect true societal impacts of some rail projects.  Large 
investment projects need a more detailed assessment of societal 
impacts of the rail project. 

Future Needs and Improvements 

The methodology was developed primarily based on state requirements 
and federal requirements before PRIIA.  The new federal requirements to 
evaluate and document project benefits have not yet been incorporated 
into the methodology.  WSDOT is prepared to update the methodology 
when federal guidelines become available. 
 
The Rail Benefit/Impact Evaluation Methodology and tools have been 
developed with the ability to expand future versions.  One such expansion 
will be the inclusion of the information from the Statewide Rail Data and 
Analytic Program.  This new information will be part of all project 
evaluations once it is available.  Incorporation of this data into project 
evaluations will generate recommendations consistent with statewide 
freight strategic goals. 
 
In addition, as changes in the economy and state goals occur, the 
methodology will need to be updated to ensure the correct benefits and 
measures are being used.  The methodology addresses the need to use 
lessons learned for improvement as well as being dynamic enough to stay 
current.  A technical work group will be put in place to periodically 
review baseline evaluation results and the latest evaluation results to 
ensure that the correct measures and benefits for the current freight 
conditions are being used. 
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Chapter 8: Financing Washington’s Freight Rail 
System  

 
This chapter reviews the needs of Washington State’s (state) freight rail 
system as identified by the stakeholders and Washington State Department 
of Transportation (WSDOT) staff.  The project list is discussed followed 
by a synopsis of funding sources.  The chapter concludes with the vision 
of future funding for state freight rail investments. 

Needs for Investment 
This section presents short- and long-term freight rail needs in the state.  
The needs assessment is based on unconstrained capital projects submitted 
directly by the state’s railroads, ports, public agencies, and other key 
stakeholders.  The needs assessment identifies 109short- and long-term 
statewide capital improvement projects and initiatives.  The total 
investment needed for the projects, where cost estimates are available, is 
$2.0 billion.   
 
Driven by customer demands and changing trends, freight rail needs 
constantly change.  The primary purpose of the needs assessment is to 
develop a comprehensive project list of unconstrained, current priority 
freight rail improvements as identified by the stakeholders.  This list will 
allow WSDOT to gauge the condition of the system and assess potential 
public involvement.  The freight railroad system needs include both 
private and public sector capital improvement projects. 
 
Inclusion of a need/project in the Washington State 2010-2030 Freight 
Rail Plan does not constitute a commitment on the part of WSDOT or the 
state to provide funding.  
 
Exhibit 8-1 describes the needs identification process to develop the 
project list. 
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Exhibit 8-1: Needs Identification Process 
Timeframe Activity 

March through June 2009 Develop the Projects Survey (online and PDF file 
formats) based on American Association of State 
Highway and Transportation Officials (AASHTO) 
guidelines, model rail plans, and key stakeholder 
interviews. 

 Introduce the needs assessment and survey tool 
at the June 11 Advisory Committee kick-off 
meeting. 

July through December 2009 E-mail the Projects Survey to Advisory 
Committee, railroads, ports, shippers, 
Metropolitan Planning Organizations 
(MPO)/Regional Transportation Planning 
Organizations (RTPO) Coordinating Committee, 
and associated organizations. 

 Use e-mail, Web site, and e-newsletter to 
promote the survey and encourage responses.  

 Open the survey to maximize responses.  The 
survey was originally opened from July 31 to 
August 19, extended to August 21, then left 
open.  

 Review survey responses and clarify any 
questions.  Present a project list summary for 
discussion and suggestions at the September 30 
and October 6 Advisory Committee meetings.  

 Augment the project list and needs assessment 
based on suggestions, prior studies, sources, 
and knowledge of WSDOT project team.  

 Evaluate and analyze the project list for inclusion 
in the plan.  

 Review the project list with stakeholders as part 
of the overall plan review process.  

Source: WSDOT State Rail and Marine Office 
 
The plan does not include all of the statewide freight rail needs for several 
reasons.  First, the freight railroads are private, for-profit businesses.  In 
some cases, they did not submit all their capital needs for inclusion in this 
public document.  This is especially true in cases where private capital is 
available to fully fund planned improvements, where railroads believe that 
public involvement in specific projects is less likely, and where disclosure 
of a need could adversely affect strategic business ventures.  Second, the 
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outreach effort to develop the needs assessment/project list was limited 
due to resources available.  Increased outreach to stakeholders could 
encourage respondents (i.e. more interviews, more rounds of review) to 
identify more projects.  Therefore, the needs/projects list in this plan 
represents those projects that have been submitted and do not involve 
speculation or rumors.  
 
The project list includes project information about the organization and 
railroad, project type, public benefits, private benefits, and project 
estimates and funding details.  Projects range from well-developed 
projects to new concepts.  Chapter 5 includes a discussion of large-scale 
emerging projects that are not included in the project list.  

Projects Survey 

The project list contains the detailed needs submitted by freight 
stakeholders participating in developing the Washington State 2010-2030 
Freight Rail Plan.  Appendix 8-A contains the project list that was 
generated by the Projects Survey with the following data collection fields:  
 
 Respondent Information.  Organization, name, title (optional), e-mail 

address, and phone number.  
 Project Information.  Railroad owner (list of railroads was provided), 

railroad operator (list of railroads was provided), and any others 
involved in the project (optional).  

 Project Details.  Project name, location, description (optional). 
 Project Benefits.  Project type (list of project types was provided), 

public benefits (list of public benefits was provided, optional), and 
private benefits (list of private benefits was provided, optional).  

 Project Estimates and Funding Details.  Estimated total project cost, 
cost breakdown (preliminary engineering, right-of-way, construction, 
unknown), committed funds (federal, state, local, tribal, private, other), 
additional funds needed (federal, state, local, tribal, private, other), 
start dates (preliminary engineering, right-of-way, construction), and 
estimated project completion date.  

 
The project list has been edited for length and clarity, but otherwise 
represents the extent of information provided by the stakeholder 
participants in the needs identification process.  Thus, some cells are blank 
and, for some needs, there is a lack of cost estimates and other information 
that may become available in the future.  The amount of detail provided 
varies by stakeholder.  For example, a railroad may have included 
milepost information as part of the location description while another 
stakeholder may have referenced only the county. 
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Project Summaries 

A general project assessment is provided below.  Exhibit 8-2 shows the 
project respondents.  Note that top respondents are ports, railroads, and the 
state.  

Exhibit 8-2: Survey Respondents 

Private, 1, 1%

Federal, 1, 1%

Tribe, 1, 1%

County, 4, 4%

Region, 7, 6%

City, 16, 15%

State, 22, 20%

Railroad, 33, 30%

Port, 24, 22%

 
Source: WSDOT State Rail and Marine Office 

Estimated Completion Dates 

Exhibit 8-3 shows a summary of projects and their project completion 
dates.  Note that most of the reported project completion dates are 2010 
and 2011.  
 

Exhibit 8-3: Estimated Completion Dates 
Year of Expected Completion Number of Projects 

2010 12 
2011 21 
2012 5 
2013 4 
2014 6 
2015 2 
2016 2 
2018 1 
2020 2 

Not Specified 54 

Source: WSDOT State Rail and Marine Office 
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Project Types 

Exhibit 8-4 shows a summary of projects that reported project types 
(multiple choices are possible).  Note that the top project types are line 
upgrade or expansion; safety and security; maintenance, repair and rehab; 
mainline capacity expansion, port-to-rail access, and grade separation 
projects. 
 

Exhibit 8-4: Project Types  

0% 5% 10% 15% 20% 25% 30% 35%

Signal system

Bridge rehab/replace

High-speed passenger rail

Facility upgrade or expansion

Grade separation

Port-to-rail access

Mainline capacity expansion

Maintenance, repair, and rehab

Safety and Security

Line upgrade or expansion

 
Source: WSDOT State Rail and Marine Office 

Public Benefits 

Exhibit 8-5 shows a summary of projects that reported public benefits 
(multiple choices are possible).  The most common public benefit is 
enhanced mobility of goods, followed by enhanced trade and economic 
development, enhanced public safety, and reduced congestion.  
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Exhibit 8-5: Public Benefits  

0% 10% 20% 30% 40% 50% 60% 70%

Reduced Public Expenditures

Environmental Protection/ Enhancement

Enhanced Public Security

Enhanced Mobility of People

Improved Air Quality

Improved Land Use

Reduced Congestion

Enhanced Public Safety

Enhanced Trade and Economic Development

Enhanced Mobility of Goods

 
Source: WSDOT State Rail and Marine Office 

Private Benefits 

Exhibit 8-6 shows a summary of projects that reported private benefits 
(multiple choices are possible).  The top benefit is improved service, 
followed by improved economic competitiveness, reduced costs, and 
improved assets.  
 

Exhibit 8-6: Private Benefits 

0% 10% 20% 30% 40% 50% 60%

Improved Assets

Reduced Costs

Improved Economic
Competitiveness

Improved Service

 
Source: WSDOT State Rail and Marine Office 
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Mainline Summary 

Class I railroad owner or operator projects that reported project type 
(multiples are possible) are primarily mainline capacity upgrade and 
safety and security projects.  The top public benefits are moving goods, 
trade and economic development, and safety and security.  The top private 
benefits are economic competitiveness and improved service.  

Short-Line Summary 

Class II or Class III railroad owner or operator projects (not in the 
summary above) that reported project type (multiples are possible) are 
primarily maintenance and rehab, line upgrade, and facility upgrade 
projects.  The top public benefit is moving goods.  The top private benefits 
are economic competitiveness, reduced costs, and improved service. 

Port-to-Rail Projects Summary 

Of the reported projects, 26 percent listed port-to-rail access as one of the 
project types. 

Funding Needs Summaries 

Funding Needs by Commitment 

Of the projects that report funding needs, only 14 percent are reported as 
committed funds, 22 percent are reported as funds expected from various 
sources, and 64 percent are reported as needs that have no identified 
sources (Exhibit 8-7).  
 

Exhibit 8-7: Funding Needs by Commitment 

Unknown 
Sources

64%

Expected Funds
22%

Committed 
Funds
14%

 
Source: WSDOT State Rail and Marine Office 
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Committed Funds by Source 

Breaking down the committed funds portion further shows that of those 
projects that reported committed funds, 57 percent reported as state funds, 
24 percent reported as private funds, 11 percent was reported as federal 
funds, 8 percent reported as local funds, and 2 percent reported tribal 
funding needs (Exhibit 8-8).  
 

Exhibit 8-8: Committed Funds by Source 

Other
0%

Private
24%

Tribal
0%

Local
8%

State
57%

Federal
11%  

Source: WSDOT State Rail and Marine Office 

Expected Funds by Source 

Of the projects that reported expected funds, 51 percent are expected from 
federal sources, 37 percent are expected from state, 7 percent are expected 
from private sources, 2 percent are expected from local funds, and 
3 percent are expected from other sources (Exhibit 8-9).  
 
The expectation of a 51 percent share from federal sources is very 
optimistic.  This is 11 percentage points higher than the average federal 
aid of 40 percent for highway capital expenditure projects over the last 50-
year history of that program.1 

                                                 
1 TRB Special Report 297, Funding Options for Freight Transportation Projects, 
November 2009 pg 25. 
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Exhibit 8-9: Expected Funds by Source 

Federal
51%

State
37%

Local
2%
Tribal
0%

Private
7%

Other
3%

 
Source: WSDOT State Rail and Marine Office 

Funding Needs by Area 

In Exhibit 8-10, about half of the projects are located in western 
Washington, one-third is located in Puget Sound area, and most of the 
remaining projects are located in eastern Washington.  
 

Exhibit 8-10: Funding Needs by Area 
Other
0%

Puget Sound
34%

Eastern 
Washington

15%

Western 
Washington

51%

 
Source: WSDOT State Rail and Marine Office 

Funding Needs by Phase 

Of the projects reporting funding needs by project phase, 83 percent of the 
funding needs are associated with the construction (CN) phase of 
development.  Right-of-way (ROW) and preliminary engineering (PE) 
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phases have funding needs of 9 percent and 8 percent, respectively, as 
shown in Exhibit 8-11. 
 

Exhibit 8-11: Funding Needs by Phase 

CN
83%

PE
8%

ROW
9%

 
Source: WSDOT State Rail and Marine Office 
 
The summaries above are very rough indicators, in part, due to the limited 
amount of data processing completed at this stage of freight rail statewide 
needs assessment.  However, they do provide some value and insight into 
statewide need.  The State Rail and Marine Office will continue to work 
with stakeholders to further clarify statewide need, improving the quality 
and quantity of the project information and analysis. 

Funding for Freight Rail 
All state and federal governments must address the needs for rail within 
the United States (U.S.).  At the federal level, there has not been a 
dedicated nor consistent source of funds for rail development.  This has 
resulted in rail receiving only 1 percent of the governmental expenditures 
as compared to the other transportation modes as shown in Exhibit 8-12 
below.  From 1995 to 2006, overall actual government funding for all 
modes has increased by 40 percent, with air transport doubling.  
Governmental support of rail expenditures remained at 1 percent of the 
total expenditure.  Highway funding, as the largest sector at $99 billion, 
lost expenditure shares over a 10-year period, dropping from 63 percent of 
the total down to 50 percent.  
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Exhibit 8-12: Governmental Transportation Expenditure by Mode 
($ Millions) 

Mode 1995 % of Total 2006 % of Total 

Highway $90,075 63% $99,784 50% 

Transit 25,460 18% 44,097 22% 

Rail 1,049 1% 1,548 1% 

Air 19,250 13% 41,195 21% 

Water 6,623 5% 10,888 5% 

Pipeline 24 0% 91 0% 

General Support  775 1% 1,795 1% 

Total $143,256 100% $199,398 100% 

Note: Percentages may not add correctly due to rounding. 

Source: U.S. Department of Transportation (USDOT), Bureau of Transportation 
Statistics, 2009 
 
Numerous studies have identified the need for increased rail investment 
nationwide.  Many of these studies called for the federal government to 
become a stronger rail investment partner. 
 
On the passenger rail side, the Passenger Rail Investment and 
Improvement Act of 2008 (PRIIA) authorized slightly more than 
$13 billion over a 5-year period to Amtrak and states to encourage the 
development of new and improved intercity rail passenger services.  The 
American Recovery and Reinvestment Act of 2009 (ARRA) provides the 
ability for states to apply for funds to design and build high-speed rail 
corridors for passenger movement.   
 
In addition to the high-speed rail grants, there are $27 billion of highway 
infrastructure funds available to states for “shelf” ready highway projects.  
States will receive the funds and will have 120 days to allocate those 
funds—each state has a large degree of freedom on what projects to fund.  
The $27 billion constitutes the majority of the funds destined for highway 
infrastructure spending under the stimulus act. 
 
A third source of grant funds under ARRA is Transportation Investment 
Generating Economic Recovery (TIGER) grants.  Eligible projects for this 
grant program include highway or bridge work normally funded under 
programs like the Surface Transportation Program; public transportation 
projects, such as those funded by the New Starts or Small Starts program; 
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passenger and freight rail infrastructure projects; and port infrastructure 
projects. 
 
Eligible TIGER grantees include state, local, tribal, and territorial 
government entities, such as transit agencies, port authorities, and 
multijurisdictional coalitions.  Award amounts will range from a minimum 
of $20 million to a maximum of $300 million, though the USDOT may 
waive the minimum threshold in the case of small projects. 
 
These are examples of a substantially increased role of the federal 
government in funding the nation’s passenger rail network.  At the state 
level, the state funding has been accomplished through small funding 
sources that need to be reauthorized every couple of years. 
 
Within the state the majority of the rail lines are privately owned and the 
majority of the passenger rail movements share these rail lines with 
freight.  The efforts of the federal government has helped leverage other 
limited resources to improve our rail systems.  But the needs for these rail 
system improvements always exceed the funding available for these 
improvements. 
 
The state has had a longstanding involvement in passenger rail service, 
investing heavily to develop the Amtrak Cascades intercity passenger rail 
service.  Since 1994 it has also provided emergency funding to failing 
short-line railroads and purchased specialized freight cars to ensure that 
agricultural shippers in the state have access to service and equipment. 
 
The Washington State Transportation Commission prepared and submitted 
the Statewide Rail Capacity and System Needs Study in 2006.  The key 
question asked by the legislature of this study was: “Should the state 
continue to participate in the freight and passenger rail system, and if so, 
how can it most effectively achieve public benefits?”  The conclusion was 
that the state should continue to participate in freight and passenger rail 
systems. 
 
The study concludes that the economic vitality of the state requires a 
robust rail system capable of providing its businesses, ports, and farms 
with competitive access to North American and overseas international 
markets.  However, it also concludes that the mainline rail system is 
nearing capacity.  Service quality is strained and rail rates are going up for 
many state businesses.  The pressure on the rail system will increase as the 
state economy grows over the long term.  It is recognized that although the 
long-term trend increases over time, there are major fluctuations year to 
year in the growth pattern.  The total freight tonnage moved over the state 
rail system is expected to increase by 2 to 3 percent per year for the next 
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20 years.  The state’s role is necessarily shaped by the fact that nearly all 
freight railroads are privately-owned, for-profit companies. 
 
The major freight railroads are investing to add capacity and improve 
service in the state, but their business practices and investment priorities 
are understandably driven primarily by the railroads’ national-level needs 
and competition.  The needs of state businesses and communities are just 
one part of the railroads’ considerations.  Additional investment and 
incentives for investment are needed to ensure a robust rail system that 
meets the state’s economic needs, as well as the railroads’ business needs. 
 
A carefully planned program of state investments, and other actions that 
are consistent with the policies recommended by that study, will allow the 
state to realize a higher level of public benefits—in economic growth, 
jobs, tax revenues, and reduced community impacts—from the rail system 
than would be obtained without state participation.  However, the state 
should invest only when it has been demonstrated that projects will deliver 
public benefits to the citizens and businesses of this state, and when it has 
been demonstrated that there is a low likelihood of obtaining those 
benefits without public involvement. 
 
Advances towards a national rail policy and funding framework were 
more modest in the federal Safe, Accountable, Flexible, and Efficient 
Transportation Equity Act: A Legacy for Users (SAFETEA-LU)2 than 
many had hoped for.  However, there is a growing recognition that 
multistate coalitions and the federal government will play a role in the 
future of the nation’s rail system because the scale of the rail system 
transcends state boundaries.  Recently, there has been emphasis in national 
transportation policy discussions of the need for a national rail policy to 
ensure that there is adequate investment to eliminate critical rail 
chokepoints and add needed capacity.  The emphasis has increased as 
states have considered the difficulties of accommodating more truck 
traffic on highways and as shippers and motor carriers face increased fuel 
costs and labor shortages. 
 
WSDOT is very active with the Federal Railroad Administration (FRA) in 
the development of the mandated National Rail Plan.  This participation at 
the national level will enable the state to influence the plan development 
so that the state’s needs are supported as well as the corridors and markets 
that are connected to the state’s economy.  

                                                 
2 SAFETEA-LU was the federal surface transportation authorization act that provides 
federal funding to state transportation agencies.  SAFETEA-LU was enacted in 2005 and 
expired in 2009. 
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Current Funding Sources 

State 

The state provides several funding sources for priority freight rail 
investment projects that provide statewide public benefits.  They are 
described by agency below. 
 
Each of these agencies has knowledgeable and effective staff, and each 
carries out its mandates effectively; however, the lack of a central point of 
contact and coordination makes it difficult for businesses, communities, 
and the railroads to deal with the state, and in some cases, weakens the 
state’s negotiating position. 

Washington State Department of Transportation 

WSDOT has the following funding programs: 

Freight Rail Investment Bank Program 
This grant program is managed by the State Rail and Marine Office.  The 
Governor and legislature provided $5 million for the Freight Rail 
Investment Bank (Rail Bank) grant program for the 2009-2011 biennium.  
It is anticipated the Washington State Legislature will continue allocating 
$5 million for Rail Bank projects in the following biennia.  The goal of the 
Rail Bank is to assist with the funding of smaller capital rail projects.  
Funds will be available for up to $250,000 and must be matched by at 
least 20 percent of funds from other sources. 
 
The Governor and legislature expect these projects to be prioritized using 
the following priorities, in order of relative importance: 
 
1. Economic, safety, or environmental advantages of freight movement 

by rail compared to alternative modes. 
2. Self-sustaining economic development that creates family-wage jobs. 
3. Preservation of transportation corridors that would otherwise be lost. 
4. Increased access to efficient and cost-effective transport to market for 

the state’s agricultural and industrial products. 
5. Better integration and cooperation within the regional, national, and 

international systems of freight distribution. 
6. Mitigation of impacts of increased rail traffic on communities.  
 
Prior to 2009 the Rail Bank program was open to public sector 
participants only, participants such as publicly-owned railroads, port 
districts, rail districts, and local governments.  However, in 2009 the 
legislature opened the loan program to eligible private sector 
organizations with projects that will further the state interest.  
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Eligible projects must have one or more of the following state benefits: 
 
 Advance the state economic development goals. 
 Leverage state participation by allocating cost responsibilities among 

beneficiaries. 
 Demonstrate that there is a low likelihood of obtaining public benefits 

without public involvement. 
 
Project examples include: 
 
 Strategic multimodal consolidation centers.  Project proponents to 

provide: 
o Service agreement from the BNSF Railway and/or the Union 

Pacific Railroad. 
o Volume commitment from shippers. 
o Business analysis of value offered. 

 Rail rolling stock purchases (powered or unpowered). 
 Intermodal transfer or transload facilities or terminals, including 

attached fixtures and equipment used exclusively for this facility. 
 Terminals, yards, roadway buildings, fuel stations, or railroad wharves 

or docks, including attached fixtures and equipment used exclusively 
in the facility. 

 Railroad signal, communication, or other operating systems, including 
components of such systems that must be installed on locomotives or 
other rolling stock. 

 Siding track. 
 Railroad grading or tunnel bore. 
 Track including ties, rails, ballast, or other track material. 
 Bridges, trestles, culverts, or other elevated or submerged structures. 

Freight Rail Assistance Program 
This is a grant program where the Washington State Legislature 
authorized WSDOT to provide grants to: 
 
 Support branch lines and light density rail lines. 
 Provide or improve rail access to ports. 
 Maintain adequate mainline capacity. 
 Preserve or restore rail corridors and infrastructure. 
 
As required by Revised Code of Washington Chapter 47.76, projects must 
be shown to maintain or improve the freight rail system in the state and 
benefit the state’s interests.  Project proposals may be submitted if they 
include one or more of the following benefits to the state: 
 
 Improve freight mobility. 
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 Increase economic development opportunities. 
 Increase domestic and international trade. 
 Preserve or add jobs. 
 Reduce roadway maintenance and repair costs. 
 Reduce traffic congestion. 
 Improve port access. 
 Enhance environmental protection. 
 Enhance safety. 
 Support economic viability of branch lines or light density lines. 
 Maintain adequate mainline capacity. 
 Preserve or restore rail corridors and infrastructure. 
 
Project examples include: 
 
 Rehabilitate tracks or restore tracks that were removed. 
 Upgrade tracks to handle heavier rail cars and/or improve system 

velocity. 
 Provide a rail connection to existing industries not currently served by 

rail. 
 Develop rail infrastructure that can be proven essential to attract new 

businesses. 
 Repair damaged rail infrastructure. 
 Increase rail system capacity and/or velocity in general. 
 Preserve a rail corridor. 
 Improve connections to a port or transload facility. 
 Construct transload or other facilities. 
 Purchase or rehabilitate railroad equipment. 
 
The Washington State Legislature has allocated $2.75 million for freight 
rail assistance projects in 2009-2011.  The legislature will determine how 
those funds will be spent based upon the applications submitted through 
WSDOT.  Appendix 8-B shows a list of historical and planned projects 
managed by WSDOT. 
 
Two other boards that were created by the Washington State Legislature 
as mentioned in Chapter 6 are the Freight Mobility Strategic Investment 
Board (FMSIB) and Washington Community Economic Revitalization 
Board.  Both agencies have grant programs for qualified projects. 

Grain Train Revolving Fund 
This revolving fund is a financially self-sustaining transportation program 
that supports Washington’s farmers, short-line railroads, and rural 
economic development.  The Washington State Grain Train Program 
operates without taxpayer subsidy.  Operations of the Grain Train began in 
1994 and it has grown to a 89-grain car fleet (71 are owned by the state, 
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and 18 are owned by the Port of Walla Walla).  Currently, WSDOT is in 
the process of acquiring an additional 29 cars. 
 
The grain train’s day-to-day business operations support a unique 
revolving fund that pays for fleet expansion.  It is an excellent example of 
a self-sustaining state financing model.  The expansion financing is set up 
as follows: 
 
 The grain shippers pay the railroads a haulage fee for the grain 

movement to the deepwater ports.  The Class I railroads and the short 
lines share these haulage fees. 

 The Class I railroads then pay the short line a “rental” fee for the use 
of the publically-owned grain hopper cars.  These rental fees are 
deposited directly into the accounts managed by each of the three port 
districts; a portion of these funds are used for grain car maintenance, a 
portion is set aside for eventual car replacement (estimated 20-year 
life), and the rest is set aside and used as a “revolving’ fund that is 
periodically tapped for fleet expansion. 

 Once the revolving fund has grown large enough to purchase used 
grain hopper cars (a standard 26-car set plus three extras), a process is 
put into place to locate and purchase the said cars. 

Federal 

The funding sources described in this section are continuations of existing 
programs or were newly created by the SAFETEA-LU legislation.  There 
had been high hopes that Congress would take a bolder stance on funding 
flexibility as part of the reauthorization process and allow funding of rail 
projects from highway provisions as was done for transit; however, this 
did not happen.  There were successes, including the new provisions for 
Transportation Infrastructure Finance and Innovation Act (TIFIA) loans 
that allowed funding of freight projects.  However, there continues to be a 
lack of diversity of funding sources for freight projects.  This continues to 
be an obstacle to a major national funding program for rail.  Highway 
agencies, much of the trucking industry, and portions of the construction 
industry are opposed to changing federal law to allow the Highway Trust 
Fund to be used for investments in non-highway projects, fearing that this 
will aggravate the current and expected shortfalls in investments in 
highways.   
 
Another disappointing aspect of the 2005 federal surface transportation 
reauthorization process was the degree to which promising new programs 
were subject to project earmarks and how little discretion the USDOT was 
given in implementing these programs.  This was particularly true of the 
National Corridor Infrastructure Improvement Program, the Projects of 
National and Regional Significance, and the Freight Intermodal 
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Distribution Pilot Grant Program.  Almost all funds in those programs 
were earmarked by Congress to specific projects. 
 
Nonetheless, the Federal Highway Administration (FHWA) is preparing 
regulations for these programs with the intent of influencing the character 
of the projects that were earmarked by Congress.  While this might seem 
to be of little importance, it may still be beneficial for the state to 
comment on the regulations and to meet with the FHWA staff to influence 
the regulations for these programs and their future directions.  This could 
set the stage for a more favorable outcome in the next reauthorization (as 
well as ensure that any project earmarks received by the state can be 
implemented consistent with the state’s rail policies). 

Congestion Mitigation and Air Quality Program 

The Congestion Mitigation and Air Quality (CMAQ) Program was created 
in 1991 by the Intermodal Surface Transportation Efficiency Act.  CMAQ 
was created to provide innovative funding for transportation projects that 
improve air quality and help achieve compliance with national air quality 
standards set forth by the Clean Air Act.  CMAQ funds are often used for 
freight and passenger projects, including priority control systems for 
transit vehicles, intermodal facilities, rail track rehabilitation, and new rail 
sidings.  CMAQ funds also can be used for construction activities that 
benefit private companies; if it can be shown that the project will improve 
air quality by removing trucks off the road.  SAFETEA-LU provided 
$8.6 billion for the CMAQ program for the FY2006 through FY2009 
period.  The funds were fully allocated to the individual states.  The state 
received approximately $153.241 million for FY2004 to FY2009.  
 
Because CMAQ funds are allocated to states based on the population of 
local areas in the state that are in noncompliance, or seeking to maintain 
compliance with national standards for ozone and carbon monoxide, there 
is little that the state can do to increase its share.  However, it can estimate 
its next CMAQ allotment and make plans for packaging funds with other 
sources to create the largest benefit to the rail system.  Projects that will 
result in either maintaining or adding to the amount of traffic diverted 
from autos and trucks to rail would be particularly well suited for these 
funds. 

Capital Grant Program for Rail Line Relocation and Improvement 
Projects 

The Capital Grant Program for Rail Line Relocation and Improvement 
Projects was created under Section 9002 of SAFETEA-LU to fund local 
rail line relocation and improvement projects.  States were eligible to 
receive grant funds from this program for the following types of rail 
projects: 
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 Rail line improvement projects serving the purpose of mitigating the 

impacts of rail traffic on safety, motor vehicle traffic flow, community 
quality of life, and/or economic development. 

 Rail line relocation projects involving a lateral or vertical relocation of 
any portion of the rail line. 

 
Section 9002 of SAFETEA-LU3 authorized, but did not appropriate, 
$350 million per year for the FY2006 through FY2009 period.  According 
to the grant allocation requirements slated under this program, at least 
50 percent of the grant funds awarded under this program in a fiscal year 
must have been provided as grant awards, not to exceed $20 million each.  
The state or non-federal entity receiving the grant was required to pay at 
least 10 percent of the total cost of the project being funded by this grant 
program. 

Projects of National and Regional Significance Program 

The Projects of National and Regional Significance (PNRS) Program was 
created by Section 1301 of SAFETEA-LU to provide grant funds for high-
cost projects of national or regional significance.  Projects eligible for 
funding under this program included any surface transportation project 
authorized under 23 United States Code (USC) for assistance, including 
freight rail projects.  In addition, projects must have had a total eligible 
project cost greater than or equal to the minimum of $500 million; or 
75 percent of the total federal highway funds apportioned to the state 
where the project was located (in the most recent fiscal year).  Federal 
shares for this program were generally 80 percent of total project cost. 
 
Eligible project activities included development phase activities, right-of-
way acquisition, construction, reconstruction, rehabilitation, 
environmental mitigation, construction contingencies, equipment 
acquisition, and operational improvements.  Funds were allocated to 
projects based on a competitive evaluation process based on the ability of 
projects to satisfy criteria that included, but were not limited to, generating 
national economic benefits, reducing congestion, and improving 
transportation safety. 
 
SAFETEA-LU authorized $1.602 billion for this program from FY2006 to 
FY2009.  In the future, the state should consider positioning several of the 
larger rail infrastructure projects for PNRS funding, if available under the 
next transportation funding authorization.  The state also should consider 
supporting projects under this program that are located in other states, but 
have significant benefits to this state.  
                                                 
3 SAFETEA-LU authorization ended September 2009; no reauthorization has been 
passed at this time. 
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Freight Intermodal Distribution Pilot Grant Program 

The Freight Intermodal Distribution Pilot Grant Program was created 
under Section 1306 of SAFETEA-LU to provide grant funds to states to 
facilitate and support the development of intermodal freight transportation 
initiatives at the state and local levels.  This Pilot Grant program was for 
congestion reduction and safety enhancements, and to provide capital 
funds to address freight distribution and infrastructure needs at intermodal 
freight facilities and inland ports.  This was a pilot program and Congress 
earmarked all the grant funds from this program, totaling $30 million, to 
five states (Alaska, California, Georgia, North Carolina, and Oregon) for 
six projects, with each project receiving $1 million for the five years from 
FY2005 through FY2009. 

United States Department of Commerce 
Economic Development Administration Funds 

The United States Department of Commerce’s Economic Development 
Administration (EDA) provides grants for economic development projects 
in economically distressed industrial sites.  A critical objective of the 
program is to promote job creation and/or retention in the region.  Eligible 
projects must be located within an EDA-designated redevelopment area or 
economic development center.  Freight-related projects that are eligible 
for funding from this program include industrial access roads, port 
development and expansion, and railroad spurs and sidings. 
 
Evidence of the economic distress that the project is intended to alleviate 
is required of the grantees.  The program provides grant assistance up to 
50 percent of a project cost; however, it can provide up to 80 percent of 
cost for projects located in severely depressed areas.  During the fiscal 
year 2008, the EDA awarded 146 grants for $281 million.  EDA funds 
have been used as a funding source by at least one rail project in the state 
in the past.4  This funding source should be considered for state rail 
improvement projects, such as industrial rail spurs and sidings in 
industrial areas, that can be shown to support employment growth and 
contribute to economic development. 

U.S. Department of Agriculture 
Community Facilities Program 

The U.S. Department of Agriculture Community Facilities Program 
provides three types of funding for the construction, enlargement, 
extension, or improvement of community facilities in rural areas and 
towns with a population of 20,000 or less.  The three programs are: 
 

                                                 
4 D St. Project in Tacoma, WA. 
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1. Direct Community Facility Loans. 
2. Community Facility Loan Guarantees. 
3. Community Facility Grant Program. 
 
Grant assistance is available for up to 75 percent of project cost.  Rail-
related community facilities eligible for funding from this program include 
rail spurs serving industrial parks, and other railroad infrastructure in the 
region, such as yards, sidings, and mainline tracks. 
 
The Community Facility Program amounted to $297 million in direct 
loans, $208 million in loan guarantees, and $17 million in grants for 
FY2007.  The average loan, loan guarantee, and grant amounts are 
estimated to be $442,000, $860,000, and $32,000, respectively.  This 
funding source could be used by the state for rail improvement projects in 
rural agricultural and industrial regions. 

Produce Rail Car Program 

This project, modeled on the successful Washington Grain Train project, 
provides refrigerated rail cars to help address the critical shortage of 
railcars for Washington farmers and agricultural shippers.  These farmers 
and shippers need to move perishable commodities like fruit and 
vegetables to ports and other markets. 
 
In 2001, the Washington State Potato Commission and Washington Potato 
& Onion Association proposed the program because rail-car shortages 
were becoming an annual problem for perishable product shippers. 
 
Washington legislators passed a produce rail car law in 2003.  Senator 
Murray secured $2 million in funding from the 2004 and 2005 omnibus 
appropriation bills to make this project fully operational.  

Federal Rail Assistance Program 

This is a state administered federal matching program for projects 
associated with light density rail lines that is currently not funded. The 
program was originally established in 1973 to provide financial assistance 
to states for the continuation of rail freight service on abandoned light 
density lines in the Northeast. The Railroad Revitalization and Regulatory 
Reform Act of 1976 expanded the program to all states and to lines 
threatened with abandonment.  Funding for this program has not been 
re-authorized since 1989.  However, some states used Local Rail Freight 
Assistance Program funds to create revolving loan programs, which 
permitted new loans to be made as existing loans were repaid. 
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Federal Loans and Tax Credits 

The funding programs described in this section include both loans and 
credit enhancement programs.  In the case of loans, a project sponsor 
borrows funds directly from a state Department of Transportation (DOT) 
or the federal government under the condition that the funds will be 
repaid.  Credit enhancement involves the state DOT or the federal 
government making the funds available on a contingent, or standby, basis.  
An example of this is a TIFIA loan guarantee.  This type of credit 
enhancement helped to reduce the risk to investors and, thus, allowed the 
project sponsor to borrow at lower interest rates. 
 
Several loan and credit programs that can be used to finance freight rail 
projects at the state level were created or changed substantially in 
SAFETEA-LU.  These include: 
 
 The Railroad Rehabilitation and Investment Financing Program 

(RRIF), which saw a tenfold increase in funding, from $3.5 billion to 
$35 billion between 2000 and 2006. 

 TIFIA, which widened the definition of eligible projects to include 
freight rail projects.  Eligible projects included projects that 
improved/facilitated public or private freight rail facilities that 
provided benefits to highway users, intermodal freight transfer 
facilities, and port terminals and port access. 

 Private Activity Bonds (PABs) were established as a new source of 
funding in SAFETEA-LU.  This reauthorization of the surface 
transportation bill amended the Internal Revenue Service (IRS) code 
to allow use of PABs for highway and freight transfer facilities.  
PABs, otherwise known as tax-exempt facility bonds, were qualified 
bonds, which meant that interest on the bonds was excluded (not 
subject to income reporting) for federal income tax purposes in the 
gross income of recipients.  With this qualified status and the resulting 
tax benefit to investors, exempt facility bonds was offered at lower 
interest rates, reducing the cost of financing projects for the bond 
issuer. 

 
These three actions helped to widen the pool of funding available to 
freight rail projects.  They are explained in greater detail below. 

Railroad Rehabilitation and Investment Financing Program 
Section 9003 of SAFETEA-LU amended the RRIF program, which was 
created originally under Section 7203 of the 1998 Transportation Equity 
Act for the 21st Century (TEA-21).  The RRIF program, administered by 
the FRA, provided financial assistance in the form of direct loans and loan 
guarantees to eligible recipients for the following types of rail projects: 
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 Acquisition, improvement, or rehabilitation of freight (intermodal or 
carload) and passenger rail equipment and facilities, including tracks, 
yards, bridges, etc. 

 Refinancing of outstanding debt incurred in the acquisition, 
improvement, or rehabilitation of freight and passenger rail equipment 
and facilities. 

 Development of new freight and passenger rail facilities. 
 
The RRIF program did not provide financial assistance for rail operating 
expenses.  Recipients eligible for direct loans and/or loan guarantees from 
the program included public and private entities, railroads, joint ventures 
(including at least one railroad), limited-option freight shippers (e.g., 
shippers who owned a plant or facility served by no more than a single 
railroad), and interstate compacts consented to by Congress under 
Section 410(a) of the Amtrak Reform and Accountability Act of 1997.  
Thirteen loans, totaling $517 million, have been issued since 2002.  The 
smallest and largest loans approved were $2.1 million for the Mount Hood 
Railroad and $233 million for the Dakota, Minnesota, and Eastern 
Railroad. 
 
Direct loans from the program were used to finance 100 percent of the 
total project cost, while loan guarantees were made for up to 80 percent of 
the cost of a loan, for terms up to 35 years.  The program required 
applicants to cover the subsidy costs through payment of a “credit risk 
premium” equal to a fraction of the loan amount calculated based on the 
financial viability of the applicant and the value of the collateral provided 
to secure the debt. 

Transportation Infrastructure Finance and Innovation Act 
TIFIA was created in 1998 by TEA-21.  The strategic goal of this program 
was to leverage limited federal resources and stimulate private capital 
investment by providing credit assistance (up to one-third of the project 
cost) for major transportation investments of national or regional 
significance.  The program had a project cost threshold for eligibility, 
which is the lower of $50 million or 33 percent of a state’s annual federal-
aid apportionment for highway projects. 
 
SAFETEA-LU expanded TIFIA eligibility to certain private rail projects.  
Eligibility for freight facilities included the following: 
 
 Public or private freight rail facilities providing benefits to highway 

users. 
 Intermodal freight transfer facilities. 
 Access to freight facilities and service improvements, including capital 

investments for Intelligent Transportation Systems. 
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 Port terminals, but only when related to surface transportation 
infrastructure modifications to facilitate intermodal interchange, 
transfer, and access into and out of the port. 

 
The TIFIA credit program offered three distinct types of financial 
assistance: secured (direct) federal loans to project sponsors; loan 
guarantees by the federal government to institutional investors; and 
standby lines of credit in the form of contingent federal loans.  
 
Federal credit assistance from this program could not exceed 33 percent of 
the total project cost.  SAFETEA-LU authorized $122 million per year to 
pay the subsidy costs of supporting federal credit under TIFIA.  There was 
no limit on amount of credit assistance that was provided to borrowers in a 
given fiscal year.  Repayment of TIFIA loans came from tolls, user fees, 
or other dedicated revenue sources.  As of July 2006, TIFIA assistance 
amounted to $3.2 billion, leveraging $13.2 billion of investment in 
14 transportation projects.  
 
TIFIA has been a promising funding source that should be reviewed for 
applicability by the state during authorization of the successor bill to 
SAFETEA-LU. 

State Infrastructure Bank 
The State Infrastructure Bank (SIB) program was started as a pilot 
program that was authorized under Section 350 of the National Highway 
System Designation Act of 1995 (NHS).  SIBs are revolving infrastructure 
investment funds, which are established and administered by states and are 
eligible for capitalization with federal-aid highway apportionments and 
state funds.  The purpose of SIBs is to provide innovative and flexible 
financial assistance to states for rail, highway, and transit projects in the 
form of loans and credit enhancements.  The state should consider 
establishing an SIB.  Financial assistance is available to public and private 
entities through SIBs.  The assistance includes below market rate 
subordinate loans, interest rate buy-downs on third-party loans, loan 
guarantees, and line of credit.  Law makers should be encouraged to 
include this program in reauthorization packages.  The following federal 
transportation funds may be used to capitalize SIBs: 
 
 Highway Account.  Up to 10 percent of the federal-aid highway 

apportionments to the state for the NHS program, Surface 
Transportation Program, Highway Bridge Program, and the Equity 
Bonus. 

 Transit Account.  Up to 10 percent of the federal funds for transit 
capital projects under Urbanized Area Formula Grants, Capital 
Investment Grants, and Formula Grants for other than Urbanized 
Areas. 
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 Rail Account.  Federal funds for rail capital projects under Subtitle V 
(Rail Programs) of Title 49 USC. 

 
A state that sets up and uses an SIB is obliged to match the federal SIB 
capitalization funds on an 80 to 20 federal/non-federal basis.  The 
exception is funds from the highway account, where a sliding-scale 
matching provision applies. 

Railroad Track Maintenance Credit 

The Railroad Track Maintenance Credit authorized under Section 45G of 
the IRS Code provides tax credits to qualified taxpayers for expenditures 
on railroad track maintenance on railroad tracks owned or leased by a 
Class II or a Class III railroad. 
 
The amount of tax credit provided equals 50 percent of the qualified 
railroad track maintenance and rehabilitation expenditures.  Qualified 
railroad track expenditures include all expenditures towards maintenance 
and rehabilitation of railroad track, including roadbed, bridges, and related 
track structures. 
 
Eligible taxpayers qualifying for this credit include any Class II or 
Class III railroad, and any person transporting property on a Class II or a 
Class III railroad facility, or furnishing railroad-related property or 
services to a Class II or a Class III railroad on miles of track assigned to 
such person by the Class II or Class III railroad.  The maximum credit 
allowed under this program is $3,500 per mile of railroad track owned or 
leased by an eligible taxpayer, or railroad track assigned to the eligible 
taxpayer by a Class II or a Class III railroad that owns or leases the 
railroad track.  This credit program, which was released in 2004, was for a 
3-year period from December 31, 2004 to December 31, 2007. 
 
However, for eligible taxpayers not having enough taxable income to 
make full use of the credit, the credits can be carried forward for a 20-year 
period. 

Ports 

Ports have multiple external financing options.  One of these is the ability 
to issue private activity bonds. 

Private Activity Bonds (Tax Exempt Bonds) 

Title XI Section 11143 of SAFETEA-LU amended Section 142(a) of the 
IRS Code to allow the issuance of tax-exempt private activity bonds for 
highway and freight transfer facilities.  States and local governments were 
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allowed to issue tax-exempt bonds to finance highway and freight transfer 
facility projects sponsored by the private sector. 
 
SAFETEA-LU included a cap of $15 billion on private activity bonds.  
Passage of the private activity bond legislation reflected the federal 
government’s desire to increase private sector investment in U.S. 
transportation infrastructure.  Providing private developers and operators 
with access to tax-exempt interest rates lowered the cost of capital 
significantly, enhancing investment prospects.  Increasing the involvement 
of private investors in highway and freight projects also generated new 
sources of money, ideas, and efficiency. 
 
A tax-exempt bond is an obligation issued by a state or local government, 
where the interest received by the investor is not taxable for federal 
income tax purposes.  Because of the exception of federal income tax on 
the interest earned, these bonds have a lower cost of financing compared 
to taxable bonds.  Section 11143 of SAFETEA-LU created a new type of 
exempt facility eligible to be financed with tax-exempt bonds—the 
qualified highway or surface freight transfer facility.  The new type of 
exempt facility bonds could be used to finance certain projects for surface 
transportation, projects for certain international bridges or tunnels, or 
facilities to transfer freight from truck to rail or rail to truck, provided the 
project or facility received federal assistance.  In general, the law limited 
the total amount of such bonds to $15 billion and directed the Secretary of 
Transportation to allocate this amount among qualified facilities. 
 
Section 142(m) 1) defines “qualified highway or surface freight transfer 
facilities” as: 
 
(A) Any surface transportation project that receives federal assistance 

under Title 23 USC (as in effect on August 10, 2005, the date of the 
enactment of Section 142(m)); 

(B) Any project for an international bridge or tunnel for which an 
international entity authorized under federal or state law is responsible 
and which receives federal assistance under Title 23 USC (as so in 
effect); or 

(C) Any facility for the transfer of freight from truck to rail or rail to truck 
(including any temporary storage facilities directly related to such 
transfers) that receives federal assistance under Title 23 or Title 49 as 
so in effect. 
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Private 

Other Funding Sources 

The other source of funding for freight rail projects that must not be 
overlooked is investments by the railroads.  In 2006 U.S. Class I freight 
railroads spent more than $8.3 billion laying new track, buying new 
equipment, and improving infrastructure.  This was a 21 percent increase 
from 2005 and represented record levels of investment.5  Much of this 
money went toward maintenance of existing facilities, but there was 
significant double-tracking and siding construction to expand freight rail 
capacity along several high-density routes. 
 
The emergence of both the public and private sectors to enter into new 
partnerships, such as the Alameda Corridor in southern California and the 
Chicago Region Environmental and Transportation Efficiency (CREATE) 
project in Chicago, are the most likely scenario of the future funding for 
large-scale rail projects.  Multistate coalitions, such as those pioneered by 
the I-95 Corridor Coalition with its Southeastern Rail Operations Study 
(SEROps), hold promise as models for how states and private freight 
railroads can work together in the future.  AASHTO’s new Freight Bottom 
Line Report is attempting to define directions for national rail freight 
policy, recognizing the need to define a national rail network and better 
understand the chokepoints in this network.  Recent funding increases 
proposed for Amtrak and the strong role that a number of states have taken 
in intercity passenger rail also suggest directions for future public funding 
of the passenger rail system. 
 
The state continues to take an aggressive position in promoting an 
appropriate role for the public sector in shaping the future of the private 
rail system.  By clearly defining when and how the public sector should 
play a constructive role in partnership with the private sector to advance 
rail system goals, this state is a leader in the national rail policy 
discussion.  By examining emerging directions in this national discussion, 
the state also can position itself effectively to take advantage of emerging 
funding opportunities and offer itself as a model for the rest of the nation.  
As growth in trade and passenger travel put increasing pressure on the 
state’s rail system, the necessity of protecting, maintaining, and growing 
the system will be viewed as a crucial aspect of the state’s economic well 
being. 

                                                 
5 Association of American Railroads, “Major Freight Railroads to Invest $8.3 Billion in 
Infrastructure in 2006,” March 16, 2006, retrieved from 
www.aar.org/Index.asp?NCID=3582. 
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Public-Private Partnerships 

Public-Private Partnerships (PPP) are contractual agreements formed 
between a public agency and a private-sector entity that allow for greater 
private-sector participation in the delivery of transportation projects.  
Expanding the private-sector role allows the public agencies to tap 
private-sector technical, management, and financial resources in new ways 
to achieve certain public agency objectives, such as greater cost and 
schedule certainty, supplementation of in-house staff, innovative 
technology applications, specialized expertise, or access to private capital. 
 
To address future capacity issues from the growth in freight, the freight 
railroads have indicated an interest in participating in PPPs that provide 
tangible benefits for both the public and private sectors.  As referenced 
above, the Alameda corridor is an example of a PPP—it is a $2 billion, 
20-mile rail expressway connecting the Ports of Los Angeles and Long 
Beach with rail yards near downtown Los Angeles.  Some other successful 
freight rail related PPPs are:6 
 
 CREATE – a $1.5 billion project to improve rail freight connections 

involving the state of Illinois, city of Chicago, and major freight and 
passenger railroads serving the region. 

 Heartland Corridor – a $200 million multistate partnership with 
Norfolk Southern to increase the flow of goods between the East Coast 
and Chicago. 

 Reno Trench – a multimillion-dollar project that separates trains 
running through downtown Reno, Nevada from motor vehicle traffic. 

Strategies 
State Rail and Marine Office actions should be guided by the general 
principles in the Statewide Rail Capacity and System Needs Study (2006).  
These principles should be followed when sufficient public benefits are 
identified to justify public participation in the preservation and 
improvement of the rail transportation system: 
 
 Emphasize operations and nonfinancial participation in projects 

before capital investment.  The state should give priority to 
preserving and improving rail transportation through leadership, 
planning, permitting, maintenance, and operations that leverage 
existing rail infrastructure and services rather than through capital 
investment. 

                                                 
6 Association of American Railroads, “Public-Private Partnerships for Freight Rail 
Infrastructure Projects”, February 2008. 
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 Preserve and encourage competition.  Investment in one railroad’s 
infrastructure can change the competitive balance among railroads to 
the detriment of the overall system.  Before making an investment that 
directly benefits only one rail company, the state should conduct a 
comprehensive analysis of competitive impacts on other rail carriers 
and users. 

 Target actions to encourage private investment that advances the 
state’s economic development goals.  State actions should influence 
railroad investment decisions so that rail improvements generate 
greater benefits to the state than could be achieved if the state did not 
invest. 

 Leverage state participation by allocating cost responsibility 
among beneficiaries.  The state should not invest in the private rail 
system unless the railroads and other beneficiaries participate in 
proportion to their benefits and risks. 

 Require projects to have viable business plans.  Funding from the 
state should be contingent upon demonstration that the project 
proponent has rail service and customer agreements in place in order 
to make the project financially viable.  

 
Additional strategies that WSDOT should consider are: 
 
 Establish a State Infrastructure Bank.  Refer to page 8-24 for more 

information on the State Infrastructure Bank program. 
 Continue as a leader in the development of the National Rail Plan.  

This leadership role is an important asset for the state as the 
development of the plan can be influenced to make sure that the final 
plan supports the needs of the state, the corridors that carry the state’s 
cargo, as well as the markets that are the foundation for the state’s 
economy. 

 Maximize the use of federal funding available through federal 
transportation funding programs.  This is especially true for 
intercity passenger rail and for multistate initiatives.  Federal funding 
support for freight rail investments has traditionally been offered 
through a mixture of grants, loans, and credit enhancement programs. 

 Be active in the development of the authorization of the next 
surface transportation bill advocating for programs that benefit 
Washington State’ rail programs.  Position WSDOT for any pilot 
projects that become available in the authorization, such as the state of 
Oregon involvement in the Freight Intermodal Distribution Pilot Grant 
Program under SAFETEA-LU.  

 Continue to engage the railroads in public-private partnerships, 
with a goal of sustaining a freight and passenger rail system that 
provides benefits to both. 
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 Remain active in regional and national rail issues, to ensure that 
state investments achieve maximum value, and to ensure that 
efficient access to and from the state is maintained.  States have 
been very effective at supporting and funding improvements on short-
line railroads and funding spot improvements on Class I lines solely 
within their jurisdictions, but states have been less effective at funding 
corridor-scale rail improvements that cross state boundaries.  The 
Class I railroads long ago reorganized themselves to invest and operate 
at the regional and national scale.  The states and the federal 
government have not built comparable institutional mechanisms to 
plan, negotiate, and finance large multistate rail projects.  WSDOT 
should pursue multistate projects that sufficiently benefit the state. 

 Strengthen coordination with state economic development 
agencies to ensure that rail investments are supporting and 
spurring the desired economic growth.  Evaluation of rail 
investments need to consider the type of business, so focus is placed 
on industries important to the state’s current economy, or are targeted 
as important to sustain the state’s future economy.  These include, but 
are not limited to, agriculture, international trade, energy, and 
construction. 

 Continue to support maintenance and modernization of the rail 
system to enhance local freight and passenger rail service, when 
public benefits to the state, residents, and shippers can be 
demonstrated.  It also includes supporting new technologies, 
especially when those technologies support WSDOT long-term 
transportation goals. 

 Support investment in freight and passenger rail projects that 
enrich quality of life and support responsible environmental 
stewardship.  This includes projects that reduce transportation delays, 
improve transportation safety, improve air quality, reduce noise, and 
reduce other negative transportation impacts to communities. 

 Develop a strategy for passenger rail services in the state outside 
the intercity (Amtrak Cascades) and Sound Transit areas.  This 
would address the growing requests and needs and establish a 
methodology for integrating this into future rail plans. 

Vision for Future Funding 
For the state rail system to serve the many roles described in this plan, the 
system must be maintained and expanded when and where necessary.  As 
the past has shown, leaving this funding responsibility to the private 
railroads alone may not result in a rail system that meets the needs of the 
state and the nation.  These needs include the ability to compete in the 
global economy by improving the intermodal connectivity and assuring 
both public and private benefits to all stakeholders.  The responsibility for 
funding the necessary investments for the rail system to serve both state 
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and interstate commerce should be shared, where appropriate, among the 
private railroads that own much of the rail infrastructure and the various 
levels of government. 
 
There needs to be a stable, predictable funding partnership consisting of 
the railroads (including Amtrak), the federal government, and state 
government to invest in rail transportation.  This is in parallel to funding 
mechanisms for other modes of transportation, such as highways, transit, 
and aviation.  The state’s investment policy supports sharing of project 
funding among the partners in relation to the benefits received.  The share 
of funding for specific projects will differ based upon the specific type of 
investment and benefit attributes.  The funding package must be 
developed on the demonstrated benefits received by all parties. 

Federal 

The enactment of PRIIA and ARRA are examples of the expansion of the 
federal role in this partnership.  These two authorizations are examples of 
good models that should be expanded into the freight rail funding arena.  
These models would provide infusion of federal funding for freight rail 
investments that benefit interstate commerce, the environment, and the 
public.  Funding infrastructure projects—such as the removal of network 
bottlenecks that impede interstate commerce, last mile access to ports of 
entry, and constructing rail-truck or rail-barge intermodal transfer 
facilities—have these interstate commerce and public benefits. 
 
Funding from government should be dedicated and predictable so that rail 
investments can be adequately included in transportation plans and 
programs.  New federal funding programs should be multi-year and not 
depend on annual appropriations from Congress.  A dedicated, predictable 
funding source for future rail investments is needed at both the federal and 
state level.  Continuing and supplementing state funding with a dedicated 
funding source for rail will provide an advantage to the state in the ability 
to leverage future federal aid as well as leverage longer-term 
commitments from the private railroads. 

State 

The current dependency on bi-annual appropriations from state 
government makes funding for longer-term rail investments difficult to 
predict.  In addition, similar to capital program development for other 
modes, rail projects start as proposals and require planning and 
engineering during the early project development process in order to result 
in a specific project with detailed cost and schedule.  A dedicated funding 
source needs to be indentified and implemented. 
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This plan contains the results of the survey of the rail industry’s 20-year 
needs for freight-related infrastructure improvements and presents the 
WSDOT State Rail and Marine Office’s rail investment strategy for 
freight rail infrastructure improvements.  The strategy presented in 
Chapter 4 is intended as a guide for WSDOT in selecting future freight 
projects. 
 
Freight rail investments identified in the rail needs survey total more than 
$2.0 billion over the next 20 years.  The project sponsors as a whole have 
only identified committed funds for 10 percent of the total need.  Thus, 
90 percent of the $2 billion, or $1.8 billion, is needed to complete the 
funding packages of the identified projects.  Many of the projects do not 
even have a targeted funding plan.   
 
In addition,the listing is an underestimate of the total need, due to the fact 
that it does not include projects that are private in nature or are joint 
investments that benefit both freight and passenger service.  It should be 
noted that the list does not include the cost of Mega projects, such as the 
crowning of Stampede Pass tunnel, or the investments required to develop 
the multistate national corridor from the Puget Sound to Chicago. 
 
Traditionally, the state, through WSDOT’s State Rail and Marine Office 
and FMSIB, has assisted the freight railroads in improving their 
infrastructure where there is a clear public benefit.  Projects that improve 
the railroads’ ability to divert truck traffic from overburdened highways, 
construct intermodal facilities, reduce vehicle emissions, and increase 
safety rail-highway crossings all have public benefits.  Many rail 
investments have significant economic development benefits such as port 
access improvements.  While many projects have public benefits, the rail 
freight infrastructure investments will continue to be a primary benefit to 
the railroads and their stakeholders and should be funded as such. 
 
This rail plan recommends that the state continue to support freight rail 
infrastructure improvements that have demonstrated public benefit.  
Future federal funding programs to increase investment in freight service 
should also be implemented. 

Summary 
There are existing funding programs at the federal and state levels that 
provide some opportunity of funding freight rail projects.  However, these 
programs are relatively small or narrowly focused, while there is a rapidly 
growing need to increase investment in rail transportation.  The enactment 
of PRIIA is an excellent example of a multi-year authority for Amtrak and 
creates new federal funding programs for intercity passenger rail.  PRIIA 
authorizes a rail passenger funding program for states to use to improve 
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and expand passenger rail service, similar to federally funded programs 
for other transportation modes.  A comparable program for freight rail 
should be enacted at the federal level. 
 
Additional investment from both public and private sources will be needed 
in the future to address existing freight rail infrastructure needs and allow 
for growth in freight rail systems to serve the economy. 
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Chapter 9: Challenges and Opportunities  
 
The proceeding chapters of this plan have indentified and discussed a 
number of freight rail issues in Washington State (state).  The majority of 
the issues concern rail capacity of the rail system and funding for the 
needed infrastructure improvements.  The challenges are summarized 
below followed by an action plan formulated around the six goals that 
have been developed by the State Rail and Marine Office in conjunction 
with the State Freight Rail Advisory Committee (Advisory Committee). 

Transportation Challenges 
This chapter is developed as guidance for future Washington State 
Department of Transportation (WSDOT) actions.  The following trends 
were taken into consideration: 

Population Growth 

The state’s growth puts pressure on all aspects of the state’s infrastructure, 
especially the transportation system.  A growing population not only 
needs to move people, it also increases the economic activities required to 
support this growth and generates freight requirements to support this 
expanded population base.  Thus, this population growth challenges our 
transportation capacity, with the demands to move people and goods. 

Safety and Security 

The state puts a high priority on the safety and security of its 
transportation system.  However, as the demand for mobility grows, so 
does the incident of accidents.  To this end, it is beneficial to move as 
much freight and people as economically feasible as possible on rail.  As 
more goods and people are moved on our rail system, it will be even more 
important to retain the high level of safety and security the system 
currently achieves. 

Preservation and Maintenance 

As documented in earlier chapters there is a significant level of investment 
needed in the state rail system for both expansion and maintenance of the 
current system.  It is mandatory that the system is kept up to modern 
standards, especially the supporting short lines.  In addition, as rail 
corridors are abandoned or freight services suspended, it is important that 
the state plan for long-term preservation of these rail corridors and rights 
of way for future use. 
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Rail’s Role in the State’s Economy 

A large part of the state’s economy depends on freight for its 
competitiveness and growth.  Freight-dependent sectors, in general, 
include agriculture, mining, construction, manufacturing, wholesale, retail, 
transportation, and warehousing.  In 2008 freight-dependent sectors 
accounted for 33 percent of the state’s Gross Domestic Product, 
71 percent of business income, and 39 percent of the state’s employment.  
These sectors will demand faster and more reliable transportation options 
in the future for both their employees and their freight.  Significant 
increases in freight are forecast both for the state and nationally.  
Although trucks will continue to handle the majority of the freight, 
highway congestion, climate concerns, and energy costs will influence 
more freight to be moved by rail within the state. 

Capacity Constraints in the Transportation System 

The urban and interregional highway corridors are currently heavily 
congested during peak periods and are forecast to be increasingly 
congested over the next 20 years.  Significant additional capacity is 
required at our ports to meet the future forecasts for international cargo 
flows.  Freight rail capacity will have to grow to meet this demand, if the 
state wants to retain their competitive edge as a gateway to the Midwest 
and Upper East Coast of the United States. 

Rising Cost of Transportation 

Although the current economic downturn has resulted in a very 
competitive cost environment in which to provide transportation 
infrastructure, it is forecast that these costs will rise in the future.  As 
energy costs rise and state revenues decline, transportation budgets are 
strained during the same time that capacity improvements are needed.  

Energy Efficiency and Climate Change Concerns 

The Governor’s 2008 Climate Action Team – Transportation 
Implementation Working Group (Climate Team) identified that emissions 
from transportation related activities account for nearly half of the total 
greenhouse gas (GHG) emissions in the state.  The Climate Team stated 
that achieving significant reductions related to GHG emissions is critical 
for the state and will require meeting the short- and long-term vehicle 
miles traveled benchmark.  The challenge is compounded by the paradox 
that transportation funding is dependent on the gas tax, while the goal of 
the Climate Team is to reduce the amount of miles traveled.  The ultimate 
goal is to build, operate, and maintain a transportation infrastructure that is 
efficient and effective at moving people and goods. To achieve this vision, 
the state must reexamine how investments in transportation infrastructure 
and services are made.  The state needs to make funding decisions and 
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pursue revenue generating strategies that stimulate behaviors that support 
climate change solutions and discourage behaviors that contribute to the 
problem.  One of the solutions recommended by the Governor’s Climate 
Action Team is rail transportation, as it is one of the most energy-efficient 
ways to move people and goods along major corridors. 

Balancing Transportation and Community Livability 

The balance between transportation and community livability continues to 
be a challenge in this state.  As demand for mobility of people and freight 
continues to increase and choices for locating new development in or near 
urban areas becomes more constrained, investing in rail creates an 
opportunity.  Rail transportation can be the solution to meeting mobility 
needs while promoting and retaining livable communities. 

Transportation Funding 

The Governor has announced that there is a transportation funding crisis 
in this state.  As mentioned above the state budget is under pressure from 
reduced revenues, not only from gas taxes but all general fund revenues.  
This is a challenge both for the state as it attempts to meet citizen and 
business needs, but also as it pursues funding from other sources that 
require matches from the state.   

Transportation Opportunities:  Implementation of the Plan 

Economic Competitiveness and Viability 

Goal:  Support Washington’s economic competitiveness and 
economic viability through strategic freight rail partnerships.  

Next Steps:  
 WSDOT’s State Rail and Marine Office should prepare a “needs” 

analysis on the project list to determine which infrastructure 
improvements can be financially supported. 

 The State Rail and Marine Office needs to lead the planning effort to 
integrate individual plans into a system plan by: 
o Working with the state’s Metropolitan Planning Organizations 

(MPOs), Regional Transportation Planning Organizations 
(RTPOs), and tribes to integrate freight rail into future regional 
transportation plans. 

o Working with the Department of Commerce and Department of 
Agriculture to develop a coordinated economic development 
approach, including infrastructure funding options for economic 
viability programs, such as grain trains and produce rail cars. 
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o Working with the federal government to get the Northern Tier 
route designated as a National Rail Corridor. 

o Developing a plan to eliminate bottlenecks and improve capacity 
and velocity inside and outside of the state.  The office needs to 
work with public and private sector partners in states along the I-5 
rail corridor as well as newly designated East/West national 
corridor. 

o Using the Advisory Committee to enhance communication with 
the railroads, ports, shippers, industry representatives, and local 
communities and coordinate activities at the regional, state, and 
national level on needed projects, programs, and policy decisions. 

 The State Rail and Marine Office should create a Rail Data Center to 
improve the state capacity to develop and manage freight rail system 
information, research capacity, and data capacity that support federal 
and state decision making and policy development in freight rail, 
enhance state and local freight rail planning and statewide 
coordination, and evaluate funding priorities of freight rail 
development. 

 State agencies need to increase awareness of freight rail, when 
appropriate, as a vital mode of transportation within the supply chain 
through a public education process coordinated with other freight 
partners. 

Preservation 

Goal:  Preserve the ability of Washington’s freight rail system to 
efficiently serve the needs of its customers. 

Next Steps:  
 WSDOT’s State Rail and Marine Office should confirm the at-risk 

system components that can benefit from public support. 
 The State Rail and Marine Office should support the efforts of Class I 

railroads to compete for state and federal funding for major capacity 
preservation projects, when appropriate. 

 The state should provide financial assistance to short-line railroads to 
maintain and preserve essential rail lines and prevent abandonment, 
when appropriate. 

 The state should lead the coordination of plans involving rail corridor 
maintenance and preservation, including the identification of funding 
strategies for implementation of these plans. 

 State agencies should integrate freight rail system development, land 
use planning and policies, public-private partnerships, and funding 
strategies consistent with the state vision and policy goals to protect 
and grow freight mobility. 
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 The State Rail and Marine Office should work with ports and railroads 
to project the functionality and viability of existing port access 
connections between port terminals, intermodal rail yards, and 
mainline tracks. 

 The State Rail and Marine Office should create criteria to be used to 
evaluate at-risk rail corridors for public investment. 

 The State Rail and Marine Office should consider acquiring rail 
corridors scheduled for abandonment that have met public investment 
criteria and have the potential to be reactivated in the future. 

 The State Rail and Marine Office should work with short-line and 
mainline railroads to enable compatible interim use of a rail corridor 
right of way (i.e. rail/trails) within statutory limits, until such time that 
the right of way is returned to active rail use. 

Capacity 

Goal:  Facilitate freight rail system capacity increases to improve 
mobility, reduce congestion, and meet the growing needs of 
Washington's freight rail users, when economically justified.  

Next Steps:  
 The state should designate a single entity to coordinate and direct the 

state’s participation in the preservation and improvement of the rail 
transportation system.  This entity should have the authority to 
negotiate directly with the railroads. 

 WSDOT’s State Rail and Marine Office should develop a 
comprehensive strategy to increase the state’s east/west and 
north/south rail capacity in partnership with Class I railroads, ports, 
communities, and the federal government. 

 The State Rail and Marine Office should continue to pursue passenger 
rail funding for the north/south Interstate 5 (I-5) corridor at the federal 
level that either maintains or creates freight rail capacity, such as the 
American Recovery and Reinvestment Act of 2009 application for a 
dedicated high-speed rail corridor.  

 The State Rail and Marine Office should develop a comprehensive 
strategy for the coordination and support of positive train control 
systems development within the state. 

 WSDOT should develop data and information, through a Statewide 
Rail Information Center, for freight rail demand, rail capacity 
constraints, and capacity use information needed for statewide 
planning and operation to enhance freight capacity. 

 The State Rail and Marine Office should continue pursuance of 
funding for a rail facility inventory to include assessments for location 
of rail facilities and condition of physical assets. 
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 The State Rail and Marine Office should provide technical assistance 
to public and private entities such as the Freight Mobility Strategic 
Investment Board, Puget Sound Regional Council, and local 
communities for evaluation and prioritization of freight rail projects. 

Energy Efficiency and Environmental 

Goal:  Take advantage of freight rail’s modal energy efficiency to 
reduce the negative environmental impact of freight movement in 
Washington.  

Next Steps:  
 WSDOT should implement rail projects that reduce truck traffic, when 

economically feasible. 
 The state should encourage use of environmentally-friendly equipment 

to decrease fuel consumption and air emissions such as: 
o “Green” switching locomotives in port areas and other rail yards 

close to residential areas, including the use of locomotive anti-
idling devices. 

o Technologies that reduce wheel/track friction. 
 The state should assess the effects of climate change on the rail system 

and identify where weather and climate events can impact rail 
infrastructure and operation.  The state should coordinate these 
findings with the capacity needs and prioritization of improvements.  

 The Department of Ecology and the State Rail and Marine Office 
should provide assistance in evaluating benefits of reducing 
environmental emissions and energy savings of rail-mode based 
options in intermodal and multimodal transportation planning. 

Safety and Security 

Goal:  Address the safety and security of the freight rail system and 
make enhancements, where appropriate.  

Next Steps:  
 The state should expand education outreach to new and existing 

stakeholder groups, such as working with railroads and other partners 
to reduce pedestrian trespassing through joint public awareness efforts. 

 The state should continue to support safety improvements of rail-
highway crossings, signal systems, rail lines, and rail facilities, 
through regulations and partnership. 

 WSDOT should review best practices, consult with area experts, work 
with partners, and develop a list of temporary rail-highway grade 
crossing closures and alternative routes in the event of natural and 
man-made disasters. 
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 WSDOT’s State Rail and Marine Office should work with partners to 
plan for rail safety measures and routing before, during, and after 
emergencies. 

 The State Rail and Marine Office should support railroads, Amtrak, 
local law enforcement agencies, and others to identify and implement 
rail security measures based on guidance from existing federal law (PL 
110-432), identifying partnerships and other funding sources to 
enhance rail system security. 

Livable Communities 

Goal:  Encourage livable communities and family-wage jobs 
through freight rail system improvements.  

Next Steps:  
 The state should support strategic partnerships along the state’s rail 

corridors that improve the quality of life for the state’s citizens. 
 The state should encourage rail partners to implement projects on the 

project list that would improve the livability of a community by 
reducing emissions and noise.  

 The state should encourage rail partners to implement projects that 
provide wages and jobs for local economies and communities. 

 The state should encourage rail partners to involve local communities 
in program planning and project implementation processes. 

 The state should encourage private investment that advances state 
economic development goals. 

Conclusion 
The Washington State 2010-2030 Freight Rail Plan lays the foundation 
for an improved and sustainable freight rail system in the state by 
identifying a vision for the state’s freight rail service and establishing 
goals, objectives, strategies, and actions to achieve that vision.  This has 
been accomplished by working with various stakeholders, including the 
rail industry, rail advocates, ports, governments, elected officials, and 
many other concerned groups and individuals.  This collaboration is 
essential to creating a vision that reflects the needs of the community and 
ultimately to having a responsive, efficient, and sustainable rail 
transportation network.  
 
Dedicated investment by government and the private railroads will be 
required to reach these goals and accomplish all of the rail improvements 
identified in this plan.  
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Appendix 1-A: State and Federal Requirements 

State Requirements 

RCW 47.76.220 
State rail plan – Contents. 

(1) The department of transportation shall prepare and periodically update 
a state rail plan, the objective of which is to identify, evaluate, and 
encourage essential rail services.  The plan shall: 

(a) Identify and evaluate mainline capacity issues; 

(b) Identify and evaluate port-to-rail access and congestion issues; 

(c) Identify and evaluate those rail freight lines that may be abandoned 
or have recently been abandoned; 

(d) Quantify the costs and benefits of maintaining rail service on those 
lines that are likely to be abandoned; 

(e) Establish priorities for determining which rail lines should receive 
state support.  The priorities should include the anticipated benefits 
to the state and local economy, the anticipated cost of road and 
highway improvements necessitated by the abandonment or 
capacity constraints of the rail line, the likelihood the rail line 
receiving funding can meet operating costs from freight charges, 
surcharges on rail traffic, and other funds authorized to be raised 
by a county or port district, and the impact of abandonment or 
capacity constraints on changes in energy utilization and air 
pollution; 

(f) Identify and describe the state’s rail system; 

(g) Prepare a state freight rail system map; 

(h) Identify and evaluate rail commodity flows and traffic types; 

(i) Identify lines and corridors that have been rail banked or 
preserved; and 

(j) Identify and evaluate other issues affecting the state's rail traffic. 

(2) The state rail plan may be prepared in conjunction with the rail plan 
prepared by the department pursuant to the federal Railroad 
Revitalization and Regulatory Reform Act. 
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Federal Requirements 

Passenger Rail Investment and Improvement Act of 2008 
PL 110-432 

 
H. R. 2095 

One Hundred Tenth Congress of the United States of America 
AT THE SECOND SESSION 

Begun and held at the City of Washington on Thursday, the third day of January, two thousand and eight 
An Act 

To amend title 49, United States Code, to prevent railroad fatalities, injuries, and hazardous materials releases, to authorize the  
Federal Railroad Safety Administration, and for other purposes. 

Be it enacted by the Senate and House of Representatives of the United States of America in Congress assembled, 
 

DIVISION B—AMTRAK 
SEC. 1. SHORT TITLE; TABLE OF CONTENTS. 

(a) SHORT TITLE.—This division may be cited as the “Passenger Rail 
Investment and Improvement Act of 2008”. 

(b) TABLE OF CONTENTS.—The table of contents for this division is as 
follows: 
Sec. 1. Short title; table of contents. 
Sec. 2. Amendment of title 49, United States Code. 
Sec. 3. Definition. 

TITLE I—AUTHORIZATIONS 

Sec. 101. Authorization for Amtrak capital and operating expenses. 
Sec. 102. Repayment of long-term debt and capital leases. 
Sec. 103. Authorization for the Federal Railroad Administration. 

TITLE II—AMTRAK REFORM AND OPERATIONAL 
IMPROVEMENTS 

Sec. 201. National railroad passenger transportation system defined. 
Sec. 202. Amtrak board of directors. 
Sec. 203. Establishment of improved financial accounting system. 
Sec. 204. Development of 5-year financial plan. 
Sec. 205. Restructuring long-term debt and capital leases. 
Sec. 206. Establishment of grant process. 
Sec. 207. Metrics and standards. 
Sec. 208. Methodologies for Amtrak route and service planning 

decisions. 
Sec. 209. State-supported routes. 
Sec. 210. Long-distance routes. 
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Sec. 211. Northeast Corridor state-of-good-repair plan. 
Sec. 212. Northeast Corridor infrastructure and operations 

improvements. 
Sec. 213. Passenger train performance. 
Sec. 214. Alternate passenger rail service pilot program. 
Sec. 215. Employee transition assistance. 
Sec. 216. Special passenger trains. 
Sec. 217. Access to Amtrak equipment and services. 
Sec. 218. General Amtrak provisions. 
Sec. 219. Study of compliance requirements at existing intercity rail 

stations. 
Sec. 220. Oversight of Amtrak’s compliance with accessibility 

requirements. 
Sec. 221. Amtrak management accountability. 
Sec. 222. On-board service improvements. 
Sec. 223. Incentive pay. 
Sec. 224. Passenger rail service studies. 
Sec. 225. Report on service delays on certain passenger rail routes. 
Sec. 226. Plan for restoration of service. 
Sec. 227. Maintenance and repair facility utilization study. 
Sec. 228. Sense of the Congress regarding the need to maintain 

Amtrak as a national passenger rail system. 

TITLE III—INTERCITY PASSENGER RAIL POLICY 

Sec. 301. Capital assistance for intercity passenger rail service. 
Sec. 302. Congestion grants. 
Sec. 303. State rail plans. 
Sec. 304. Tunnel project. 
Sec. 305. Next generation corridor train equipment pool. 
Sec. 306. Rail cooperative research program. 
Sec. 307. Federal rail policy. 

TITLE IV—MISCELLANEOUS PROVISIONS 

Sec. 401. Commuter rail mediation. 
Sec. 402. Routing efficiency discussions with Amtrak. 
Sec. 403. Sense of Congress regarding commuter rail expansion. 
Sec. 404. Locomotive biofuel study. 
Sec. 405. Study of the use of biobased technologies. 
Sec. 406. Cross-border passenger rail service. 
Sec. 407. Historic preservation of railroads. 

TITLE V—HIGH-SPEED RAIL 

Sec. 501. High-speed rail corridor program. 
Sec. 502. Additional high-speed rail projects. 



 

December 2009 Washington State 2010-2030 Freight Rail Plan 
Appendix 1-A4 Appendix 1-A: State and Federal Requirements 

TITLE VI—CAPITAL AND PREVENTIVE MAINTENANCE 
PROJECTS FOR WASHINGTON METROPOLITAN AREA 
TRANSIT AUTHORITY 

Sec. 601. Authorization for capital and preventive maintenance 
projects for Washington Metropolitan Area Transit 
Authority. 

. 

. 

. 

SEC. 303. STATE RAIL PLANS. 

(a) IN GENERAL.—Part B of subtitle V is amended by adding at the 
end the following: 
“CHAPTER 227—STATE RAIL PLANS 
“Sec. 
“22701. Definitions. 
“22702. Authority. 
“22703. Purposes. 
“22704. Transparency; coordination; review. 
“22705. Content. 
“22706. Review. 
“§ 22701. Definitions 
“In this subchapter: 
“(1) PRIVATE BENEFIT.— 
“(A) IN GENERAL.—The term ‘private benefit’— 
“(i) means a benefit accrued to a person or private entity, other than 
Amtrak, that directly improves the economic and competitive condition of 
that person or entity through improved assets, cost reductions, service 
improvements, or any other means as defined by the Secretary; and 
“(ii) shall be determined on a project-by-project basis, based upon an 
agreement between the parties. 
“(B) CONSULTATION.—The Secretary may seek the advice of the 
States and rail carriers in further defining this term. 
“(2) PUBLIC BENEFIT.— 
“(A) IN GENERAL.—The term ‘public benefit’— 
“(i) means a benefit accrued to the public, including Amtrak, in the form 
of enhanced mobility of people or goods, environmental protection or 
enhancement, congestion mitigation, enhanced trade and economic 
development, improved air quality or land use, more efficient energy use, 
enhanced public safety or security, reduction of public expenditures due to 
improved transportation efficiency or infrastructure preservation, and any 
other positive community effects as defined by the Secretary; and 
“(ii) shall be determined on a project-by-project basis, based upon an 
agreement between the parties. 



 

Washington State 2010-2030 Freight Rail Plan December 2009 
Appendix 1-A: State and Federal Requirements Appendix 1-A5 

“(B) CONSULTATION.—The Secretary may seek the advice of the 
States and rail carriers in further defining this term. 
“(3) STATE.—The term ‘State’ means any of the 50 States and the 
District of Columbia. 
“(4) STATE RAIL TRANSPORTATION AUTHORITY.—The term 
‘State rail transportation authority’ means the State agency or official 
responsible under the direction of the Governor of the State or a State law 
for preparation, maintenance, coordination, and administration of the State 
rail plan. 
“§ 22702. Authority 
“(a) IN GENERAL.—Each State may prepare and maintain a State rail 
plan in accordance with the provisions of this chapter. 
“(b) REQUIREMENTS.—The Secretary shall establish the minimum 
requirements for the preparation and periodic revision of a State rail plan, 
including that a State shall:  
“(1) establish or designate a State rail transportation authority to prepare, 
maintain, coordinate, and administer the plan; 
“(2) establish or designate a State rail plan approval authority to approve 
the plan; 
“(3) submit the State’s approved plan to the Secretary of Transportation 
for review; and 
“(4) revise and resubmit a State-approved plan no less frequently than 
once every 5 years for reapproval by the Secretary. 
“§ 22703. Purposes 
“(a) PURPOSES.—The purposes of a State rail plan are as follows: 
 “(1) To set forth State policy involving freight and passenger rail 
transportation, including commuter rail operations, in the State. 
“(2) To establish the period covered by the State rail plan. 
“(3) To present priorities and strategies to enhance rail service in the State 
that benefits the public. 
“(4) To serve as the basis for Federal and State rail investments within the 
State. 
“(b) COORDINATION.—A State rail plan shall be coordinated with other 
State transportation planning goals and programs, including the plan 
required under section 135 of title 23, and set forth rail transportation’s 
role within the State transportation system. 
“§ 22704. Transparency; coordination; review 
“(a) PREPARATION.—A State shall provide adequate and reasonable 
notice and opportunity for comment and other input to the public, rail 
carriers, commuter and transit authorities operating in, or affected by rail 
operations within the State, units of local government, and other interested 
parties in the preparation and review of its State rail plan. 
“(b) INTERGOVERNMENTAL COORDINATION.—A State shall 
review the freight and passenger rail service activities and initiatives by 
regional planning agencies, regional transportation authorities, and 
municipalities within the State, or in the region in which the State is 
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located, while preparing the plan, and shall include any recommendations 
made by such agencies, authorities, and municipalities as deemed 
appropriate by the State. 
“§ 22705. Content 
“(a) IN GENERAL.—Each State rail plan shall, at a minimum, contain the 
following: 
“(1) An inventory of the existing overall rail transportation system and rail 
services and facilities within the State and an analysis of the role of rail 
transportation within the State’s surface transportation system. 
“(2) A review of all rail lines within the State, including proposed high-
speed rail corridors and significant rail line segments not currently in 
service. 
“(3) A statement of the State’s passenger rail service objectives, including 
minimum service levels, for rail transportation routes in the State. 
“(4) A general analysis of rail’s transportation, economic, and 
environmental impacts in the State, including congestion mitigation, trade 
and economic development, air quality, land use, energy-use, and 
community impacts. 
“(5) A long-range rail investment program for current and future freight 
and passenger infrastructure in the State that meets the requirements of 
subsection (b). 
“(6) A statement of public financing issues for rail projects and service in 
the State, including a list of current and prospective public capital and 
operating funding resources, public subsidies, State taxation, and other 
financial policies relating to rail infrastructure development. 
“(7) An identification of rail infrastructure issues within the State that 
reflects consultation with all relevant stakeholders. 
“(8) A review of major passenger and freight intermodal rail connections 
and facilities within the State, including seaports, and prioritized options 
to maximize service integration and efficiency between rail and other 
modes of transportation within the State. 
“(9) A review of publicly funded projects within the State to improve rail 
transportation safety and security, including all major projects funded 
under section 130 of title 23. 
“(10) A performance evaluation of passenger rail services operating in the 
State, including possible improvements in those services, and a 
description of strategies to achieve those improvements. 
“(11) A compilation of studies and reports on high-speed rail corridor 
development within the State not included in a previous plan under this 
subchapter, and a plan for funding any recommended development of such 
corridors in the State. 
“(12) A statement that the State is in compliance with the requirements of 
section 22102. 
“(b) LONG-RANGE SERVICE AND INVESTMENT PROGRAM.— 
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“(1) PROGRAM CONTENT.—A long-range rail investment program 
included in a State rail plan under subsection (a)(5) shall, at a minimum, 
include the following matters: 
“(A) A list of any rail capital projects expected to be undertaken or 
supported in whole or in part by the State. 
“(B) A detailed funding plan for those projects. 
“(2) PROJECT LIST CONTENT.—The list of rail capital projects shall 
contain:  
“(A) a description of the anticipated public and private benefits of each 
such project; and 
“(B) a statement of the correlation between— 
“(i) public funding contributions for the projects; and 
“(ii) the public benefits. 
“(3) CONSIDERATIONS FOR PROJECT LIST.—In preparing the list of 
freight and intercity passenger rail capital projects, a State rail 
transportation authority should take into consideration the following 
matters: 
“(A) Contributions made by non-Federal and non-State sources through 
user fees, matching funds, or other private capital involvement. 
“(B) Rail capacity and congestion effects. 
“(C) Effects on highway, aviation, and maritime capacity, congestion, or 
safety. 
“(D) Regional balance. 
“(E) Environmental impact. 
“(F) Economic and employment impacts. 
“(G) Projected ridership and other service measures for passenger rail 
projects. 
“§ 22706. Review 
“The Secretary shall prescribe procedures for States to submit State rail 
plans for review under this title, including standardized format and data 
requirements. State rail plans completed before the date of enactment of 
the Passenger Rail Investment and Improvement Act of 2008 that 
substantially meet the requirements of this chapter, as determined by the 
Secretary, shall be deemed by the Secretary to have met the requirements 
of this chapter.” 
(b) CONFORMING AMENDMENT.—The chapter analysis for subtitle V 
is amended by inserting the following after the item relating to chapter 
223: 
Chapter 227, § 22701 Definitions.  
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Appendix 1-B: Public Participation and 
Stakeholder Involvement 

 
The Washington State Department of Transportation (WSDOT) benefits 
from broader interaction with the public and rail stakeholders.  The public 
participation and stakeholder involvement component of this plan meets 
state and federal requirements.  It educates citizens and rail stakeholders 
about the role of rail in a balanced transportation system.  And it collects 
and synthesizes comments from the public and rail stakeholder groups to 
assist in developing the vision, projects, prioritization, financing, and 
implementation of the state rail plan. 
 
In the development of the plan, an advisory committee was formed, 
involving as many stakeholders as possible.  Three advisory committee 
meetings were held, along with one workshop and one public open house.  
Progress reports and opportunities for public comments and discussion 
were provided.  After the advisory committee meetings, the draft plan was 
available for two weeks of public review and comment.   

State Freight Rail Plan Advisory Committee 
WSDOT is required by federal and state statutes to provide “adequate and 
reasonable notice and opportunity for comment and other input to the 
public, rail carriers, commuter and transit authorities operating in, or 
affective by rail operations within the state, units of local government, and 
other interested parties in the preparation and review of the state rail 
plan.”  Ideally much of the opportunity for comment and review takes 
place through the State Freight Rail Plan Advisory Committee (Advisory 
Committee), which is the rail advisory body for this planning project.   
 
The Advisory Committee is a group of key stakeholder representatives 
focused on plan development.  The Advisory Committee roles are: 
 
1. To help develop a vision for the freight rail plan. 
2. To provide assistance to update information for the freight rail system, 

capacity, and needs. 
3. To help identify and assess port access and rail abandonment issues. 
4. To help WSDOT understand concerns of local communities and 

organizations. 
5. To facilitate information sharing. 
 
Stakeholders invited to participate in the Advisory Committee included 
Class I railroads, short-line railroads, other carriers, public transportation 
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providers, rail operators, rail logistics, rail and other transportation mode 
advocates, rail research, ports, cities, towns, counties, tribes, federal and 
state agencies, WSDOT offices, regional planning organizations (e.g. 
MPO/RTPOs), shippers, and labor.  A list of Advisory Committee 
member organizations that accepted the invitation for participation in this 
plan is provided in Exhibit 1B-1.  
 

Exhibit 1B-1: Advisory Committee Member Organizations 
AgVentures NW, LLC 
All Aboard Washington 
Ballard Terminal RR. (BDTL) 
Benton-Franklin Council of Gov. 
BNSF Railway (BNSF) 
Brotherhood of Locomotive Engineers and Trainmen 
CWCOG/SWRTPO 
City of Richland 
Clark County 
Columbia Basin Railroad (CBRW) 
Cowlitz Indian Tribe 
Eastern Washington Gateway Railroad (EWG) 
Eastside Transportation Assoc. 
Freight Mobility Strategic Investment Board (FMSIB) 
ILWU Puget Sound Dist. Council 
Kalispel Tribe 
Lummi Nation and TTPO 
McGregor Company 
Meeker Southern Railroad  
Nisqually Tribe 
NW Grain Growers 
NW Tribal Technical Assist. Pgm.  
Pacific Northwest Farmers Coop 
Parsons Brinckerhoff 
Port of Everett 
Port of Grays Harbor 
Port of Kalama 
Port of Moses Lake 
Port of Olympia 
Port of Ridgefield 
Port of Royal Slope 
Port of Seattle 

Port of Tacoma 
Port of Vancouver 
Portland Vancouver Junction RR (PVJR) 
Puget Sound & Pacific RR (PSAP) 
Puget Sound Regional Council (PSRC) 
Rail Management, Inc. (RMI) 
Spokane Regional Trans. Council  
SW WA Regional Trans. Council 
Tacoma Rail 
Thurston Regional Plan Council (TRPC) 
Tulalip Tribes 
Union Pacific Railroad UP 
Utilities & Transportation Comm. (UTC) 
Washington Dept. of AHP (DAHP) 
Washington Dept. of Commerce 
Washington Legislature  
Washington Public Ports Assoc. (WPPA) 
Washington St. Dept. of Ag. (WSDA) 
WA St. Transportation Comm. (WSTC) 
Whatcom Council of Governments 
Woodland Trail Greenway Assoc 
WSDOT – Budget Office 
WSDOT – Environmental Svcs.  
WSDOT – Freight Systems Div. 
WSDOT – Government Relations 
WSDOT – Hwys. & Local Pgms. (H&LP) 
WSDOT – Northwest Region 
WSDOT – Public Transportation (PTD) 
WSDOT – South Central Region 
WSDOT – State Rail and Marine Office 
WSDOT – Strat. Planning & Pgms 
WSDOT – Urban Planning Office (UPO) 
YVCOG 

 
Three Advisory Committee meetings were held: 
 
 June 11 at WSDOT Headquarters in Olympia. 
 September 30 at WSDOT Headquarters in Olympia. 
 October 6 in Moses Lake. 
 
In addition, a workshop was held with Advisory Committee participants 
and other stakeholders on August 5 at WSDOT Headquarters in Olympia. 
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The Advisory Committee participants for the meetings are shown in 
Exhibits 1B-2, 1B-3, and 1B-4. 

Electronic Communication Standards 
WSDOT uses a standard set of electronic communication tools for 
communication and outreach that includes a project Web page 
(www.wsdot.wa.gov/Freight/Rail/WashingtonStateFreightRailPlan.htm), 
e-mail, and a monthly e-newsletter.  The State Freight Rail Plan Web page 
includes information and links to the meeting information, the surveys, 
and contacts.  E-mail is the primary communication tool between WSDOT 
and stakeholders; e-mail is sent as early as possible to provide ample 
response time.  Mail is used occasionally.  The WSDOT State Rail and 
Marine Office monthly e-newsletter provides planning project updates to 
registered subscribers.  

Outreach Activities 
Outreach activities offer additional opportunities to engage a larger group 
of stakeholders as well as the general public and receive their feedback. 

Key Stakeholder Interviews and Presentations  

WSDOT State Rail and Marine Office staff and management conducted a 
limited amount of interviews to collect specific information about the state 
freight rail plan.  Phone and in-person interviews included key external 
stakeholders (Port of Tacoma, Tacoma Rail, Port of Seattle, Benton-
Franklin-Walla Walla Regional Transportation Planning Organization) 
and internal stakeholders (WSDOT Freight Systems Division, WSDOT 
Strategic Planning and Programs Office).  WSDOT management also gave 
presentations to internal and external organizations (WSDOT Executive 
Team, American Association of State Highway and Transportation 
Officials (AASHTO) Standing Committee on Rail Transportation, 
Western Freight Roundtable) about the planning project.  Documentation 
about these interviews and presentations is provided later in this appendix.  
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Exhibit 1B-2: June 11, 2009 Advisory Committee Meeting Attendees 
Attendee Organization 

Lloyd H. Flem All Aboard Washington 
James Forgette BDTL 
Terry Finn BNSF 
Rosemary Siipola CWCOG/SWRTPO 
John Howell EWG 
Steve Gibson EWG 
Karen Schmidt FMSIB 
Gary Nelson Port of Grays Harbor  
Mindi Linquist Port of Kalama  
Brent Grening Port of Ridgefield  
Dan Burke Port of Seattle  
Brian Mannelly Port of Tacoma  
Mike Reilly Port of Tacoma  
Wayne Harner Port of Tacoma  
Todd Coleman Port of Vancouver  
Kevin Spradlin PSAP 
Sean Ardussi PSRC 
Eric Temple PVJR 
Steve Murray RMI 
Lynda David RTC 
Dale King Tacoma Rail 
Richard Myers WPPA 
Brad Avy WSDA 
Eric Hurlburt WSDA 
Elizabeth Phinney WSDOT 
Jeff Schultz WSDOT 
Julie Rodwell WSDOT 
Kevin Jeffers WSDOT 
Megan Beeby WSDOT 
Mike Rowswell WSDOT 
Aaron Butters WSDOT – H&LP 
Jerry Ayres WSDOT – PTD 
Thomas Noyes WSDOT – UPO 
WSDOT State Rail and Marine Office Staff 
Andrew Wood Lynn Scroggins 
Brent Thompson Scott Witt 
Brian Calkins Teresa Graham 
George Xu  
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Exhibit 1B-3: September 30, 2009 Advisory Committee 
Western Washington Meeting Attendees 

Attendee Organization 
Terry Finn BNSF 
Mike Elliott Brotherhood of Locomotive Engineers 

& Trainmen 
Fred Abraham Clark County  
Russ Holter DAHP 
Will Knedlik Eastside Transportation Assoc. 
Mark K. Ricci Endeavors Consulting 
Jeff Davis ILWU 
Jim Longley Nisqually Tribe 
Mike Zachary Parsons Brinkerhoff 
Gary Nelson Port of Grays Harbor  
Mark Wilson Port of Kalama  
Jim Knight Port of Olympia  
Clare Gallagher Port of Seattle  
Dan Burke Port of Seattle  
Sean Eagan Port of Tacoma  
Wayne Harner Port of Tacoma  
Alan Hardy Tacoma Rail 
Jailyn Brown TRPC 
Brock Nelson UP 
Eric Johnson WPPA 
Eric Hurlburt WSDA 
Jerry Ayres WSDOT – PTD 
Thomas Noyes WSDOT Urban Planning 
WSDOT State Rail and Marine Office Staff 
George Xu Scott Witt 
Lynn Scroggins Teresa Graham 
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Exhibit 1B-4: October 6, 2009 Advisory Committee 
Eastern Washington Meeting Attendees 

Attendee Organization 
Len Pavelka Benton-Franklin COG 
Scott Williams CBRW 
Tim Kelly CBRW 
John Howell EWG 
Dave Gordon Northwest Grain Growers 
Norm Ruhoff PNW Farmers Coop 
Craig Baldwin Port of Moses Lake 
Alan Schrom Port of Royal Slope 
Steve Murray RMI 
Glenn Miles SRTC 
John Gruber WSDOT South Central 
WSDOT State Rail and Marine Office Staff 
George Xu Teresa Graham 
Lynn Scroggins  

Surveys 

WSDOT designed and conducted two surveys in Web-based and PDF 
formats to collect information about statewide needs for freight rail capital 
improvements (Projects Survey) and to identify railroad lines at-risk of 
abandonment (Abandonment Survey).  Notices and links were sent to the 
Advisory Committee and key stakeholders using WSDOT electronic 
communication standards that included e-mail, Web page links, and e-
newsletter.  The surveys were also promoted at Advisory Committee and 
other key stakeholder meetings.  Chapter 5 contains Abandonment Survey 
result summaries.  Chapter 8 contains project list summaries that were 
based, in part, on the Projects Survey.  

Public Open House 

WSDOT held a public open house on October 22, 2009, to meet federal 
and state requirements and to provide information about the freight rail 
plan to stakeholders and the general public.  The event included displays 
from past Advisory Committee meetings, handouts, sample documents, 
and comment sheets.  In addition to electronic communication, the open 
house was advertised in Seattle, Vancouver, Olympia, Spokane, and Tri-
Cities newspapers.  WSDOT State Rail and Marine Office staff and 
management were on-hand to answer questions and discuss the planning 
project.  The list of attendees is shown in Exhibit 1B-5.  
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Exhibit 1B-5: October 22, 2009 Open House Attendees 
Attendees 

Adele McCormick Jailyn Brown 
Cathrine Martin Jerry Ayres 
Cecelia Jenkins Jim Amador 
Cliff Hall Jim Zabel 
Curtis Shuck Kari Qvigstad 
Cyndi Booze Kathy Murray 
David Smelser Mike Beehler 
Don Miller Mindi Linquist 
Edward Berntsen Paula Connelley 
Ernest W. Combs Russell Holter 
Forest Sutmiller Scott Mills 
Frank Kirkbride Teri Hotsko 
George L. Barner, Jr. Thomas Hume 
Greg Roche Tom Palmateer 
J. T. Wilcox Virginia Stone 

Workshop 

WSDOT held a workshop on August 5, 2009, at WSDOT Headquarters in 
Olympia to help develop the vision statement and goals matrix for the 
state freight rail plan.  The Advisory Committee and other key 
stakeholders were invited to participate in the workshop.  The workshop 
attendees are shown in Exhibit 1B-6.  

FRA Reporting 
WSDOT submitted three progress reports and will submit the final plan to 
the United States Department of Transportation (USDOT) Federal 
Railroad Administration (FRA) for review.  The progress reports 
documented activity to date and sought guidance and feedback.   

Government-to-Government Tribal Consultation 
The WSDOT Secretary’s Executive Order requires WSDOT employees to 
consult with tribes on all decisions that may affect tribal rights and 
interests.  Per tribal protocol, WSDOT mailed two sets of letters to 
statewide tribal leaders and their planning managers informing them about 
the State Freight Rail Plan, inviting their participation, and announcing 
meetings.  WSDOT also offered to meet with tribes individually to discuss 
their comments or concerns with the plan.  Chapter 6 contains information 
about tribal governments. 
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Exhibit 1B-6: August 5, 2009 Advisory Committee 
Workshop Attendees 

Attendee Organization 
Lloyd H. Flem All Aboard Washington 
Terry Finn BNSF 
Rosemary Siipola CWCOG/SWRTPO 
Russ Holter DAHP 
Win Knedlik Eastside Transportation Assoc. 
John Howell EWG 
Steve Gibson EWG 
Karen Schmidt FMSIB 
Jeanine Viscount Parsons Brinkerhoff 
Carl Wollebek Port of Everett  
Mark Wilson Port of Kalama  
Mindi Linquist Port of Kalama  
Craig Baldwin Port of Moses Lake 
Jim Amador Port of Olympia  
Christine Wolf Port of Seattle  
Clare Gallagher Port of Seattle  
Brian Mannelly Port of Tacoma  
Sean Egan Port of Tacoma  
Curtis Shuck Port of Vancouver  
Eric Temple & kids PVJR 
Lynda David RTC 
Glenn Miles SRTC 
Dale King Tacoma Rail 
Jailyn Brown TRPC 
Brock Nelson UP 
Eric Johnson WPPA 
Brad Avy WSDA 
Jerry Ayres WSDOT – PTD 
John Gruber WSDOT – South Central 
WSDOT State Rail and Marine Office Staff 
George Xu Scott Witt 
Lynn Scroggins Teresa Graham 
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Appendix 2: Detailed Goal Matrix 
 
The detailed goals matrix includes the goals, objectives, strategies, and 
actions necessary to achieve the vision of the Washington State 2010-2030 
Freight Rail Plan.  It was developed in the stakeholder and public 
involvement process described in Chapter 2. 
 
Please Note: The detailed goals matrix in this appendix is an interim 
document. The final set of goals, objectives, strategies, and actions are 
described in Chapter 2.  
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Objectives Strategies Actions
To better understand the statewide industry needs for rail transportation. Increase understanding of the competitive positions of the state’s 

shippers and ports using Washington’s freight rail system vs. other 
modes of transportation.

Carry out needs analysis to support emerging and existing industries to 
ensure the freight rail system supports Washington's ports and rail-
dependent industries, where financially supported.

To better integrate freight rail planning at all levels of government. Increase coordination of corridor-level freight rail planning within 
Washington State.

Work with Washington’s MPOs, RTPOs, and Tribes to integrate freight rail 
into future regional transportation plans.

To provide access to national markets for Washington products and 
cargo entering the US through Washington ports.

Support multistate freight rail corridor strategic planning partnerships. Work with public and private sector partners in states along any appropriate 
national corridor to eliminate bottlenecks and improve capacity and velocity 
inside and outside of Washington State.

To better coordinate with private sector partners. Support and enhance economic partnerships between Washington 
State and the rest of the nation and its trading partners.  

Establish a process or committee to work and communicate with the ports 
and industry representatives to coordinate activities at the regional, state, 
and national level on needed projects, programs, and policy decisions.

To better address barriers to efficient use of freight rail in Washington. Lead and coordinate with Washington’s ports, shippers and industry on 
a continuing basis to identify infrastructure, regulatory, and 
administrative barriers to their efficient use of the freight rail system.

On an ongoing basis and at designated intervals, update information with 
representatives from ports, shippers, railroads, and industry to identify 
constraints. Develop an action plan to address those issues over which 
WSDOT has authority.

To have a strategic prioritization of barriers to efficient use of freight rail 
in Washington State, with stonger public-private partnerships and freight 
rail infrastructure at the local, regional, corridor, national, and 
international levels. 

Expand the state role to manage, coordinate, and facilitate strategic 
freight rail infrastructure improvements and investments that are in the 
public interest.  

Increase the state capacity to develop and manage freight rail system 
information, research capacity, and data capacity that improves oversight 
and encourages funding for priority freight rail development.

To improve system and project assessment and evaluation processes 
to support state goals and assist the decision-making process. 

To have a broader understanding of railroad system benefits and 
investments.

Increase public awareness of freight rail as a vital mode of transportation 
within the supply chain. 

To have an integrated plan that is recognized within the National Rail 
Plan. 

Develop the criteria for corridor level freight rail transportation to 
integrate into the National Rail Plan. 

Lead the planning effort to integrate with partners. 

Goal 1: Support Washington's economic competitiveness and economic viability through strategic freight rail partnerships.

 

Draft – Interim Document 



November 2009 Washington State 2010-2030 Freight Rail Plan 
Appendix 2-4 Appendix 2: Detailed Goal Matrix 

Objectives Strategies Actions
To preserve the functionality of the existing system. Assist the Class 1 railroads’ efforts to maintain and preserve the 

functionality of mainline tracks, bridges, and rail yards.
Work with the Class 1 railroads and other partners to identify those system 
components at risk that can benefit from public support.

Support the efforts of Class 1 railroads to compete for state and federal 
funding for major capacity preservation projects, when appropriate.

To continue to provide access to the mainline rail system. Assist short-line railroads in preserving efficient access to the mainline, 
ensuring system viability and continuity.

Provide financial assistance to short-line railroads, maintaining and 
preserving essential rail lines to prevent abandonment, when appropriate.

To create sustainable funding sources for rail preservation and 
maintenance

Lead the development of rail corridor maintenance and preservation plans 
that include funding strategies

To support long-term economic vitality and diversity. Work with stakeholders and partners to ensure long-term preservation 
of existing industrial land, freight rail corridors, and rights of way for 
future use.

Integrate freight rail system development, land use planning and policies, 
public-private partnerships, and funding strategies consistent with the state 
vision and policy goals to protect and grow freight mobility.  

 To retain industrial lands and the jobs needed to support them. Work with ports and railroads to protect the functionality and viability of 
existing connections between port terminals, intermodal rail yards, and 
mainline tracks.

To better manage state-owned railroad corridors, returning them to 
active service as soon as feasible.

Work with short-line and mainline railroads to allow compatible interim use 
of rail corridor right of way (i.e. rail trails) within statutory limits, until such 
time that the right of way is returned to active rail use.  

To preserve opportunities of abandoned lines for future rail service. Acquire rail corridors scheduled for abandonment that have the potential to 
be reactivated in the future. 

To preserve opportunities of abandoned lines for other public use of 
corridors (i.e. rail trails).

Goal 2: Preserve the ability of Washington's freight rail system to efficiently serve the needs of its customers.

 

Draft – Interim Document 
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Objectives Strategies Actions

To better understand future freight rail demands. Continue efforts to regularly evaluate freight rail capacity needs. Continue working with partners with an interest in freight rail capacity to 
determine future needs. Assess capacity and use the results to support 
prioritized investment in freight rail capacity improvements.

To continue reducing congestion, eliminating port access bottlenecks, 
and increasing reliability and mobility.

Create additional capacity, improve connectivity, and improve 
operational efficiency by making, or supporting targeted infrastructure 
investments.

Invest in infrastructure development projects that enable cost effective, 
smooth, and efficient transport of freight through multimodal corridors and 
hubs (i.e. lines, ports, industrial areas).
Identify and prioritize projects that improve mainline capacity, eliminate 
bottlenecks and improve mainline access for ports and other freight rail 
traffic generators.

To continue making process improvements. Support the efforts of Washington’s freight rail providers to solicit state or 
federal funds for projects that provide needed new capacity, where 
strategically appropriate.

To reduce idling of cars and trucks and improve overall safety on rail and 
roads, where appropriate. 

Pursue grade separation of roads and rails, where appropriate. Identify grade separation projects that should be included in national, tribal, 
state, regional, and local transportation plans. 

To improve freight and passenger rail mobility. Support the implementation of passenger rail projects where 
investments also improve freight rail mobility.

Work with passenger rail agencies and support funding of projects that 
support freight movement.

To increase public support for public investment in the freight rail 
system.

Utilize and update existing project assessment tools to include 
performance measures and benefit-cost analysis to prioritize projects.

Utilize and update the current freight rail project evaluation methodology to 
prioritize projects.  

Promote public awareness of and support for freight rail investments 
that provide economic, mobility, safety, and environmental benefits.

The process should include an effort to seek public input and develop public 
support for priority projects.

To increase federal freight rail funding and increase ability to develop 
multi-year projects.  

Support efforts to develop viable federal funding sources for freight rail 
projects with public benefits.

Lead efforts to position Washington’s freight rail system for future federal 
funding with railroads, ports, shippers, and industry.

Coordinate with multistate stakeholders to obtain federal funding for priority 
projects along multistate corridors (Northern Tier).

Work with MPOs to facilitate inclusion of appropriate freight rail projects in 
regional transportation plans.

Review programs like the FAST corridor program and determine WSDOT’s 
role in facilitating public-private partnerships in funding freight rail projects in 
Washington.

To increase state funding and implementation of priority freight rail 
projects. Support efforts to enhance state funding sources for freight rail projects 

with public benefits.  

Develop a statewide freight rail advisory body to promote freight rail 
development

Goal 3: Facilitate freight rail system capacity increases to improve mobility, reduce congestion, and meet the growing needs of Washington's freight rail users, when economically justified.
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Objectives Strategies Actions
To improve community environment and health. Identify and implement freight rail projects which will reduce truck trips 

and decrease targeted emissions, where economically viable.  
Implement rail projects that reduce truck traffic when ecnomically feasible. 

Encourage rail partners to invest in technologies to reduce their fuel 
consumption and related air emissions.

Encourage increased use of locomotive anti-idling devices, electric support 
equipment and reduction of wheel/track friction to decrease fuel 
consumption and air emissions.

Encourage use of environmentally friendly switching locomotives in port 
areas and other rail yards close to residential areas.

Goal 4: Take advantage of freight rail’s modal energy efficiency to reduce the negative environmental impact of freight movement in Washington.
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Objectives Strategies Actions
To reduce numbers of rail-highway incidents.  Continue to identify new areas of focus to enhance rail transportation 

safety.
Continue to support safety improvements of rail-highway crossings, signal 
systems, rail lines, and rail facilities.  

To reduce the numbers of rail-highway, rail-pedestrian, rail-rail, and 
trespassing incidents.

Expand outreach and education to new and existing stakeholder groups.

To meet federal requirements. Partner with the Class 1s’ efforts to meet the federal mandate and a 
support railroad requirement to install positive train control systems on 
mainlines

Continue coordination and support of positive train control systems 
development.  

To improve pedestrian safety and reduce liability. Continue the Operation Lifesaver partnership to educate the public about 
rail safety.

Work with railroads and other partners to educate the public and reduce 
pedestrian trespassing.

To improve emergency recovery and prevention. Continue emergency management development. Work with partners to address rail safety before, during, and after 
emergencies.  

Review best practices, consult with area experts, and develop a list of 
temporary rail-highway grade crossing closures and alternative routes in the 
event of natural and man-made disasters.   

To improve the security of the state rail system in its ability to deter or 
respond to attacks on rail facilities or domestic targets, while ensuring 
mobility for all users.

Address rail system security and homeland security. Support railroads, Amtrak, and local law enforcement agencies to identify 
and implement rail security measures based on guidance from existing 
federal law (PL 110-432). Identify partnerships and other funding sources to 
enhance rail system security.

To reduce the negative impacts from storm-related emergencies. Assess the effects of climate change where weather and climate events 
can impact rail infrastructure and operation. 

Goal 5: Address the safety and security of the freight rail system and make enhancements, where appropriate.
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Objectives Strategies Actions
To sustain communities through reduced congestion, preserved and 
expanded infrastructure, economic growth, and optimized safety, 
secruity, and environmental impacts. 

Continue to support local community development improvements that 
consider feight rail development options. 

Support strategic partnerships along Washington's rail corridors that 
improve the quality of life of Washington's citizens. 

Goal 6: Encourage livable communities and family-wage jobs through freight rail system improvements. 
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Appendix 3-A: Passenger Rail Service and 
Ridership in Washington State – A Brief 

 
Passenger rail, once used as a means to address only mobility problems, is 
increasingly viewed and used, at both national and regional levels, as an 
integrated part of robust and resilient multimodal transportation systems.  
Such transportation systems will help policymakers achieve multiple 
policy ends, including economic viability, societal mobility, 
environmental sustainability, and public safety. 

25BAmtrak Intercity Passenger Rail 
Amtrak, partnered with the states of Washington and Oregon and the 
Province of British Columbia, provides intercity rail passenger service in 
the Pacific Northwest.  Passenger rail services operate exclusively over 
rail lines owned by freight railroads.  Sound Transit serves the Puget 
Sound urban area with commuter rail services.  Along the I-5 corridor, 
passenger intercity passenger rail services share track with freight on the 
BNSF Railway (BNSF) mainline.  The Union Pacific Railroad (UP) also 
has operating rights on this mainline from Vancouver, Washington (WA) 
to Tacoma.  Between Tacoma and Everett, Sound Transit commuter rail 
operates on the BNSF tracks.  Freight, intercity passenger, and commuter 
operations share common infrastructure to meet their customers’ needs.  
Exhibit 3A-1 shows the ridership of the three intercity passenger rail 
services in 2008. 

Amtrak Cascades 

Since 1994 the Washington State Department of Transportation (WSDOT) 
has partnered with Amtrak, the state of Oregon, the Province of British 
Columbia, the railroads, and others to provide fast, reliable, and more 
frequent intercity passenger rail service along the 466-mile Pacific 
Northwest Rail Corridor (PNWRC).  As one of 11 federally designated 
corridors, the PNWRC extends from Eugene, Oregon (OR) to Vancouver, 
British Columbia (B.C.).  The service, known as Amtrak Cascades, 
provides travelers with a viable transportation alternative for their intercity 
trips. 
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Exhibit 3A-1: Ridership of Intercity Passenger Rail Service –  
Washington State 2008 

Rail Service Description Ridership 
  Arrive in Washington State from Oregon or Vancouver, B.C. 245,531 

  Departure from Washington State to Oregon or Vancouver, B.C. 239,547 

Amtrak Cascades Travel Within Boundaries of Washington State 189,916 

  Travel Through Washington State Without Stopping in State 0 

  Total Riders 674,994 

  Arrive in Washington State from Oregon or Vancouver, B.C. 51,565 

  Departure from Washington State to Oregon or Vancouver, B.C. 62,707 

Coast Starlight Travel Within Boundaries of Washington State 9,007 

  Travel Through Washington State Without Stopping in State 0 

  Total Riders 123,279 

  Arrive in Washington State from Oregon or Vancouver, B.C. 68,791 

  Departure from Washington State to Oregon or Vancouver, B.C. 70,177 

Empire Builder Travel Within Boundaries of Washington State 37,562 

  Travel Through Washington State Without Stopping in State 46,464 

  Total Riders 222,994 

Total Intercity Passenger Rail Riders 1,021,267 

Note: A state intercity passenger rail rider is defined as a passenger rail rider who arrives, 
departs, travels within and travels through the state using intercity passenger rail services, 
including Amtrak Cascades, Coast Starlight, and Empire Builder. 

Source: WSDOT State Rail and Marine Office 
26B 
 
Amtrak Cascades intercity passenger rail service in the state is operated 
over the BNSF mainline.  Amtrak Cascades intercity passenger rail 
service in Oregon is operated over the UP mainline.  The alignment 
roughly parallels Interstate 5 (I-5) and runs through western Washington 
and western Oregon.  The Washington portion includes nine counties: 
Clark, Cowlitz, Lewis, Thurston, Pierce, King, Snohomish, Skagit, and 
Whatcom.  In addition, a number of cities and towns are also traversed by 
the rail line, including Vancouver (WA), Kelso/Longview, Centralia, 
Olympia/Lacey, Tacoma, Tukwila, Seattle, Edmonds, Stanwood, Everett, 
Mt. Vernon, and Bellingham.  In Oregon, the alignment travels through 
Portland, Oregon City, Salem, Albany, and Eugene.  The corridor is 
diversely populated and contains a mixture of farmlands, small 
communities, natural habitats, and large metropolitan areas.  Corridor 
development is a cooperative effort between the states of Oregon and 
Washington, BNSF, UP, Amtrak, Sound Transit, the Province of British 
Columbia, ports, local communities, passengers, and the general public. 
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Ridership for Amtrak Cascades on the PNWRC has been increasing.  The 
following paragraphs highlight the changes in ridership between 1994 and 
2008. 
 
Amtrak Cascades ridership has risen steadily on the PNWRC from 
Eugene, OR to Vancouver, B.C., from less than 200,000 annual 
passengers in 1994 to 774,536 passengers in 2008.  A complete history of 
the Amtrak Cascades annual ridership is shown in Exhibit 3A-2. 
 

Exhibit 3A-2: Amtrak Cascades Annual Ridership – 1994 to 2008 
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Source: WSDOT State Rail and Marine Office 
 
Since 1994 when Washington State began financially supporting Amtrak 
service, consumers have responded to the increased frequency of daily 
train service.  In every case when or where the supply of passenger train 
capacity increased higher ridership has quickly followed.  Ridership 
increases are most significant between Seattle and Portland, with four 
daily Amtrak Cascades regional round trips. 

Commuter Rail 
Sound Transit provides Sounder commuter rail service in the Puget Sound 
area.  Sounder commuter rail is a regional rail service operated by BNSF 
on behalf of Sound Transit.  Service operates Monday through Friday 
during peak hours from Seattle, north to Everett and south to Tacoma.  As 
of 2008, schedules serve the traditional peak commutes, with most trains 
running inbound to Seattle in the morning and outbound in the afternoon.  
Two daily round trips run the “reverse commute” to and from Tacoma.  
Additional Sounder trains operate on some Saturdays and Sundays for 
travel to and from Seahawks games at Qwest Field and Mariners games at 
Safeco Field.  Both stadiums are a short walk from King Street Station. 
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Ridership has steadily increased year after year with the addition of new 
service.  In 2008 Sounder’s ridership was 16.13 million, up 17 percent 
over 2007.  One of the key benefits to Sounder travel has been the on-time 
performance of the trains.  Performance has reached the level of 
99.85 percent in 2008. 
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Appendix 3-B: Railroad History, Profiles, Service 
Corridors, and Safety Regulatory History  

 
This appendix contains a brief national and state freight rail history, 
Washington State (state) freight railroad profiles and service corridors, 
and a summary of safety regulations and history.  

14BNational Freight Rail History1 
Construction of the nation’s rail network started in 1828.  The system 
expanded rapidly in the late 1800s and early 1900s.  System mileage 
peaked in the 1920s at approximately 380,000 miles of track.  Since then 
the rail network has been downsized and modernized to a core network 
whose route system is descended directly from its 19th century design. 
 
The Class I railroad system today has 160,734 miles of track, less than 
half the number of miles it had in the 1920s.2  The reduced size of the 
nation’s freight rail network is the result of three factors: competition with 
the trucking industry, deregulation, and railroad efficiency. 
 
Private businesses face stiff rate competition from trucks and shareholder 
pressure to generate profits.  As a result, the nation’s major railroads have 
divested in lines and services with insufficient traffic density to adequately 
cover their operating and maintenance costs.  To improve productivity and 
profitability, they have invested in double-stack cars, larger hopper and 
tank cars, and higher boxcars and auto-rack cars, which in turn require 
investment in high-clearance tunnels, higher-weight-capacity track, and 
stronger bridges.  The high cost of these improvements has limited 
railroads to upgrading only the highest volume and most profitable lines.  
Other lines have been downgraded or abandoned. 
 
Abandonment has also occurred as a result of mergers and consolidations 
among railroads, which have led to duplicative or redundant lines.  The 
merger trend began in the mid-19th century as railroads struggled to build 
networks and access profitable routes and markets.  
 
Railroad abandonments began in the 1920s and continued steadily up to 
1980, when many of the railroads were spiraling into bankruptcy.  The 
Staggers Act of 1980 deregulated the railroad industry, helping railroads 
continue the process of merging, restructuring, and reorganizing.  Since 
                                                 
P

1
P AASHTO, Transportation – Invest in America: Freight Bottom Line Report (2001), 

pp. 32-33. 
2 Association of American Railroads, www.aar.org/. 
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railroad deregulation in 1980, the pace of abandonments has slowed as 
more lines have been sold to create short-line and regional railroads.  The 
result of these changes is a modern, efficient “core” network geared 
towards profitably serving today’s freight-rail markets.  But this efficiency 
has come at a cost.  Railroad service has been withdrawn from many 
areas, forcing businesses to relocate or shift to truck service. 

15BWashington State Rail History 
In 1851 the first “railroad” in Washington Territory appeared along the 
north bank of the Columbia River near present-day Stevenson and used 
mule power to pull flatcars along six-inch square wooden rails topped 
with strap iron.  This line covered a distance of roughly two miles and was 
later expanded to six miles. 
 
Two years later Congress authorized the United States (U.S.) Army to 
conduct five transcontinental railway surveys to find a feasible route to the 
Pacific Ocean.  Isaac I. Stevens led the northern survey, which headed 
west from St. Paul, Minnesota, looking for a suitable crossing of the 
Cascade Mountains.  Isaac Stevens later became the first Governor of 
Washington State. 

16BAbraham Lincoln and the Northern Pacific Railroad 

In 1864 Congress and President Abraham Lincoln used the findings of the 
Army’s northernmost survey to charter the Northern Pacific Railroad.  The 
route loosely followed that of Lewis and Clark’s 1804-1806 Corps of 
Discovery expedition to the Pacific Northwest.  The Northern Pacific was 
charged with “constructing a railroad and telegraph line from Lake 
Superior to Puget Sound,” in order to “secure the safe and speedy 
transportation of the mail, troops, munitions of war, and public stores.”  
The Northern Pacific Railroad used the sale of huge federal land grants to 
finance its construction.  
 
In 1870 the Northern Pacific began construction on its first set of tracks in 
Washington Territory, near present-day Kalama on the Columbia River.  
A fierce competition to determine where the tracks would connect to the 
Puget Sound ensued, and the communities of Olympia, Steilacoom, 
Seattle, and Whatcom, on Bellingham Bay, were all considered by the 
railroad.  In July 1873, the railroad’s Board of Directors selected Tacoma 
as its western terminus. 
 
In 1874 regular train service began between Kalama and Tacoma.  Despite 
major financial setbacks, the vision for a northern transcontinental railroad 
was kept alive and small portage railroads3 along the southern shore of the 
                                                 
3 Car ferries were used to cross the river from one track to another.  
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Columbia River were linked together to create a continuous set of tracks.  
In September 1883, Portland, Spokane Falls, and the cities of the upper 
Midwest were linked by rail for the first time when the final spike on the 
Northern Pacific mainline was driven near Gold Creek in Montana. 
 
In 1873 residents of Seattle—upset with the Northern Pacific Railroad’s 
selection of Tacoma as its western terminus—announced their intention to 
build a railroad to Walla Walla.  Though Seattle’s effort only made it to 
the western foothills of the Cascade Mountains, the declaration caused the 
owners of the Northern Pacific to take another look at a direct rail line 
between the eastern segment of Washington Territory and Puget Sound.  
When Congress indicated that the railroad would have to construct a direct 
route from the mouth of the Snake River to Tacoma—or risk losing large 
segments of its original land grant—the Northern Pacific began 
construction west from present-day Pasco through the Yakima Valley.  At 
the same time, track work began near Tacoma in an easterly direction.  
The two rail lines were to meet at Stampede Pass.  

17BStampede Tunnel and Statehood 

In May 1888, the 1.8-mile-long Stampede Pass tunnel was completed.  
The completion of the Northern Pacific’s rail line between Pasco and 
Tacoma supported Washington’s application for statehood.   
 
In November 1889, Washington became the nation’s 42 P

nd
P state.  Railroads 

now connected growing communities like Tacoma, Seattle, Ellensburg, 
North Yakima, Pasco, and Spokane with the rest of the nation.  The new 
rail crossing of the Cascade Mountains also reduced the total freight costs 
for many American businesses trading in the Far East, which led to more 
port activity, business development, and population growth in Puget 
Sound.   

18BThe Great Northern Railway Comes to Washington 

In the early 1890s, Nelson Bennett used some of the money he had earned 
overseeing the construction of the Stampede Tunnel to form the Fairhaven 
and Southern Railway on Bellingham Bay.  The new rail line stretched 
north into British Columbia and south into the Skagit Valley.  It was 
hoped that this rail line would lure the westward reaching Great Northern 
Railway to the Bellingham area.  
 
At the same time, the Seattle, Lakeshore, and Eastern Railway began to 
build north from Seattle toward the Canadian border.  The owners 
intentionally constructed the line several miles inland from Puget Sound 
(the part of the route is now the Burke Gilman Trail in Seattle) to prevent 
other speculators from building new port facilities along Puget Sound that 
would compete with Seattle.  The line extended across the Skagit River to 
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Sedro-Woolley and on to Sumas City on the Canadian border.  In August 
1891, the line connected with the Canadian Pacific Railway, Canada’s 
first transcontinental railroad. 
 
The Great Northern Railway reached Spokane in 1892, continued west 
through Wenatchee, and completed a series of switchbacks across the 
Cascades Mountains near Stevens Pass.  The railroad purchased the 
Fairhaven and Southern Railway, built tracks to Everett, and reached 
Seattle in 1893.  In 1900, the Great Northern Railway completed their first 
Cascades Tunnel at Stevens Pass, which cut the travel time between 
Seattle and the rest of the nation by several hours. 
 
At the turn of the twentieth century, the people of the state had rail access 
to commercial centers across North America.  Passengers and freight came 
to the new state on the Canadian Pacific, the Northern Pacific, the Great 
Northern, and the Union Pacific railroads.  The state’s population 
continued to grow as immigrants from around the world came to work the 
land, the forests, the waters, and in thousands of small businesses across 
the state. 

19BMore Railroads and New Stations 

In 1908 the Spokane, Portland, and Seattle Railway (SP&S) completed a 
new rail line along the north bank of the Columbia River, connecting 
Vancouver, Pasco, and Spokane.  Later that same year, the railroad 
finished construction of a rail bridge across the Columbia River just west 
of the business district of Vancouver.  The new steel bridge created a 
continuous rail link between Portland, Tacoma, Seattle, and British 
Columbia for the first time.  
 
In 1909 the last of the major transcontinental railroads reached Seattle and 
Tacoma.  The Chicago, Milwaukee, St. Paul, and Pacific (Milwaukee 
Road) completed track work and began operating trains across 
Snoqualmie Pass.  The first Milwaukee Road train arrived in Seattle on 
June 14, 1909, and terminated at the temporary station at Washington 
Street and Railroad Avenue.4  The arrival of the Milwaukee Road further 
intensified the railroads’ competition for freight and passengers.  The 
Milwaukee Road operated transcontinental passenger trains to both Seattle 
and Tacoma and operated transcontinental freight service into Tacoma, 
where their main freight yard was located. 
 
The Milwaukee Road’s line across Snoqualmie Pass and all lines in the 
state were embargoed5 in 1979, and the last Milwaukee Road freight train 
                                                 
P

4
P Milwaukee Road Historical Association The Milwaukee Railroader – Volume 39, 

Number 3/Third Quarter 2009 – White River Productions. 
5 An embargo is a complete ban on economic exchange.  
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left Tacoma on March 15, 1980.  The rail line across Snoqualmie Pass was 
sold to the Burlington Northern Railroad, but was ultimately abandoned 
and the trackage was removed by the end of 1987.  This line is now part of 
the John Wayne Trail owned by Washington State Parks.  Several portions 
of the old Milwaukee trackage in Moses Lake and in eastern/northeastern 
Washington have been picked up and operated by short-line or regional 
railroads.  However, most of the old Milwaukee Road rail line across the 
state has been abandoned. 

20BThe Decline of Passenger Rail Service in Washington 

In the early 1920s, automobile and truck transportation began to become 
very popular.  The Washington Department of Highways and local 
highway districts often followed travel corridors developed by the 
railroads as they paved new roads between major cities.  The completion 
of the first Pacific Highway between Seattle and Portland in 1924 lured 
away more passengers and freight traffic from the rails.  For many people, 
this shift was inspired by the fact that automobile and truck transportation 
provided a greater degree of flexibility and freedom than was available 
with rail transportation.  Travelers and shippers were no longer dependent 
upon the schedules and rates offered by the railroads.  
 
The completion of the original Pacific Highway in western Washington 
caused the Great Northern, the Northern Pacific, and the Union Pacific 
railroads to pool their passenger services between Seattle and Portland and 
reduce the number of trains from 22 to 12 trains per day.  
 
The federal government, which had required the railroads to continue to 
provide passenger service to communities across the nation, finally agreed 
to relieve the railroads from this obligation.  In exchange, the railroads 
gave most of their old passenger equipment to the newly formed National 
Railroad Passenger Corporation, more commonly known as Amtrak (for 
American travel by track).  Operating agreements between the private 
railroads and Amtrak were finalized, and national service began on May 1, 
1971. 
 
For more information about passenger rail history, see the Amtrak 
Cascades Mid-Range Plan, Appendix 3A.6  
 
The following railroad profiles contain freight railroad history, 
descriptions, and maps for each railroad in Washington State.  

                                                 
6 2008 Amtrak Cascades Mid-Range Plan Appendix 3A, 
www.wsdot.wa.gov/Freight/publications/PassengerRailReports.htm. 
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Class I Railroad Profiles 

29BBNSF Railway 

On March 3, 1970, the Great Northern; Northern Pacific; the Spokane, 
Portland, and Seattle; and the Chicago, Burlington, & Quincy Railroads 
merged and become the Burlington Northern Railroad. 
 
In 1980 the Staggers Rail Act deregulated rail transportation in the U.S. 
causing the largest railroads to sell off branch lines to smaller railroad 
companies.  In 1983 the Burlington Northern Railroad discontinued rail 
service across the Stampede Pass.  In 1995 the Burlington Northern 
Railroad merged with the Santa Fe Railroad and became the Burlington 
Northern and Santa Fe Railway, which later became the BNSF Railway 
Company (BNSF).  And in 1996 the BNSF repaired and reopened the 
Stampede Pass line. 
 
The BNSF is one of the four largest railroads operating in the U.S. (the 
largest U.S. railroad by 2009 revenue).  BNSF, as it stands today, is the 
product of some 390 different railroad lines that merged or were acquired 
over more than 150 years. 
 
Service is provided over seven major corridors, and nine low-density 
corridors.  The major corridors provide the primary conduits to the North 
American rail network, while the low-density corridors offer 
collection/distribution services.  The major corridors are: 
 

 Seattle-Spokane 
 Seattle-Portland, OR 
 Portland, OR-Pasco 
 Auburn-Pasco 
 Pasco-Spokane 
 Spokane-Sandpoint, ID 
 Everett-Vancouver, B.C. 

 
BNSF operates over 1,640 miles in Washington State, which represents 
almost ten percent of their total system route miles operated. 
 
An average of 220,000 rail cars operates on the BNSF network daily.  
Primary commodities include coal, agricultural products, intermodal 
(containers/trailers), forest products, chemicals, metals, and minerals.  
BNSF is one of the largest haulers of agricultural products.  Chemicals 
hauled by the BNSF include propane, lube oil, petroleum, and asphalt. 
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According to the BNSF 2008 Annual Report to the UTC, revenue totaled 
$17.5 billion.7  BNSF reported total interstate operating revenue of 
$1,040,184 and total gross intrastate operating revenue of $97,876,862. 
 

 

Union Pacific Railroad 

The Union Pacific Railroad (UP) was originally founded through the 
passage of the Pacific Railroad Act of 1862.  This act designated the first 
transcontinental railroad line across the United States and chartered the 
UP and Central Pacific Railroads to build this line.  The nation’s first 
transcontinental railroad line was completed on May 10, 1869, when the 
UP and Central Pacific Railroads met at Promontory Summit, Utah. 
 
The first UP line arrived in the Washington Territory in 1881 in the form 
of the Oregon Railway and Navigation Company (O-WR&N) with a line 
from Bonneville, Oregon (OR) to Walla Walla, Washington Territory.  
This line was extended further into Washington Territory with 
connections to Dayton in 1882, Riparia/Moscow in 1885, and Colfax and 
Spokane by 1890.8

F  Line extensions were also built from Walla Walla to 
Pasco and ultimately Yakima/Selah and Sunnyside.  The O-WR&N was 
sold in foreclosure to the Oregon-Washington Railway and Navigation 
Company, which became a fully-owned subsidiary of the UP in 1936. 

                                                 
7 www.bnsf.com/investors/investorreports/2Q_2009_Investors_Report.pdf 
8 Encyclopedia of Western Railroad History – Volume III Oregon – Washington, Donald 
B. Robertson, The Caxton Printers Ltd. 1995 
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The UP considered building a parallel north-south mainline from Portland 
to Tacoma/Seattle in the early 1900s.  However the UP ended up 
negotiating trackage rights over the Northern Pacific Railway mainline 
between Portland, OR and Tacoma, Washington (WA) through its 
O-WR&N subsidiary.  The Union Pacific’s O-WR&N subsidiary 
constructed a joint line with the Chicago, Milwaukee, St. Paul, and Pacific 
Railroad between Tacoma Junction and Black River Junction, near Seattle, 
providing access to the Seattle area.  Further access to downtown Seattle 
was provided via trackage rights on the Northern Pacific and the Pacific 
Coast Railway.  The UP/O-WR&N and the Milwaukee Road passenger 
trains called at Union Station in Seattle, which opened in 1911. 
 
The Spokane International Railroad Company built a railroad line from 
Spokane up to the Canadian border at Eastport, ID and commenced 
operations on November 1, 1906.  The Spokane International Railroad 
entered bankruptcy in 1933 and was re-organized as the Spokane 
International Railroad (SI).  The UP acquired full control of the SI in 
1958, and presently operates the Spokane to Eastport, ID line as part of 
the UP system.  The UP operates a number of run-through international 
trains with the Canadian Pacific Railway via the connection at Eastport, 
ID.  
 
The UP and the Southern Pacific Railroads (SP) merged on September 11, 
1996.  The SP only operated as far north as Portland, OR and never came 
into Washington State.  The merger allowed the UP to offer some longer 
distance one-railroad routings, such as Seattle to Los Angeles and Seattle 
to San Francisco Bay area.  The UP/SP merger also re-configured some of 
their adjacent terminal operations in Portland.  This merger then resulted 
in the largest Class I railroad in the U.S., as measured by total route miles. 
 
The railroad is still the largest railroad in North America by trackage, 
serving 23 states, operating over 32,000 miles in the western U.S., linking 
every major West Coast and Gulf Coast port, and providing east-west 
service through four major gateways (Chicago, St. Louis, Memphis, and 
New Orleans) with the eastern railroads.  UP also operates key north-south 
corridors with several connections at the Mexican and Canadian borders.9 
 
The UP operates on 678 route miles in the state with operating rights on 
BNSF tracks between Portland and Tacoma, and between Tukwila and the 
Port of Seattle.  It operates on its own right-of-way between Tacoma and 
Tukwila.  In eastern Washington, UP operates on its own tracks between 
Hinkle, OR and Spokane, and also to the “funnel” between Spokane and 
Sandpoint, ID.  

                                                 
P

9
P Introductory material adapted from www.up.com/.  
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The UP transports many commodities including chemicals, coal, food and 
food products, forest products, grain and grain products, intermodal, 
metals and minerals, and automobiles and parts.  The UP is also one of the 
largest intermodal carriers (containers and trailers).  
 
Revenue in 2008 totaled $18 billion per UP’s 2008 Report to the UTC.  
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Class II and Class III Railroad Profiles  

28BBallard Terminal Railroad 

The Ballard Terminal Railroad (BDTL10), a Class III railroad in Seattle, 
was formed in 1997 to operate trains on three miles of track on the north 
side of Salmon Bay.  The BDTL runs from NW 40th Street and 6th 
Avenue NW, just south of its Bright Street Yard and on the edge of 
Fremont Avenue, northwest toward Ballard proper.  There, it passes the 
Hiram M. Chittenden Locks and runs along Seaview Avenue NW to its 
Shilshole Yard, where it joins the BNSF mainline just north of NW 68th 
Street.  Most of the railroad was originally part of the Great Northern 
Railway’s mainline, which moved to the west when the Lake Washington 
Ship Canal was built.11   
 
The BDTL reported total interstate operating revenue of $6,148 and 
$70,012 for total gross intrastate operating revenue in their 2008 Annual 
Report to the Utilities and Transportation Commission (UTC). 

                                                 
10 BDTL is the reporting mark for Ballard Terminal Railroad. A reporting mark is a two-
to-four-letter alphabetic code used to identify owners or lessees of rolling stock and other 
equipment used on the North American railroad network. The marks are stenciled on 
each piece of equipment, along with a one-to-six-digit number, which together uniquely 
identify every such rail car. This allows the cars to be tracked by the railroad they are 
traveling over, which shares the information with other railroads and customers.  
P

11
P http://en.wikipedia.org/wiki/Ballard_Terminal_Railroad/. 
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Cascade and Columbia River Railroad 

The Cascade and Columbia River Railroad (CSCD) is a Class III railroad 
that interchanges with BNSF in Wenatchee and runs north to Oroville.  
This line was originally built in 1914 by the Great Northern Railroad to 
link the mainline at Wenatchee to the Washington & Great Northern/ 
Vancouver, Victoria & Eastern line at Oroville.  The major commodities 
carried on the CSCD are limestone, pulpwood, and lumber products.  The 
CSCD offers transload locations on its line to assist customers in getting 
their lumber to specific customers that may not be rail served or need 
additional services provided by these facilities.  The CSCD operates 
148 miles of track and moves over 5,200 cars per year to or from this area 
in the state.  The CSCD has trackage rights over six miles of BNSF’s 
Oroville Spur to Wenatchee for the purpose of performing interchange at 
Wenatchee Yard.12   
 
CSCD reported total gross intrastate operating revenue of $1,614,149 in 
their 2008 Annual Report to the UTC.  
 

                                                 
P

12
P http://www.railamerica.com/RailServices/CSCD.aspx/. 
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31BCentral Washington Railroad 

The Central Washington Railroad (CWA), a wholly-owned subsidiary of 
the Columbia Basin Railroad (CBRW), serves with a series of former 
BNSF and UP branch lines in central Washington.  The CWA, a Class III 
railroad, consists of approximately 60 miles of track located in the Yakima 
Valley.  The CWA serves the communities of Yakima, Union Gap, 
Moxee, Granger, Sunnyside, Grandview, and Prosser.  These include:  
 
 Former North Yakima & Valley Railway (NY&V, acquired by the 

Northern Pacific in 1914) from Yakima to Moxee City, 8.6 miles 
acquired from BNSF in 2005.  

 Former NY&V from Yakima to Fruitvale, three miles acquired from 
BNSF in 2005.  

 Former NP from Gibbon to Granger, 30 miles acquired from BNSF in 
2005.  

 Numerous short stretches of former NCRR trackage between 
Grandview and Zillah, 15.6 total miles of trackage rights assigned by 
BNSF over UP-owned lines in 2005.  

 
Commodities hauled on this line include feed, propane, paper products, 
plastic pellets, cheese, juice concentrate, lumber, apples, and other 
agricultural goods.13

     
 
                                                 
P

13
P http://www.temple-industries.com/companies/central_washington_railroad.php/. 
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The CWA reported total interstate operating revenue of $1,436,210 and 
total gross intrastate operating revenue of $374,225 in their 2008 Annual 
Report to the UTC.   
 

 

32BColumbia and Cowlitz Railway 

The Columbia and Cowlitz Railway (CLC), a Class III railroad, is a 
wholly-owned subsidiary of Weyerhaeuser Company, and is 
headquartered in Longview, WA.  The railroad serves an 8.5-mile public 
route from the Weyerhaeuser Company mill in Longview to the junction 
just outside the city limits of Kelso. P

14  It also connects to a private route to 
serve Weyerhaeuser properties.  The line was completed in 1928 and hauls 
forest products, steel, and chemicals. 
 
The CLC reported total gross intrastate operating revenue of $2,654,693 in 
their 2008 Annual Report to the UTC.  
 

                                                 
P

14
P http://en.wikipedia.org/wiki/Columbia_and_Cowlitz_Railway/. 
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33BColumbia Basin Railroad 

The Columbia Basin Railroad (CBRW) is a Class III railroad located in 
the Columbia Basin region of the state.  Interchanging with the BNSF in 
Connell, the line runs north crossing I-90 before reaching Moses Lake.  
Along the route, the CBRW also serves Warden, Bruce, Schrag, and 
Othello.  In total, the line consists of 86 track miles: 73 miles are owned 
by the CBRW and the other 13 track miles are on a long-term lease from 
the BNSF.  Presently, the main commodities hauled on this line are 
agricultural goods, in-bound fertilizer, chemicals, and processed potatoes 
and vegetables.   
 
The CBRW reported total interstate operating revenue of $4,240,109 and 
total gross intrastate operating revenue of $787,720 in their 2008 Annual 
Report to the UTC.   
 
The Portland Vancouver Junction Railroad (PVJR) is a newly formed 
subsidiary of CBRW.  It is owned by Clark County, serving the 
Vancouver (WA) area since 2004.  The Chelatchie Prairie Railroad 
(BYCX), a tourist railroad, operates passenger excursions between Lucia 
and Yacolt on weekends and holidays.   
 



Washington State 2010-2030 Freight Rail Plan December 2009 
Appendix 3-B: Railroad History, Profiles, Service Corridors, & Safety Regulatory History Appendix 3-B15 

 

34BEastern Washington Gateway Railroad 

The Eastern Washington Gateway Railroad (EWG) operates a 108-mile 
Class III railroad that extends from Cheney to Coulee City.  It is one of 
three state-owned branch lines of the Palouse River & Coulee City 
Railroad System.  The primary customer is a grain cooperative, which 
ships barley and wheat from facilities located on the western portion of the 
branch.  Other grain shippers transport grain by rail to a lesser extent.  
Most of the grain cars travel all of the way to the coast for shipment 
overseas.  Other cars are taken in a 60-car shuttle operation to a loading 
operation in Ritzville, where the grain is placed in a 110-car shuttle train 
to the coast.   
 
In January 2009, a new connecting track to the existing Geiger Spur in 
Airway Heights was opened. Formerly operated by Western Rail 
Switching (WRS) and owned by Spokane County, Geiger Spur customers 
include three metal fabricators and a locomotive parts reseller.  Studies 
suggest that new industrial development in the greater Spokane area, 
including intermodal transload, will likely occur in the area served by the 
Geiger Spur. 
 
The EWG reported total interstate operating revenue of $1,803,601 in 
their 2008 Annual Report to the UTC.  WRS, in their last year of 
operation of the Geiger Spur, reported total interstate operating revenue of 
$58,500 in their 2008 report to the UTC.  
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Great Northwest Railroad 

The Great Northwest Railroad (GRNW), a Class III railroad, is located in 
the Idaho Panhandle near the state line and consists of approximately 
77 mainline miles.  From Lewiston, ID, the railroad heads west to Riparia, 
WA.  The GRNW interchanges with both the BNSF and UP at Ayer, WA, 
approximately 85 miles west of Lewiston.   
 
The Camas Prairie Railroad Company was formed in 1909, jointly owned 
and operated by the former Northern Pacific Railway, now BNSF, and the 
former Oregon-Washington Railroad and Navigation Company, now UP. 
The GRNW is a wholly-owned subsidiary of Watco Companies, which 
purchased the line in 2004, renaming it the GRNW. 15 
 
Primary commodities are forest products consisting of lumber, bark, paper 
and tissue, agricultural products, industrial and farm chemicals, scrap iron, 
and frozen vegetables.   
 
The GRNW reported total interstate operating revenue of $3,962,836 in 
their 2008 Annual Report to the UTC and reported total gross intrastate 
operating revenue of $113,584.   
 

                                                 
15 http://www.watcocompanies.com/railroads/gnr/grnw.htm 
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36BKettle Falls International Railway 

The Kettle Falls International Railway, LLC (KFR) owns and operates 
over 160 miles of former BNSF trackage in northeastern Washington State 
and southeastern British Columbia (B.C.).  KFR operates from the BNSF 
interchange at Chewelah, WA to Columbia Gardens, B.C.  A second line 
operates from Kettle Falls to Grand Forks, B.C.  KFR has a diverse traffic 
base, including lumber, plywood, wood products, minerals, metals, 
fertilizer, industrial chemicals, and abrasives.16 
 
KFR reported total interstate operating revenue of $4,319,638 and total 
gross intrastate operating revenue of $460,891 in their 2008 Annual 
Report to the UTC.   
 

                                                 
P

16
P http://www.omnitrax.com/rail_kfr.aspx 
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37BLongview Switching Company 

The Longview Switching Company (LSC), a Class III railroad, is a jointly 
owned subsidiary of BNSF and UP that performs terminal switching 
duties at the Port of Longview.  LSC was once known as the Longview, 
Portland & Great Northern Railway (LP&N).  The LP&N was owned by 
International Paper.  Like Weyerhaeuser, International Paper owned its 
own railroads.  The original LP&N went from Longview north to 
Ryderwood, but was later cut back to operate between Longview and a 
connection to the Northern Pacific (now BNSF) at Longview Junction.  As 
International Paper built more mills in other parts of the northwest, they 
built more railroads as well, and all these railroads were part of the LP&N.  
When International Paper’s Longview Mill closed, the railroad, which still 
served other customers, was sold to become Longview Switching.  
Longview Switching is a private company categorized under Railroad 
Switching and located in Longview.  It was incorporated in 1971.17   
 
The BNSF and UP mainlines run parallel to I-5, approximately five miles 
from the Port.  The Longview Switching Company switches trains from 
the railroad mainlines into the Port.  From there, Port locomotives move 
trains and rail cars to the marine terminals and industrial locations.  The 
LSC operates on 17 miles of track owned by BNSF and UP.18 
 

                                                 
17 http://people.msoe.edu/~westr/wtcx.htm 
18 http://www.manta.com/company/mtvr3mg 
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LSC reported estimated annual revenue of $1,600,000 in 2008. 

38BMeeker Southern Railroad 

The Meeker Southern (MSN) is a Class III railroad that connects Meeker 
Junction (Puyallup, WA), with an industrial park in McMillan, WA.  The 
MSN is a wholly-owned subsidiary of the BDTL.  The line is 
approximately 5 miles long, which is owned by MSN. 
 
The commodities hauled on this line are fiberboard, building materials, 
and steel products. 
 
MSN reported no total gross intrastate operating revenue, but did report 
$181,796 in interstate operating revenue. 
 

 

39BMontana Rail Link 

Montana Rail Link (MRL) is a Class II regional railroad with more than 
900 miles of track serving 100 stations in Montana, Idaho, and 
Washington.  MRL connects with the BNSF at Spokane, and at Laurel and 
Helena, Montana. 
 
MRL hauls a variety of commodities including agriculture, chemicals, 
fertilizers, hazardous materials, lumber, coal, scrap iron, and paper. 
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MRL operates on 16 miles of track owned by BNSF from the Idaho border 
into Spokane. 
 
MRL reported total intrastate revenue of $4,434,250 in 2008.  

40BMount Vernon Terminal Railway 

The Mount Vernon Terminal Railway (MVT), a Class III railroad serving 
Mount Vernon, was formed in 1933 by acquisition of track from the 
Pacific Northwest Traction Company.  The railroad expanded in 1939, 
when it acquired trackage abandoned by the Puget Sound & Cascade 
Railway.  The railroad provides as-needed service and interchanges with 
BNSF at Mount Vernon.  The railroad consists of a 3-track wide yard.  It 
is used for storage and transloading, no on-line customers.  
 
MVT reported total interstate operating revenue of $61,174 and no 
intrastate operating revenue. 

41BPalouse River & Coulee City Railroad System 

The Palouse River & Coulee City Railroad System is owned by the state.  
It consists of three Class III railroads operating on 279 miles of mainline 
track and 18 miles of former mainline track that is now used for rail car 
storage.  The system is divided into the following branches:  

CW Branch 

The Eastern Washington Gateway Railroad (EWG) operates this 108-
mile-long branch that extends from Cheney to Coulee City.  The primary 
customer is a grain cooperative, which ships wheat from facilities located 
on the western portion of the branch.  Other grain shippers transport grain 
by rail to a lesser extent.  Some of the grain cars travel all the way to the 
coast for shipment overseas.  Other cars are taken in a 52-car shuttle 
operation to a mega-loader operation in Ritzville where the grain is placed 
in a 110-car shuttle train to the coast. 

PV Hooper Branch 

The PCC Railroad Company (PCC), a subsidiary of Watco Companies 
operates this branch, which contains a total of 84 miles of mainline track.  
Fertilizer products are brought into a facility located in Mockonema.  
However, grain is the primary commodity.  Grain is taken to a transload 
facility in Wallula where it is loaded onto barges for transport to the coast.  
The Hooper sub-branch extends from Colfax to Hooper.  The PV Hooper 
sub-branch extends from Thornton to Winona where it connects to the 
Hooper sub-branch. 
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P & L Branch 

The Washington and Idaho Railway, Inc. (WIR) operates this branch, 
which contains a total of 87 miles of mainline operating track.  Grain is 
also the primary commodity shipped on the branch.  Fertilizer and lumber 
are also shipped.  The branch extends from Marshall through Pullman to 
Moscow, ID.  A small spur extends from Palouse to the Idaho border 
directly to the east where it continues to Princeton, ID under private 
ownership.  The operator also stores cars on an 18-mile section that 
extends from Pullman to a river crossing near Colfax where a bridge 
burned that severed the section from the PV Hooper Branch.   
 

 

42BPend Oreille Valley Railroad 

The Port of Pend Oreille owns and operates the Pend Oreille Valley 
Railroad (POVA), a Class III railroad.  Located in northeastern 
Washington, POVA-owned tracks run from Metaline Falls to Newport.  
POVA leases trackage from BNSF from Newport to Dover, ID.FP

19
PF  Most of 

the POVA customers are located near the south end of the line, and the 
north end hosts occasional tourist trains between Ione and Metaline Falls.  
 
POVA reported a total interstate operating revenue of $1,899,339 and total 
gross intrastate operating revenue of $506,001.  
 

                                                 
P

19
P http://www.povarr.com/ 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Appendix 3-B22 Appendix 3-B: Railroad History, Profiles, Service Corridors, & Safety Regulatory History 

 
43B 

44BPuget Sound and Pacific Railroad 

The Puget Sound and Pacific Railroad (PSAP), a Class III railroad, is 
headquartered in Elma, WA.  PSAP interchanges with the BNSF and UP 
Class I railroads.  PSAP runs through forest lands and serves major lumber 
customers.  PSAP owns 109 miles of track and operates on 178 miles of 
track in Washington.  
 
The line consists of the following segments: 1) Centralia to Elma to 
Aberdeen-Hoquiam, which connects with the Port of Grays Harbor; 
2) Elma to Shelton, which connects with the U.S. Navy line that PSAP 
operates from Shelton to Bremerton and Bangor; and 3) Centralia to 
Chehalis to Curtis.  The Port of Chehalis owns the section between 
Chehalis to Curtis.  PSAP provides switching and haulage for UP at 
Aberdeen, Hoquiam, Grays Harbor, Shelton, and McCleary via Centralia.   
 
The major commodities include lumber, logs, chemicals for the pulp and 
paper mills forest products, scrap metal, grains, aluminum, chemicals, and 
military cargo.  
 
PSAP reported interstate operating revenue of $8,115,618 and total gross 
intrastate operating revenue of $64,840. 
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45BRoyal Slope Line 

The 26-mile WSDOT-owned Royal Slope Line (RS) is a remnant of the 
former Chicago, Milwaukee, St. Paul, and Pacific Railroad (Milwaukee 
Road).  The eastern 20.5 miles were constructed as part of the “Pacific 
Extension,” which was built between 1906 and 1909.  The northwestern 
5.5-mile spur was built by the Milwaukee Road in 1967.  The line 
connects Royal City to the CBRW at Othello.  The line currently is 
dormant, but could play important roles in two projects under 
consideration by the state: 
 
 Construction of a freight bypass between Ellensburg and Lind.  

This project would rebuild the abandoned Milwaukee Road mainline 
to increase capacity on BNSF’s Auburn-Pasco route and avoid the 
slow, circuitous routing through the Yakima River Valley.  Some 
mitigation efforts would be necessary due to the line’s passage through 
the Yakima Firing Range and steep grades on the original route. 

 Redevelopment of the Hanford Site as a large industrial complex.  
If the federal government decides to redevelop the site as a large 
industrial complex, an alternative to reconstructing the original 
Milwaukee Road line between Beverly and Lind may be a bypass.  
The bypass would travel through the Hanford Site to Pasco, opening 
up the site to direct Class I rail service and addressing the capacity and 
environmental issues that affect the existing BNSF Ellensburg-
Yakima-Pasco mainline. 
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Tacoma Rail 

Tacoma Rail is a municipally held Class III and terminal switching 
railroad which is comprised of three distinct and separate divisions—
Tidelands Division, Mountain Division, and the Capital Division. 

Tacoma Municipal Belt Line 

The Tacoma Municipal Belt Line (TMBL) is an operating division of the 
Tacoma Public Utilities.  The Tidelands and Capital Divisions are under 
the governance of the Tacoma Public Utility Board.  
 
Tacoma Rail does the switching for TMBL’s Tidelands Division, which 
includes the Port of Tacoma. 
 
In 2004 TMBL formed its Capital Division by leasing three miles of 
BNSF’s Lacey Spur (St. Clair-Quadlok) and 10 miles of the remaining 
original Northern Pacific mainline (Olympia-Belmore), in conjunction 
with obtaining a freight service easement over seven miles of BNSF’s 
Lakeview Subdivision (South Tacoma-Lakeview) and 11 miles of BNSF’s 
Lakeview Spur (Lakeview-Nisqually). 
 
BNSF retains trackage rights over these lines to access the portion of the 
Lakeview Subdivision south of Lakeview that it still serves.   
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In addition to containerized cargo, TMBL’s freight includes chemicals, 
automobiles, scrap metal, feed, grain, frozen food, lime, petroleum 
products, and lumber products. 
 
TMBL had total interstate operating revenue of $14,359,192 and total 
gross intrastate operating revenue of $785,908 in 2008. 
 

 

Tacoma Rail Mountain Division 

The Tacoma Rail Mountain Division (TRMW) is owned by the city of 
Tacoma, Public Works and operated by Tacoma Rail under the 
governance of the Tacoma City Council. 
 
Tacoma Rail started operating the Mountain Division in November 1998 
to provide freight rail service along the 132 miles of track connecting 
Tacoma with Frederickson in South Pierce County, Morton, and Chehalis. 
 
It’s called Mountain Division because the rail grade from Freighthouse 
Square up the gulch and south through the McKinley District is 
considered mountain grade.  The 3.3 percent grade means the rail gains 
three and a third feet in altitude for every 100 feet in distance. 
 
Current customers include Boeing, Hardie Building Products, MacMillan-
Piper, Medallion Foods, and Harris Rebar.  The Mountain Division also 
provides storage services for BNSF and UP.  Commodities handled 
include forest products, chemicals, and airplane components. 
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TRMW reported a total interstate operating revenue of $539,950 and total 
gross intrastate operating revenue of $118,641 in 2008. 
 

 

48BTri-City and Olympia Railroad 

The Tri-City and Olympia Railroad (TCRY) is a Class III railroad 
company that operates near Richland serving the Port of Benton and the 
U.S. Department of Energy, interchanging with BNSF and UP railroads in 
Richland.  In 2009 TCRY ceased its Olympia operation.  The TCRY 
provides repair shop services, on-site freight car switching, and rail-
related services.  
 
The TCRY transports many commodities including food, produce, 
military equipment, nuclear waste, feed, consumer products, beverages, 
agricultural commodities, grain, wood products, paper, coal and minerals, 
building materials, machinery and equipment, vehicles, chemicals, 
fertilizer as bulk goods, break bulk materials, feed stock, waste and scrap, 
liquids.20     

 

 

 
The TCRY reported no total gross intrastate operating revenue in their 
2008 Annual Report to the UTC.  
 

                                                 
P

20
P http://www.tcry.com  
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50B 

Washington and Idaho Railway, Inc. 

The Washington and Idaho Railway (WIR) is a Class III railroad that 
operates in the area south of Spokane, WA, connecting BNSF at Marshall 
to Palouse, WA, Harvard, ID, and Moscow, ID.  It began operations in 
2006 on ex-Northern Pacific Railway and Washington, Idaho and 
Montana Railway trackage.   
 
The WIR reported total gross intrastate operating revenue of $824,945 in 
their 2008 Annual Report to the UTC.   
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52BWestern Rail Switching 

Western Rail Switching (WRS) is a switching and terminal railroad owned 
by Western Rail, Inc., a used locomotive seller located on the line.  In 
2004, Spokane County bought BNSF’s Geiger Spur and designated WRS 
to operate it.  In January 2009, realignment bypassed Fairchild Air Force 
Base, through which the spur had run.  The west end of the spur now 
connects to the Eastern Washington Gateway Railroad (EWG) near 
Medical Lake.  EWG now operates the Geiger Spur.  WRS continues as an 
operating business.   

Rail Service Corridors  
The state currently has ten major rail corridors and 12 low-density 
corridors.  These corridors are defined and operated by BNSF and UP.  
Exhibit 3B-1 lists all these corridors.  While these rail corridors are 
defined by private railroads, the state has an interest to define rail 
corridors in terms of public benefits.  The Freight Mobility and Strategic 
Investment Board (FMSIB) is authorized to define strategic rail corridors 
and update them periodically.  Some short-line routes are critical to the 
economic viability of local communities and certain industries.  The state 
needs to develop criteria to define rail corridors in terms of their impacts 
on the state’s economic societal needs.  A brief description of each rail 
service corridor is shown after the exhibit. 
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Exhibit 3B-1: Rail Service Corridors in Washington State 
Railroads Major Corridors Low-Density Corridors 

 Seattle-Spokane Tukwila-Snohomish 

 Seattle-Portland, Oregon 
(OR) 

Woodinville-Redmond 

 Portland, OR-Pasco Burlington-Sumas 

 Auburn-Pasco Sumas-Lynden 

BNSF Pasco-Spokane Burlington-Anacortes 

 Spokane-Sandpoint, 
Idaho (ID) 

Intalco-Cherry Point 

 Everett-Vancouver, 
British Columbia (B.C.) 

Marysville-Arlington 

  Lakeview-Roy 

  Spokane-Chewelah 

 Hinkle, OR-Spokane Spokane-Plummer, ID; Manito-Fairfield 

UP Spokane-Eastport, ID Ayer Junction-Riparia 

 Tacoma-Seattle Wallula-Kennewick 

BNSF Rail Service Corridors 

BNSF operates over 1,604 miles in the state, which represents almost ten 
percent of their total system route miles operated.  Service is provided 
over seven major corridors, and nine low-density corridors (Exhibit 3B-1).  
The major corridors provide the primary conduits to the North American 
rail network, while the low-density corridors offer collection/distribution 
services.   

Seattle-Spokane Mainline 

This 331-mile corridor consists of BNSF’s Scenic Subdivision (Seattle-
Everett-Wenatchee) and Columbia River Subdivision (Wenatchee-
Spokane).  The line traverses the longest railroad tunnel in the United 
States, the 7.8-mile Cascade Tunnel under the summit of Stevens Pass.  
Between Seattle and Everett, there are an average of 50 trains per day, 
with 25 per day operating between Everett and Spokane.  Four Amtrak 
Cascades trains operate daily between Seattle and Everett, along with 
eight Sounder commuter trains each weekday.  Amtrak’s Empire Builder 
connecting Seattle and Chicago, operates once each way per day along the 
length of the corridor. 
 
The line over Stevens Pass was completed in 1893 by the James Hill’s 
Great Northern Railway (GN), creating a single-carrier link between 
Seattle and St. Paul, Minnesota.  The GN later acquired control of the 
Chicago, Burlington, and Quincy Railroad (CBQ) to provide a direct 
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connection between the Northwest and Chicago, the railroad hub of the 
nation.  Today, the line serves the same role for BNSF, conveying their 
highest-priority traffic to and from the west coast ports. 
 
With only a few local exceptions, the corridor is controlled entirely by 
Centralized Traffic Control (CTC).21  The portion of the line between 
Seattle and Everett is mostly two main tracks, and the majority of the 
Everett-Spokane segment is single-tracked.  Maximum passenger train 
speed is 79 mph, maximum track speeds for freight trains are 60 mph 
between Wenatchee and Spokane and 50 mph between Seattle and 
Wenatchee, and railcars weighing up to 143 tons are permitted.  The 
traffic base is primarily bridge movement of intermodal, agricultural and 
forest products, chemicals, automobiles, and other merchandise between 
the Northwest and the Midwest. 

Seattle-Portland Mainline 

BNSF’s 177-mile Seattle Subdivision, connecting Seattle with Portland, 
OR, is the most heavily trafficked rail line in Washington State, conveying 
BNSF and UP trains (the latter via trackage rights) to and from the major 
Pacific Coast ports.  The corridor hosts an average of 58 freight trains 
each day, with eight Amtrak Cascades trains operating daily, and 18 
Sounder commuter trains connecting Seattle and Tacoma on weekdays.  
Amtrak’s Coast Starlight, connecting Seattle and Los Angeles, operates 
once each way per day along the length of the corridor. 
 
The portions of the corridor from Vancouver to Tenino and Tacoma to 
Seattle were completed by the Northern Pacific Railway by 1877, with the 
Oregon-Washington Railroad and Navigation Company obtaining 
trackage rights over the line.  These segments were connected with the 
construction of the Port Townsend Southern Railroad along the shore of 
Puget Sound, with service beginning in 1914.  It is this route via Point 
Defiance that carries the contemporary joint BNSF and UP mainline, with 
the Tenino-Yelm-Lakeview segment no longer hosting through traffic. 
 
The entire corridor is two main tracks controlled by CTC, with the 
exception of short stretches in the Tacoma and Seattle terminals.  
Maximum train speeds are 79 mph for passenger and 60 mph for freight, 
with 143-ton-capacity cars permitted.  Freight traffic includes intermodal, 
forest and agricultural products, refuse, chemicals, and finished 
automobiles. 

                                                 
21 Railroad signaling systems are discussed in Chapter 5.  
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Portland-Pasco Mainline 

The 233-mile BNSF Fallbridge Subdivision connects Portland, OR with 
Pasco—the junction with mainlines to Seattle and Spokane and location of 
an important classification yard.  The line closely follows the Columbia 
River for its entire length, connecting with the Oregon Trunk Subdivision 
(BNSF’s sole connection between the Northwest and California) at 
Wishram.  An average of 31 freight trains traverse the line daily, with the 
Portland section of Amtrak’s Empire Builder running once each way per 
day. 
 
Seeking a water-level line to the Pacific coast to complement his Cascade 
crossings at Stampede and Stevens Passes, James Hill constructed the 
Spokane, Portland and Seattle Railway along the north bank of the 
Columbia River, completing the line between Pasco and Portland in 1908.  
The line is essentially level, with a maximum eastward grade of 
0.20 percent, and today continues to be a vital link in BNSF’s national 
network. 
 
The Fallbridge Subdivision is almost entirely single-track mainline, with 
short stretches of two main tracks around Portland and Wishram.  Traffic 
control over the entire line is via CTC.  Passenger trains are permitted to 
operate at 79 mph and freight trains at 60 mph; the maximum allowable 
railcar weight is 143 tons.  Annual freight traffic consists of intermodal, 
forest and agricultural products, refuse, coal, chemicals and finished 
automobiles.   

Auburn-Pasco Mainline 

BNSF’s 227-mile mainline across central Washington consists of the 
Stampede Subdivision between Auburn and Ellensburg, and the Yakima 
Valley Subdivision connecting Ellensburg and Pasco.  The Stampede 
Subdivision crosses the Cascade Mountains at Stampede Pass, entering the 
height-restricted Stampede Tunnel at the summit.  The Yakima Valley 
Subdivision traverses the twisting Yakima River Canyon, which limits 
train velocity and line capacity.  An average of six trains a day use this 
freight-only corridor. 
 
Required by the federal government to connect Puget Sound to its eastern 
lines, or face the consequence of losing land grants, the Northern Pacific 
completed its link between Tacoma and Pasco in 1888.  Decades later, 
after a merger which combined the Northern Pacific; Great Northern,; 
Spokane, Portland, and Seattle Railway; and Chicago, Burlington, and 
Quincy Railroad to form the Burlington Northern, and in response to the 
declining rail traffic of the early 1980s and the high cost of maintaining 
three mainlines across the state, Burlington Northern moth-balled the line 
over Stampede Pass in 1982; the majority of the corridor was sold to the 
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Washington Central Railroad.  The line lay essentially dormant until the 
mid-1990s, when a period of unexpected growth stretched to the limit the 
capacity of BNSF’s Stevens Pass and Columbia River routes, culminating 
in the decision to reacquire and reopen the line to allow the diversion of 
low-priority traffic from the vital intermodal corridors. 
 
The corridor is almost entirely single track, except for a short stretch of 
two main tracks at Easton.  Traffic control is via Track Warrant Control 
(TWC), with CTC islands in place at passing sidings.  Maximum 
permitted train speed is 49 mph, and railcar weights up to 143 tons are 
allowed.  Freight traffic includes forest, agricultural, and chemical 
products.   

Pasco-Spokane Mainline 

The 149-mile BNSF Lakeside Subdivision is a vital line connecting Pasco 
and Spokane, and its eastern 12 miles also hosts UP trains operating 
between Hinkle, OR, and Spokane.  The line traverses rolling farmland as 
it skirts north of the Palouse Region.  Approximately 33 BNSF freight 
trains operate on the line daily, along with a daily average of 11 UP trains 
on the shared line near Spokane.  In addition, the Portland section of 
Amtrak’s Empire Builder runs once each way per day. 
 
The Lakeside Subdivision was Northern Pacific’s original mainline from 
the east, completed between Spokane and Wallula in 1882.  After the 
Burlington Northern merger of 1970, the line was operated in tandem with 
the parallel Spokane, Portland, and Seattle Railway route between Pasco 
and Spokane, before the latter was abandoned in the early 1990s in favor 
of the Northern Pacific route.  The line currently is a vital link in BNSF’s 
east-west network. 
 
The corridor is primarily single-track, with short stretches of two main 
tracks in the vicinity of Spokane, Beatrice, and Pasco.  Except for a short 
segment of Automatic Block Signaling (ABS) at Pasco, the entire line is 
controlled by CTC.  Passenger trains are permitted to operate at 79 mph 
and freight trains at 60 mph; the maximum allowable railcar weight is 
143 tons.  Annual freight traffic consists of intermodal, forest and 
agricultural products, coal, chemicals and finished automobiles.  

Spokane-Sandpoint, Idaho Mainline 

BNSF’s Kootenai River Subdivision between Spokane and Sandpoint, ID, 
commonly known as the “Funnel,” is the second-busiest rail corridor in 
the state.  The 69-mile line hosts an average of 46 freight trains each day, 
along with daily operation of Amtrak’s Empire Builder service connecting 
Seattle and Portland to Chicago.  Sandpoint also is the western end of the 
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Montana Rail Link (MRL) system; the MRL has operating rights over 
BNSF into Spokane. 
 
The Funnel was part of the original Northern Pacific mainline, completed 
to Spokane in 1881.  After the 1970 Burlington Northern merger, the 
Northern Pacific route was selected over the parallel ex-Great Northern 
route as the primary mainline from the east into Spokane, a function that it 
retains today for BNSF.  Portions of the original Great Northern route 
continue under operation as segments of the Pend Oreille Valley Railroad 
and BNSF’s Kettle Falls Subdivision, but abandonments have rendered 
that line no longer viable as a through route. 
 
As the corridor experienced substantial growth in recent years, BNSF 
began to increase capacity by adding a second main track.  As of April 
2005, only 20 miles remained under single-track operation.  Except for a 
short stretch in Spokane, the entire line is controlled by CTC.  Annual 
freight traffic consists of intermodal, forest and agricultural products, coal, 
chemicals, and finished automobiles.  

Everett-Vancouver, British Columbia Mainline 

The 152-mile corridor spanning the Bellingham and New Westminster 
Subdivisions is the only remaining mainline link between the Washington 
State rail network and Canada (low-volume connections are served by 
BNSF at Sumas and KFR at Columbia Gardens, B.C.).  An average of 
23 freight trains operates on the line daily, with approximately 12 running 
through to Vancouver, B.C.  Four daily Amtrak Cascades trains run 
between Everett and Vancouver, B.C. 
 
This stretch of U.S. and Canadian railroad was completed by the Great 
Northern in 1891.  From Blanchard to Bellingham, the line closely follows 
the shores of Samish and Bellingham Bays, a condition that limits both 
train speed and the ability to increase capacity without incurring great 
expenses.  Additional delays are encountered while passing through 
Customs at the Blaine/White Rock border crossing.  BNSF also operates a 
2-mile stretch of former Milwaukee Road trackage in Bellingham that is 
owned by the Bellingham International Railroad (BIRR); the BIRR was 
formed for the purpose of preventing an industry from losing service on a 
line that BNSF intended to abandon. 
 
The corridor is single-track CTC from Everett to New Westminster, with 
the exception of a few short stretches of Automatic Block Signaling/ 
Occupancy Control System (ABS/OCS).  From New Westminster to 
Vancouver, the line is double-track CTC.  Maximum train speeds are: 
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 Everett to Delta Junction: Talgo22 50 mph, passenger 35 mph, freight 
15 mph. 

 Delta Junction to Blaine: Talgo 79 mph, passenger 79 mph, freight 
60 mph. 

 Blaine to Vancouver, B.C.: Talgo 60 mph, passenger 60 mph, freight 
40 mph. 

 
Freight traffic includes intermodal, forest and agricultural products, 
refuse, chemicals, and finished automobiles.  

Tukwila-Snohomish Branch Line 

BNSF’s 51-mile Woodinville Subdivision traverses the east side of the 
Seattle metropolitan area, connecting Tukwila, Renton, Bellevue, 
Woodinville, and Snohomish.  BNSF operates one round-trip local on 
weekdays that serves industrial customers along the line, including 
delivery of 737 fuselages to Boeing’s assembly plant in Renton.   
 
The Woodinville Subdivision is a remnant of the former Northern Pacific 
(NP) mainline from Seattle to Sumas.  The line to Sumas and a connection 
with the Canadian Pacific Railroad was completed by the Seattle, Lake 
Shore, & Eastern Railroad (SLS&E) in 1891; the SLS&E was 
subsequently absorbed into the NP in 1901.  In the wake of the 1970 
Burlington Northern merger, the Sumas line from Snohomish Junction to 
Sedro-Woolley was abandoned.  In 2006 a study was conducted on the 
segment from Tukwila to Snohomish to consider potential future uses, 
including a parallel bicycle/pedestrian trail, mass transit, and as an 
emergency bypass route for freight traffic normally operating via Interbay, 
Edmonds, and Everett. 
 
Traffic on the Woodinville Subdivision operates via TWC.  Maximum 
permitted train speeds are 30 mph for passenger and 25 mph for freight.  
Railcar weights up to 143 tons can be operated from Snohomish Junction 
to Woodinville, while the remainder of the line is restricted to 134 tons.  
Tukwila-Woodinville freight corridor traffic consists of aircraft fuselages, 
forest products, and chemicals. 

                                                 
22 Talgo, Inc. manufactures high-speed articulated trains. These operate as a set, with 
adjacent cars sharing axles and wheels and functioning as a single unit. This technology 
increases stability and improves safety and the smoothness of the ride. Talgo trains were 
initially allowed into the United States on a temporary basis and were leased for use in 
the Pacific Northwest from 1994 through 1998. Today, five trains built by Talgo operate 
in the Pacific Northwest and British Columbia as the Amtrak Cascades service. 
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Woodinville-Redmond Branch Line 

Splitting from the Woodinville Subdivision at Woodinville, BNSF’s 
Issaquah Spur runs seven miles to Redmond.  There is rarely a demand for 
service, and trains operate on an as-needed basis. 
 
The line was constructed by the SLS&E to compete with NP’s line to 
Tacoma, but construction towards Snoqualmie Pass stalled in 1890 at 
North Bend, and the focus of the SLS&E was adjusted to continue its 
efforts to build to Sumas.  The east end of the line, between Snoqualmie 
and North Bend, has been maintained as a tourist railroad (the Snoqualmie 
Valley Railroad) since 1957 by The Northwest Railway Museum.  The 
remaining trackage between Snoqualmie and Redmond has been 
abandoned. 
 
BNSF operates the line via TWC, with permitted track speeds of 25 mph 
for passenger and 10 mph for freight.  The line is restricted to 134-ton 
railcars. 

Burlington-Sumas Branch Line 

BNSF’s Sumas Subdivision connects Burlington and Sumas via Sedro-
Woolley.  It is served by a daily round-trip to and from Everett, and a local 
that switches on-line industries.  The 4.7 miles between Burlington and 
Sedro-Woolley are the easternmost surviving segment of a former Great 
Northern branch that connected Anacortes and Rockport; the remaining 
40 miles of the subdivision are formed from the north end of the NP’s ex-
SLS&E line from Seattle to Sumas.  BNSF interchanges with Canadian 
Pacific Railway and the Southern Railway of British Columbia at Sumas. 
 
Train operation on the line is via TWC, with a maximum permitted train 
speed of 40 mph.  The line is restricted to 134-ton railcars from Burlington 
to Lawrence, but 143-ton cars are permitted from Lawrence to Sumas.  
Freight traffic includes forest and agricultural products, and chemicals. 

Sumas-Lynden Branch Line 

Breaking off the Sumas Subdivision at Sumas, BNSF operates a short 
stretch of former Bellingham Bay & British Columbia Railway trackage 
southwest to Lynden.  The Lynden Spur, constructed in 1889, is served as-
needed by the road switcher based at Sumas.  Track speed on the TWC-
controlled line is 10 mph, with cars limited to 131.5 tons.  

Burlington-Anacortes Branch Line 

The Anacortes Spur of BNSF’s Bellingham Subdivision extends 
12.4 miles west from Burlington to serve a Texaco refinery at Fidalgo, and 
hosts daily rail service.  This line segment is the westernmost surviving 
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segment of a former Great Northern branch that connected Anacortes and 
Rockport. 
 
The line is operated as an industrial track with a speed limit of 10 mph, 
and railcars up to 134 tons are permitted.  Traffic includes petrochemicals.  

Intalco-Cherry Point Branch Line 

BNSF’s Cherry Point Subdivision splits off the Bellingham Subdivision at 
Intalco, near the town of Custer, and runs southwest to serve a collection 
of industries at Cherry Point.  BNSF operates two daily round trips on the 
line. 
 
The Cherry Point Subdivision is operated by TWC, with a speed limit of 
25 mph and a maximum railcar weight of 143 tons.  The line was built in 
1965 to serve the Intalco aluminum smelter, and later a series of 
petroleum-related industries were constructed on the line.  Traffic includes 
metals and petrochemicals. 

Marysville-Arlington Branch Line 

Breaking off the Bellingham Subdivision at Kruse Junction, BNSF’s 
Arlington Spur connects Arlington to the national rail network, and is 
classified by BNSF as an industrial spur.  The line is served twice weekly 
by a road switcher based in Everett.  Track speed on the line is 10 mph, 
and 143-ton railcars are permitted. 

Lakeview-Roy Branch Line 

Although BNSF sold freight rights on the north end of its Lakeview 
Subdivision and the entire length of the connecting Lakeview Spur to 
Tacoma Rail in 2004, it retained the remainder of the Lakeview 
Subdivision from Lakeview to Roy.  The customers on the line are the 
U.S. Army’s Fort Lewis, which occasionally ships or receives military 
equipment, and Wilcox Farms, which receives feed at Roy twice a week.  
Track speed on the line is 10 mph, and 143-ton railcars are permitted; 
however, as of spring 2006, the only connection to the rest of the BNSF 
network, via the Lakeview Spur and Nisqually, is restricted to 134-ton 
railcars. 

Spokane-Chewelah Branch Line 

BNSF’s Kettle Falls Subdivision was constructed in 1889 by the Spokane 
Falls and Northern Railway, and came under control of James Hill’s Great 
Northern in 1898.  In late 2004, BNSF sold the Kettle Falls and San Poil 
Subdivisions north of Kettle Falls to OmniTRAX’s Kettle Falls 
International Railway (KFR), and leased the Kettle Falls-Chewelah 
segment to the KFR; the two railroads interchange daily at the latter 
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location.  BNSF’s remaining Kettle Falls Subdivision trackage, between 
Spokane and Chewelah, is rated at 40 mph with 143-ton railcar weights, 
and is controlled by TWC.  

UP Service Corridors 

Union Pacific (UP) operates over 678 miles in the state, which represents 
less than three percent of their total system route miles.  Service is 
provided over two major corridors, and three low-density corridors.  The 
major corridors provide the primary conduits to the nationwide rail 
network, while the low-density corridors offer collection/distribution 
services.  These corridors are summarized in Exhibit 3B-1. 

Hinkle, OR-Spokane Mainline 

UP’s 171-mile Ayer Subdivision connects Hinkle Yard in Hermiston, OR 
to the Spokane terminal.  At Fish Lake, the north end of the line, UP uses 
trackage rights on BNSF’s Lakeside Subdivision to access Spokane.  The 
Ayer Subdivision hosts an average of 11 freight trains per day, and does 
not have passenger service. 
 
The “Washy” line is comprised of four segments: 
 
1. Hinkle, OR to milepost (MP) 201 was completed in 1951 by the 

Oregon-Washington Railroad and Navigation Company. 
2. MP 201 to Wallula (MP 215) was constructed by the U.S. government 

and completed in 1952. 
3. Wallula to MP 264 (near Ayer) was completed by the Snake River 

Valley Railroad Company in 1899, with much of the line being rebuilt 
by the U.S. government in the 1960s as a result of their Snake River 
Dam projects. 

4. MP 264 to Fish Lake (MP 355) was completed in 1914 by a joint 
venture between the Oregon-Washington Railroad and Navigation 
Company and the North Coast Railroad. 

 
BNSF has trackage rights over the line from Pasco to Ayer Junction, and 
then down the Riparia Subdivision to its namesake city, for the purposes 
of interchange with the Great Northwest Railroad. 
 
The Ayer Subdivision is operated by CTC from Hinkle, OR to Page and 
for four miles between Ayer Junction and Joso; the remainder of the line is 
controlled by TWC/ABS. Maximum permitted train speed is 40 mph, 
except for a 30-mile stretch of 50 mph trackage between Page and Ayer 
Junction.  Maximum railcar weights are 158 tons between Hinkle, OR and 
Wallula Junction, and 143 tons between Wallula Junction and Spokane.  
Freight traffic is primary forest and agricultural products, potash, and 
chemicals. 
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Spokane-Eastport, Idaho Mainline 

The Spokane Subdivision of UP roughly parallels BNSF’s Kootenai River 
Subdivision for 74 miles from Spokane to Sandpoint, ID then heads north 
to Eastport, ID.  Since this line is not an essential component of UP’s 
transcontinental mainline, quite unlike the parallel BNSF route, UP 
operates an average of only seven trains per day east of Spokane. 
 
Completed in 1906 by the Spokane International Railroad and acquired by 
UP in 1958, the route retains a reminder of its origins through the 
commonly used “SI” nickname.  Train operation on the single-track line is 
via TWC, with infrequent sidings.  To address slow-speed issues, UP 
performed upgrades, added a siding just east of Spokane, and added CTC 
islands at existing passing sidings.  
 
Freight traffic is primary overhead tonnage connecting with Canadian 
Pacific Railway at Eastport, ID, and includes forest and agricultural 
products, potash, and chemicals. 

Tacoma-Seattle 

UP travels over BNSF track between Portland, OR and Tacoma.  From 
Tacoma, the UP switches to its own rail line to reach Seattle.  This 
corridor was once owned by the Milwaukee Road and purchased by UP. 

Spokane-Plummer, Idaho & Manito-Fairfield Branch Lines 

UP operates two branch lines southeast of Spokane.  The 45-mile Wallace 
Subdivision runs from Spokane to Plummer, ID, crossing the state line 
five miles east of Manito.  Interchanges with the St. Maries Railroad 
(STMA) are performed at Plummer.  The 13-mile Fairfield Industrial Lead 
departs the Wallace Subdivision at Manito and heads south to its 
namesake town. 
 
The Spokane-Manito and Manito-Fairfield segments were constructed in 
1888 to 1889 by the Washington & Idaho Railroad, while the Manito-
Plummer segment was constructed between 1909 and 1914 by the Idaho & 
Western Railway (which was merged into the Chicago, Milwaukee, & 
Puget Sound Railway in 1912).  These two branch lines serve the 
agricultural region of eastern Washington and western Idaho. 

Ayer Junction-Riparia Branch Line 

UP’s 11-mile Riparia Subdivision connects the Ayer Subdivision to the 
Great Northwest Railroad (GRNW) at Riparia.  BNSF has trackage rights 
over this line for the purpose of interchange with the GRNW, and the 
GRNW has trackage rights to MP 267.1 on the Ayer Subdivision to 
perform interchanges at Ayer (see the GRNW section for more 
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background information).  The line was constructed in 1899 by the Snake 
River Valley Railroad, and was relocated in 1968 by the U.S. government. 

Wallula-Kennewick Branch Line 

The 19-mile UP Kalan Industrial Lead extends from the junction with the 
Ayer Subdivision at Wallula to the connection with the Tri-City & 
Olympia Railroad at Richland Junction.  The line, which once extended 
west to Yakima, was completed in 1911 by the Oregon-Washington 
Railroad and Navigation Company and the North Coast Railroad. 

Safety Regulatory History23 
The state has very little safety jurisdiction over rail operations, except for 
public highway-rail crossings.  In 1980 Congress passed sweeping 
legislation, which essentially pre-empted states from most areas of safety 
regulation (as well as rates and service regulation).  States can conduct 
inspections in various safety disciplines as part of a state-federal 
participation program, but any enforcement is done by the FRA.  
Washington currently employs four FRA-certified state inspectors.  They 
are certified in hazardous materials, track, signals, and operating practices. 
 
Any changes in regulation, through legislation or rulemaking at the state 
level, is therefore fairly limited and generally handled through the 
Washington Utilities and Transportation Commission (UTC). 

57BRail Employee Safety 

For the most part, safety regulation of railroad employees is done at the 
federal level.  The state does have some limited jurisdiction, which is split 
between the UTC and the Washington State Department of Labor and 
Industries (L&I) by a Memorandum of Understanding (MOU).  In 2000 
the UTC completed a rulemaking on safety in rail yards.  The primary 
emphasis was on walking surfaces or “walkways,” where there was strong 
evidence of injuries to employees from uneven, unstable, or muddy 
walkways in the rail yards and around switches.  The UTC also addressed 
other tripping/falling hazards such as excess debris laying around, 
overgrown vegetation, and other obstructions that got in the way of 
employees doing their jobs safely.24  

58BRemote Control Operations 

In the late 1990s, railroad companies developed technology for operating 
locomotives from remote locations with no engineers or other employees 
                                                 
P

23
P Utilities and Transportation Commission, Paul Curl, email dated 9/24/2009. 

24 The Washington Administrative Code (WAC) 480-60-035 addresses railroad company 
employee walkways. 
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on board.  For the most part, remote control operations are conducted in 
rail yards to move equipment around, but the UTC had concerns about 
operations over public highway-rail grade crossings.  The UTC completed 
a rulemaking in 2001 to address these issues.25   

59BCommunity Notice 

In the late 1990s, the UTC heard from a number of cities and towns that 
railroad companies were shutting down grade crossings, or otherwise 
disrupting traffic flow for routine construction and maintenance work, 
without any advance notice.  The UTC addressed this issue with a 
rulemaking in 2001.26   

60BBlocked Crossings 

Another issue that came up in the late 1990s was blocked crossings.  The 
UTC received a high number of citizen and local government complaints 
about trains blocking grade crossings for long periods of time.  The UTC 
addressed this issue with a rulemaking in 2001.27   

61BTrain Speeds 

Throughout the 1990s and early 2000s, the UTC reviewed petitions from 
railroads that wanted to increase speeds in certain areas to expand capacity 
and improve service.  The UTC had, over the years, issued orders limiting 
train speeds in 162 communities around the state.  Some of the orders 
dated back to the 1940s.  The process for speed limit changes was 
extremely burdensome for the railroads, and local governments and their 
constituents had unrealistic expectations on what the UTC could do.  
Essentially, state law was obsolete and had not kept up with modern rail 
operations, safety improvements, changed circumstances, and federal law.  
In 2006 the UTC assisted the railroads in successful legislation that 
addressed the issue.  The new law28 established a procedure for changing 
speed limits in cities and towns that was substantially streamlined, but 
retained notice and opportunity to be heard for local governments and the 
public.  The new law also effectively canceled the 162 speed limit orders 
in effect at that time. 

62BGrade Crossing Protective Fund 

The UTC had administered a grant program for upgrading and improving 
safety at public grade crossings since the 1960s.  The program had been 
                                                 
25 WAC 480-62-320 addresses railroad company remote controlled operations. 
26 WAC 480-62-305 addresses railroad company accident reports. 
27 WAC 480-62-220 addresses public grade crossings blockages (i.e. crossings shall not 
be blocked for more than ten consecutive minutes, if reasonably possible). 
P

28
P RCW 81.48.040, transportation law specifying a procedure to fix or change speed 

limits.  



Washington State 2010-2030 Freight Rail Plan December 2009 
Appendix 3-B: Railroad History, Profiles, Service Corridors, & Safety Regulatory History Appendix 3-B41 

successful, but was essentially declining by the late 1990s due to changes 
in federal funding, eligibility for funding, and limited purpose.  In 2003 
the UTC successfully proposed legislation that changed the eligibility to 
any public or private entity and expanded the purpose to include any rail 
safety related project.  The program has been revitalized and since 2003, 
the UTC has awarded grants for hundreds of projects that would not have 
otherwise been done.  Examples include trespass prevention, private 
crossing improvements, education, and sign replacement.29   

Statutes Housekeeping 

In 2007 the UTC successfully proposed legislation to clean up the statutes 
related to railroads.  Many of the state laws were obsolete, pre-empted, or 
otherwise useless and confusing.  Some of these laws had been on the 
books since the early 1900s.  While this legislation appears mundane, it 
has proven useful in reflecting current reality and making it clear to the 
railroads, public, and local governments what the UTC can and cannot do.  

64BQuiet Zones 

As communities have grown, especially along the railroad tracks, many 
people have complained about the noise of train horns at rail crossings.  
Many rail lines run right along Puget Sound and the Columbia River 
where new homes have been built.  As rail traffic increased, the noise 
became a significant issue in some communities where the horn sounds 
24 hours a day.  No reasonable alternative existed, even though the noise 
was bothersome, because the train horns at crossings were an important 
safety feature.  In 2006 the FRA adopted a rule which allowed 
communities to establish “quiet zones,” where railroads would be 
prohibited from blowing the horn except in an emergency.30  In order to 
establish a quiet zone, the community is required to ensure continued 
safety at the affected crossings.  While the rule is federal, the UTC has a 
role in the process of making sure the crossings meet federal guidelines, as 
well as suggesting changes and improvements to the crossings. 

65BCrossing Consolidation/Closure 

Since about 1994, the FRA, Federal Highway Administration (FHWA), 
railroads, and state regulatory agencies have encouraged closure or 
consolidation of both private and public grade crossings.  The theory is 
that the safest grade crossing is no grade crossing and the UTC has 

                                                 
P

29
P RCW 81.53.281 and WAC 480-62, addressing railroad crossings and operations.  

P

30
P The Final Horn Rule was promulgated by the FRA and published in the Federal 

Register on April 27, 2005. The rule required trains to sound a horn or whistle when 
approaching a highway railroad grade crossing. The intent was to develop a mechanism 
for a public authority to authorize a whistle/horn ban at a crossing(s) with the authority 
jurisdiction under the context of an existing state law or modified state law. 
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participated in projects over the last 15 years to close or consolidate 
crossings in Washington.  Nationally some 40,000 grade crossings have 
been closed over the last 15 years.  During that time, the UTC has been 
supportive of the effort and BNSF has been the most aggressive of any 
railroad in the country in eliminating grade crossings, including in 
Washington.  In the last few years, the UTC has taken a more proactive 
approach to crossing closures and the UTC now has specific goals for 
crossing closures in their 2009-2011 strategic plan. 

66BOperation Lifesaver 

Operation Lifesaver, Inc. (OLI) is a national non-profit organization 
dedicated to providing education and outreach on rail safety issues.  The 
UTC has strongly supported OLI efforts over the years and currently a 
UTC employee serves as the Washington State Operation Lifesaver 
coordinator. 
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Appendix 3-C: Intermodal Facility Commodity 
Descriptions 

 
The following information was gathered from the USDOT Bureau of 
Transportation Statistics, its National Transportation Atlas Database 2009 
and Intermodal Terminal Facilities data sets.  
 

Name Type Mode Type Commodity Description 
Alaska Airlines Air Air & Truck  Meat, Fish, and Preparations 

Americold Logistics, Inc., Burlington, 
WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Meat, Fish, and Preparations 
 Other Crops 
 Other Prepared Food Stuffs 

Americold Logistics, Inc., Pasco, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Meat, Fish, and Preparations 
 Other Crops 
 Other Prepared Food Stuffs 

Apex Cold Storage, Kent, WA Rail Rail & Truck  Alcoholic Beverages 
 Animal Feed, Pet Food, and Products of 

Animal Orig 
 Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Gravel and Crushed Stone 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Prepared Food Stuffs 
 Wood Products 

Atlas Columbia Warehouse, Inc., 
Tacoma, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Metal, and Articles of Metal 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Waste and Scrap 
 Wood Products 

Bellingham Cold Storage, Bellingham, 
WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Prepared Food Stuffs 

Blaine Harbor Port Port & Truck  Meat, Fish, and Preparations 

BNSF, Tacoma Blair, WA Rail Truck - Port - Rail  Meat, Fish, and Preparations 
 Other Crops 
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Name Type Mode Type Commodity Description 
Bulk Service Transport/James J. 
William's, Spokane, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Fertilizers 
 Metallic Ores 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Waste and Scrap 

Cascade Warehouse Co., Inc., 
Chehalis, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Non-Metallic Mineral Products N.E.C. 
 Plastics and Rubber 
 Wood Products 

Columbia Colstor, Inc., Kennewick, 
WA 

Rail Rail & Truck  Alcoholic Beverages 
 Other Prepared Food Stuffs 

Columbia Colstor, Inc., Quincy, WA Rail Rail & Truck  Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Other Prepared Food Stuffs 

Columbia Colstor, Inc., Woodland, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Prepared Food Stuffs 

Continental Grain Temco, Tacoma, 
WA 

Rail Rail & Truck  Cereal Grains 
 Other Crops 

CSX Intermodal, Tacoma, WA Rail Truck - Port - Rail  Meat, Fish, and Preparations 
 Other Crops 

Daybreak Dispatch and Rail Transfer Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Wood Products 

Desticon Transportation Services, Inc., 
Sumas, WA 

Rail Rail & Truck  Forest Products 

Devries Moving, Packing, Storage, 
Spokane, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Furniture and Furnishings 
 Mechanical Machinery 
 Non-Metallic Mineral Products N.E.C. 
 Other Metal, and Articles of Metal 
 Pulp, Newsprint, Paper, and Paperboard 

Gary Hamilton Trucking, Inc., Puyallup, 
WA 

Rail Rail & Truck  Iron and Steel In Primary Forms and Basic 
Shapes 

 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Wood Products 

GATX Terminals Corporation, Seattle, 
WA 

Rail Rail & Truck  Coal 
 Refined Petroleum Products N.E.C. 
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Name Type Mode Type Commodity Description 
Inland Empire Distribution Systems, 
Spokane, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Electrical Machinery and Equipment 
 Fertilizers 
 Furniture and Furnishings 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Precision Instruments and Apparatus 
 Refined Petroleum Products N.E.C. 
 Wood Products 

Kenyon Zero Storage, Inc., Prosser, 
WA 

Rail Rail & Truck  Alcoholic Beverages 
 Animal Feed, Pet Food, and Products of 

Animal Orig 
 Meat, Fish, and Preparations 
 Other Crops 
 Other Prepared Food Stuffs 

Kinder Morgan Bulk Terminals, Inc., 
Vancouver, WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig Articles of Stone, Ceramic, Or 
Glass 

 Coal Fertilizers 
 Gravel and Crushed Stone 
 Monumental Or Building Stone 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Other Metal, and Articles of Metal 
 Refined Petroleum Products N.E.C. 

Konoike Pacific Tacoma Terminals, 
Inc., Tacoma, WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Furniture and Furnishings 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Milled Grain Products and Preparations and 

Bakery 
 Miscellaneous Manufactured Products 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Precision Instruments and Apparatus 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Lile Logistics Service, Kent, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Engines, Parts, and Accessories For Motor 

Vehicles 
 Furniture and Furnishings 
 Mechanical Machinery 
 Pulp, Newsprint, Paper, and Paperboard 
 Textiles, Leather, and Articles 
 Wood Products 
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Name Type Mode Type Commodity Description 
MacMillan, Piper, Seattle, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 

Animal Orig 
 Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

MacMillan, Piper, Seattle, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Fertilizers 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Wood Products 

MacMillan, Piper, Tacoma, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Mid-Columbia Warehouse, Inc., 
Pasco, WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Converted Paper and Converted Paper 

Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Waste and Scrap 
 Wood Products 

Morgan Trucking, Inc., Tacoma, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Plastics and Rubber 
 Wood Products 
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Name Type Mode Type Commodity Description 
Oroville Bin and Pallet, Oroville, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 

 Electrical Machinery and Equipment 
 Furniture and Furnishings 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Non-Metallic Mineral Products N.E.C. 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Wood Products 

Pacific Coast Container Northwest, 
Harbor Island, WA 

Rail Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Motor Vehicles 
 Other Crops 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Pacific Coast Container Northwest, 
Tacoma, WA 

Rail Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Motor Vehicles 
 Other Crops 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 

Pacific Coast Container Northwest 
Seattle, WA 

Rail Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Motor Vehicles 
 Other Crops 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 

Pacific Terminals Limited, Seattle, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes Mechanical Machinery 
 Metallic Ores 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Refined Petroleum Products N.E.C. 

Pellissier Trucking, Inc., Dallasport, 
WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Electrical Machinery and Equipment 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 
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Name Type Mode Type Commodity Description 
Pend Oreille Valley Railroad, Usk, WA Rail Rail & Truck  Meat, Fish, and Preparations 

 Other Crops 
Port of Anacortes Port Port & Truck  Crude Petroleum 

 Forest Products 
 Meat, Fish, and Preparations 
 Metallic Ores 
 Other Crops 
 Refined Petroleum Products N.E.C. 

Port of Bellingham Port Port & Truck  Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Forest Products 
 Meat, Fish, and Preparations 
 Metallic Ores 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Wood Products 

Port of Clarkston Port Truck - Port - Rail  Forest Products 

Port of Everett Port Truck - Port - Rail  Basic Chemicals 
 Engines, Parts, and Accessories For Motor 

Vehicles 
 Forest Products 
 Gravel and Crushed Stone 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Miscellaneous Manufactured Products 
 Motor Vehicles 
 Natural Sands Except Metal-Bearing 
 Other Crops 
 Transportation Equipment N.E.C. 
 Wood Products 

Port of Grays Harbor Port Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Cereal Grains 
 Chemical Preparations  N.E.C. 
 Converted Paper and Converted Paper 

Products 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Motor Vehicles 
 Other Crops 
 Other Metal, and Articles of Metal 
 Refined Petroleum Products N.E.C. 
 Wood Products 

Port of Kalama Port Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Cereal Grains 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Motor Vehicles 
 Other Crops 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 
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Name Type Mode Type Commodity Description 
Port of Longview Port Truck - Port - Rail  Basic Chemicals 

 Motor Vehicles 
 Non-Metallic Mineral Products N.E.C. 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Port of Olympia Port Truck - Port - Rail  Forest Products 
 Fuel Oils Including Aviation Turbine 
 Gasoline 
 Metallic Ores 
 Other Crops 
 Refined Petroleum Products N.E.C. 
 Wood Products 

Port of Pasco Port Truck - Port - Rail  Meat, Fish, and Preparations 
 Refined Petroleum Products N.E.C. 

Port of Port Angeles Port Port & Truck  Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Port of Port Townsend Port Port & Truck  Meat, Fish, and Preparations 

Port of Seattle Port Truck - Port - Rail  Articles of Stone, Ceramic, Or Glass 
 Cereal Grains 
 Gravel and Crushed Stone 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Meat, Fish, and Preparations 
 Milled Grain Products and Preparations and 

Bakery 
 Monumental Or Building Stone 
 Motor Vehicles 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 
 Refined Petroleum Products N.E.C. 
 Waste and Scrap 
 Wood Products 

Port of Tacoma Port Truck - Port - Rail  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Basic Chemicals 
 Cereal Grains 
 Coal 
 Crude Petroleum 
 Engines, Parts, and Accessories For Motor 

Vehicles 
 Forest Products 
 Gravel and Crushed Stone 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Miscellaneous Manufactured Products 
 Motor Vehicles 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Refined Petroleum Products N.E.C. 
 Textiles, Leather, and Articles 
 Waste and Scrap 
 Wood Products 
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Name Type Mode Type Commodity Description 
Port of Tacoma Alumina Handling 
Facility Terminal 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Cereal Grains 
 Forest Products 
 Metallic Ores 
 Motor Vehicles 
 Wood Products 

Port of Vancouver, USA Port Port & Truck  Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Cereal Grains 
 Fertilizers 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Metallic Ores 
 Motor Vehicles 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Other Metal, and Articles of Metal 
 Pulp, Newsprint, Paper, and Paperboard 
 Waste and Scrap 
 Wood Products 

Port of Wilma Port Port & Truck  Cereal Grains 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Puget Sound International, Tacoma, 
WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Electrical Machinery and Equipment 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Textiles, Leather, and Articles 
 Wood Products 

Puget Sound Packaging, Seattle, WA Rail Rail & Truck  Alcoholic Beverages 
 Articles of Stone, Ceramic, Or Glass 
 Gravel and Crushed Stone 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Motor Vehicles 
 Non-Metallic Mineral Products N.E.C. 
 Other Crops 
 Other Prepared Food Stuffs 
 Waste and Scrap 

Rainier Cold Storage, Seattle, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Prepared Food Stuffs 
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Name Type Mode Type Commodity Description 
Seafreeze Cold Storage, Seattle, WA Rail Rail & Truck  Animal Feed, Pet Food, and Products of 

Animal Orig 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Prepared Food Stuffs 

Seattle Tacoma International Airport Air Air & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Other Crops 
 Other Prepared Food Stuffs 

Skog Loading, Inc., Winlock, WA Rail Rail & Truck  Forest Products 
 Wood Products 

Tidewater Terminal Co., Pasco, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Basic Chemicals 
 Chemical Preparations  N.E.C. 
 Coal 
 Fertilizers 
 Mechanical Machinery 
 Refined Petroleum Products N.E.C. 
 Waste and Scrap 

Tidewater Terminal Co., Pasco, WA Rail Rail & Truck  Basic Chemicals 
 Chemical Preparations  N.E.C. 
 Fertilizers 
 Fuel Oils Including Aviation Turbine 
 Refined Petroleum Products N.E.C. 

Tri Pak, Tacoma, WA Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Gravel and Crushed Stone 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Natural Sands Except Metal-Bearing 
 Non-Metallic Mineral Products N.E.C. 
 Other Metal, and Articles of Metal 
 Plastics and Rubber 
 Pulp, Newsprint, Paper, and Paperboard 
 Waste and Scrap 
 Wood Products 

Tri-City Railroad Company, Richland, 
WA 

Rail Rail & Truck  Alcoholic Beverages 
 Articles of Stone, Ceramic, Or Glass 
 Cereal Grains 
 Electrical Machinery and Equipment 
 Forest Products 
 Furniture and Furnishings 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Miscellaneous Manufactured Products 
 Other Crops 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Precision Instruments and Apparatus 

Trimax, Ltd (Weyerhaeuser), Tacoma, 
WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Gravel and Crushed Stone 
 Non-Metallic Mineral Products N.E.C. 
 Plastics and Rubber 
 Wood Products 
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Name Type Mode Type Commodity Description 
Trimax, Ltd (Weyerhaeuser), Tacoma, 
WA 

Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Forest Products 
 Gravel and Crushed Stone 
 Non-Metallic Mineral Products N.E.C. 
 Plastics and Rubber 
 Wood Products 

United Motor Freight, Inc., Seattle, WA Rail Rail & Truck  Electrical Machinery and Equipment 
 Forest Products 
 Iron and Steel In Primary Forms and Basic 

Shapes 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 

United Warehouse, Kent, WA Rail Rail & Truck  Alcoholic Beverages 
 Articles of Stone, Ceramic, Or Glass 
 Cereal Grains 
 Chemical Preparations  N.E.C. 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 

United Warehouse, Seattle, WA Rail Rail & Truck  Alcoholic Beverages 
 Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Mechanical Machinery 
 Other Metal, and Articles of Metal 
 Other Prepared Food Stuffs 
 Pulp, Newsprint, Paper, and Paperboard 

Up, Seattle, WA Rail Rail & Truck  Meat, Fish, and Preparations 
 Other Crops 

Vanport Warehousing, Inc. Rail Rail & Truck  Articles of Stone, Ceramic, Or Glass 
 Chemical Preparations  N.E.C. 
 Forest Products 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Metal, and Articles of Metal 
 Pulp, Newsprint, Paper, and Paperboard 
 Wood Products 

Washington Cold Storage, Inc., Kent, 
WA 

Rail Rail & Truck  Animal Feed, Pet Food, and Products of 
Animal Orig 

 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Prepared Food Stuffs 

Washington Cold Storage, Inc., 
Puyallup, WA 

Rail Rail & Truck  Alcoholic Beverages 
 Animal Feed, Pet Food, and Products of 

Animal Orig 
 Furniture and Furnishings 
 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Prepared Food Stuffs 

Weatherproof Reload and Storage, 
Spokane, WA 

Rail Rail & Truck  Iron and Steel In Primary Forms and Basic 
Shapes 

 Meat, Fish, and Preparations 
 Mechanical Machinery 
 Other Crops 
 Other Metal, and Articles of Metal 
 Waste and Scrap 
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Name Type Mode Type Commodity Description 
Western Warehousing Services, 
Tacoma, WA 

Rail Rail & Truck  Alcoholic Beverages 
 Articles of Stone, Ceramic, Or Glass 
 Furniture and Furnishings 
 Miscellaneous Manufactured Products 
 Other Prepared Food Stuffs 
 Plastics and Rubber 
 Wood Products 

Weyerhaeuser Company Wood Chip 
Facility, Tacoma, WA 

Rail Rail & Truck  Forest Products 
 Wood Products 
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Appendix 4: Freight Forecast 

Sources 
Future demand of rail freight services are assessed based on five main 
studies, including three major data sources recommended by the 2009 
American Association of State Highway and Transportation Officials 
(AASHTO) Rail Planning Guidelines: 2007 Surface Transportation Board 
Waybill Sample Data, United States Department of Transportation 
(USDOT) Freight Analysis Framework (FAF), and Global Insight.  In 
addition, the Washington State Transportation Commission (WSTC) 
Statewide Rail Capacity and System Needs Study and Washington State 
Department of Transportation (WSDOT) and Washington State Public 
Port Association (WPPA) 2009 Marine Cargo Forecast provide 
information and data that are specific for Washington State. 
 
 WSTC: Statewide Rail Capacity and System Needs Study – Freight 

Transportation Demand Forecasts, 2006. 
 USDOT Federal Highway Administration: 2006 Updates of Freight 

Analysis Framework Forecast. 
 WPPA/WSDOT: 2009 Washington State Marine Cargo Forecast. 
 United States (U.S.) Surface Transportation Board (STB): 2007 Rail 

Waybill Sample Data. 
 AASHTO: Freight Demand and Logistic Bottom Line Report (Draft), 

2006. 

Methodology and Forecasts 
In general, the WSDOT State Rail and Marine Office adopted the forecast 
results from the above sources.  For rail mode related forecasts, 2007 
Waybill Data was used as a base for projection since data for 2008 was 
not available as we conducted the forecasts.  
 
The 2008-2009 recession had profound impacts on U.S. and world 
economies and many effects are likely to take many years to understand.  
Therefore, the forecast results in this plan could be slightly optimistic 
from the perspective of a long-term forecast.  The forecasts will be 
updated as the data for 2008 and 2009 become available. 
 
While the most recent recession data for freight is not available and, 
therefore, not incorporated into most of these analytical models, the 
sources of forecast used in this plan are long-term data.  Historical data 
used in those forecasts reflect the effects of previous recessions.  In 
addition, while the economy went into recession in 2008, state port-related 
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imports and exports started to decline in 2007.  Rail traffic in 2007 was 
not as strong as the economy itself in that year.  Therefore, the correction 
factor of this recession to the forecast results would not be dramatic, but 
could be significant when the data are incorporated into to the long-term 
trends. 

Statewide Rail Capacity and System Needs Study – Freight 
Transportation Demand Forecasts (2006) 

This study was conducted by Cambridge Systematics.  The researchers 
examined recent economic and trade forecasts for the state, the Pacific 
Northwest, and the United States focusing on four primary sectors—
agriculture and foods products, merchandise trade and retail, 
manufacturing, and lumber and wood products.  In addition, two other 
sectors of unique interest—military and municipal solid waste—were also 
examined.  Particular attention was paid to the Pacific Rim trade that will 
account for much of the volume of import containers and exports (grains, 
fertilizers, food products, wood products, etc.) that is expected to move by 
rail in the state.  
 
Among the forecasts reviewed was the 2009 Marine Cargo Forecast for 
the WPPA, which used economic and trade forecasts developed by 
consulting team member, Global Insight, as well as individual trade 
forecasts developed for the Port of Tacoma and the Port of Seattle.  Also 
reviewed were the Lower Columbia River cargo forecasts produced for 
the Port of Vancouver, Washington, and the Port of Portland, Oregon; and 
the Oregon State Commodity Flow forecasts produced for the Oregon 
Department of Transportation.  
 
Global Insight used its own forecasts and local sources to develop and 
adapt economic forecasts for industries that are domestic and local rail 
shippers.  From these and other relevant forecasts, Global Insight 
synthesized economic growth conditions and trend projections, making 
adjustments and extensions where appropriate, to bracket the most likely 
growth rates and freight forecasts for the state.  The resulting forecasts are 
annual long-term forecasts capturing the path of growth for 20 years, as 
well as the forecast endpoint level of projected economic activity and 
trade. 
 
Forecast data for the years 2015 and 2025 was created by routing the rail 
traffic and other modes across the respective modal networks.  The 
carload and IMX forecast synthesizes economic growth conditions and 
trend projections, making adjustments and extensions, where appropriate, 
to bracket the most likely growth rates and freight forecasts for the state.  
The resulting forecast projects the long-term growth through 2025. 
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Washington State’s freight railroads can expect continued growth over the 
next 10 and 20 years.  Rail freight is projected to grow at 2.2 percent 
compound annual growth rate to 2015 and at a 2.3 percent annual growth 
from 2015 to 2025.  This is a steady 2.2 percent growth rate over the next 
20 years.  Exhibit 4A-1 shows the growth of rail tonnage in the forecast 
years.  While local and inbound traffic continue to grow, they will slow to 
slightly lower levels of growth after 2015.  Outbound and through traffic 
will both grow at higher rates in the more distant future as compared to the 
next 10 years. 
 

Exhibit 4A-1: Projected Rail Freight Traffic Growth Rates 

Class 2004-2015 2015-2025 2004-2025

Through 1.90% 2.30% 2.10%

Local 3.30% 2.30% 2.80%

Inbound 1.50% 1.20% 1.40%

Outbound 3.20% 3.80% 3.50%

Total 2.20% 2.30% 2.20%

Growth Rates of Rail Traffic by Tonnage

 
Source: Cambridge Systematics, 2006 
 
WSDOT State Rail and Marine Office adapted the rail traffic growth rate 
to project future growth.  The rail freight data from the 2007 STB Waybill 
Sample is used as a base.  While the economy went into recession in 2008, 
port related imports and exports started to decline in 2007.  Rail traffic in 
2007 was not as strong as the economy in that year.  The state’s freight 
railroads activity can expect continued growth over the next 10 and 
20 years.  The railroads are expected to move more than 152.1 million 
domestic tons of freight in 2020, up from 116.3 million in 2007, a 
2.1 percent compound annual growth rate.  In 2030, it is projected that 
there will be close to 189.9 million tons moved, a 2.2 percent annual 
growth over the 10 years from 2020 to 2030, and a steady 2.2 percent 
growth rate over the 23 years between 2007 and 2030.   
 
Exhibit 4A-2 shows the growth of rail tonnage in the forecast years.  
While local and inbound traffic continue to grow, they will slow to 
slightly lower levels of growth from 2020 to 2030 compared to 2007 to 
2020 growth levels.  Outbound and through traffic will both grow at 
higher rates in the more distant future as compared to the next 10 years. 
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Exhibit 4A-2: Washington State Rail Freight 
2007, 2020, and 2030 (Million Tons) 
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Exhibit 4A-3 shows the projected distribution of the inbound, outbound, 
through, and local shares of the state’s total freight rail tonnage for both 
forecast years of 2020 and 2030.  Of all shares, outbound traffic is 
projected to continue to grow the most between 2020 and 2030, growing 
from 23 percent to 27 percent between 2007 and 2020, and expanding to 
35 million tons.  Local and through traffic is projected to continue to 
maintain approximately 6 percent and 27 percent of the tonnage, 
respectively, over the next 10 and 20 years.  Inbound traffic is projected to 
encompass a smaller percent of the traffic as it will claim 44 percent of the 
tonnage in 2020 and only 40 percent in 2030. 
 

Exhibit 4A-3: Rail Freight Distribution (Million Tons) 
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Source: WSDOT State Rail and Marine Office 
 
The projected distribution of traffic tonnage by commodity through the 
forecast years is shown in Exhibit 4A-4.  Farm products are projected to 
continue to be a significant tonnage commodity group, growing to more 
than 64.7 million tons in 2030, up from 36.1 million tons in 2007.  Not 
surprisingly, miscellaneous mixed shipments, primarily in the form of 
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imports, are projected to increase from 11.9 million tons in 2007 to 
14.3 million in 2020 and 17.6 million in 2030. 
 
Exhibit 4A-4: Projected Rail Freight Growth of Top 10 Commodities 

 – Washington 2007-2030 (Million Tons) 

2007 2010 2015 2020 2025 2030

Farm products 36.1 38.8 42.8 48.1 55.2 64.7

Lumber or wood products, excluding 
furniture 12.9 12.8 12.0 11.2 10.2 9.2

Miscellaneous mixed shipments 11.9 12.6 13.4 14.3 16.0 17.6

Coal 10.6 11.0 12.7 14.8 17.1 19.9

Food and kindred products 7.3 7.2 7.9 9.3 11.0 13.2

Chemicals or allied products 6.8 7.8 8.2 8.7 9.1 9.5

Waste or scrap materials not identified 
by producing industry 5.1 5.1 5.8 6.6 7.6 8.9

Pulp, paper, or allied products 4.1 4.1 4.2 4.2 4.2 4.3

Clay, concrete, glass, or stone 
products 3.1 3.4 3.9 4.5 5.1 6.0

Transportation equipment 2.5 2.5 2.3 2.3 2.5 2.8

State Total 116.3 122.2 131.9 145.7 161.9 183.0

Commodity
Year

 
Source: WSDOT State Rail and Marine Office – Analysis and forecast based on 
FHWA Freight Analysis Framework data and 2007 Surface Transportation Board 
Waybill data. 

USDOT Federal Highway Administration: 2006 Updates of Freight 
Analysis Framework Forecast – Commodity Origin-Destination 
Database: 2002-2035 

FAF estimates commodity flows and related freight transportation activity 
among states, sub-state regions, and major international gateways.  It also 
forecasts future flows among regions and relates those flows to the 
transportation network.  FAF includes an origin-destination database of 
commodity flows among regions, and a network database in which flows 
are converted to truck payloads and related to specific routes. 
 
The FAF commodity origin-destination database includes tons and value 
of commodity movements among regions by mode of transportation and 
type of commodity.  Data sources documented in various papers are 
available at www.ops.fhwa.dot.gov/freight/freight_analysis/faf.  FAF 
statistics do not match those in mode-specific publications, primarily due 
to different definitions that were used to avoid double counting.  Methods 
in developing the 2002 base year data are transparent; and it has been 
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expanded to cover all modes and significant sources of shipments.  Future 
projected data covers years from 2010 to 2035 with a 5-year interval.  The 
approach/general procedure and assumptions used by the modeling 
packages have been documented and are available for download at 
www.ops.fhwa.dot.gov/freight/freight_analysis/faf.  Detailed methods 
about modeling are available at 
www.ops.fhwa.dot.gov/freight/freight_analysis/faf/faf2_reports/report3/in
dex.htm. 
 
The forecasts built in the FAF database were developed based on long-
term growth perspectives and did not reflect the new challenges presented 
by the current recession.  Again, the growth rates could be optimistic and 
the forecasts of this plan will be updated as the new data becomes 
available.  The WSDOT State Rail and Marine Office adapted the rail 
traffic growth rate to project future growth of the top ten state 
commodities shipped by rail.  The rail freight data from 2007 STB 
Waybill Sample is used as the base.  National growth forecasts are directly 
adopted from FAF database. 
 
The national demand for freight rail services are driven by three factors:  
population growth, globalization, and technology (primarily, 
containerization).  Assuming moderate rates of economic growth—
between 2.5 to 3 percent a year—the tonnage of freight moved in the 
United States is likely to increase 75 percent in 20 years (2006 to 2035) 
(Exhibit 4A-5).  This rate of growth is about the same as the last 20 years 
and roughly tracks growth in the U.S. Gross Domestic Product.  The 
problem is that no provisions have been made to accommodate this 
growth, and the nation is in the early stages of a freight transportation 
capacity crisis.  This section first looks at the projected growth in the 
demand for freight traffic (both total and for rail) and then discusses the 
rail industry response to this demand growth. 
 
The growth in freight tonnage is expected to continue at 2.5 percent to 
3 percent per year at least through 2035.  The demand for freight rail 
services is projected to increase by a total of 73 percent based on tons and 
through 2035, assuming continued investment in the rail system to handle 
growth.  Despite this, the rail share of national freight shipments is 
shrinking slightly.  By 2035 rail’s share of total freight tonnage could 
decline from 13.3 percent to 12.9 percent and rail’s share of value could 
decline from 4.2 percent to 2.9 percent.1  Exhibit 4A-6 shows freight 
modal distribution in 2035. 
 

                                                 
1 All forecasts in this section were developed by Global Insight and were obtained from 
the AASHTO Freight Bottom Line Report, 2006. 
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Exhibit 4A-5: U.S. Shipments by Mode – 2006 and 2035 (Millions of Tons) 

Total Domestic Exports3 Imports3 Total Domestic Exports3 Imports3

Total 20,974 18,985 620 1,369 (R) 37,212 33,668 (R) 1,112 (R) 2,432

Truck 12,659 12,389 169 101 22,814 22,231 262 320

Rail 2,040 1,905 41 95 3,525 3,292 57 176

Water 688 582 48 58 1,041 874 114 54

Air, air & truck 15 5 4 6 (R) 61 10 (R) 13 (R) 38

Intermodal1 1,503 194 353 956 2,598 334 660 1,604

Pipeline & unknown2 4,068 3,909 6 153 7,172 6,926 5 240

Mode
2006 2035

 
Key: R = revised 
1 Intermodal includes U.S. Postal Service and courier shipments and all intermodal combinations, 
except air and truck. 
2 Pipeline and unknown shipments are combined because data on region-to-region flows by 
pipeline are statistically uncertain. 
3 Data do not include imports and exports that pass through the U.S. from a foreign origin to a 
foreign destination by any mode. 

Note: Numbers may not add to total due to rounding. 

Source: U.S. Department of Transportation, Federal Highway Administration, Office of Freight 
Management and Operations, Freight Analysis Framework, Version 2.2, 2007. 
 

Exhibit 4A-6: Freight Tons, Value, and Ton-Miles by Mode, 2006 and 2035 
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Source: USDOT FHWA Freight Analysis Framework, 2007 
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WSDOT/WPPA: 2009 Washington State Marine Cargo Forecast 

In 2009 the WPPA and WSDOT jointly conducted a 5-year update of the 
2004 Marine Cargo Forecast.  These two organizations have been 
providing joint cargo forecasts since 1985.  This report fulfills statutory 
requirements.  The purpose is to assess the expected flow of waterborne 
cargo through the state’s port system and to evaluate the distribution of 
cargo through the rest of the state’s transportation network.  The current 
report is a 20-year forecast of trade (2008 to 2030) moving through the 
state by water, rail, roads, and pipelines.  It forecasts future demands not 
limited by the rail infrastructure capacity. 
 
The approach used for this forecast is based on historic data trends and 
growth factor analysis of anticipated future changes.  With the assistance 
of the technical advisory group, the BST consultants developed growth 
factors to project the growths.  Many macro factors available at the 
forecast time were analyzed. 
 
The Marine Cargo report found that rail freight is likely to play an 
increasingly important role in marine cargo movement.  As Exhibit 4A-7 
and Exhibit 4A-8 demonstrate, in the future rail freight may account for a 
larger share of marine cargo movement due to a higher growth rate than 
other modes over the forecast period. 
 

Exhibit 4A-7: Marine Cargo Trends – Rail vs. Other Modes 
2002 to 2030 (Million Tons) 
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Source: WPPA/WSDOT Marine Cargo Forecast 2009 
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Exhibit 4A-8: Marine Cargo Port Modal Distribution 
Washington State 2007, 2020, and 2030 (Million Tons) 
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Source: WPPA/WSDOT Marine Cargo Forecast 2009 
 
There are three factors that drive fast marine cargo growth.  First, U.S. 
consumption increases as population and living standards increase.  
Second, economic globalization makes countries more specialized in 
production to achieve efficiency.  As a result of this globalization, exports 
and imports increase dramatically.  Last, containerization of transportation 
industry drives more intermodal traffic that demands rail services.  
 
However, the recent economic recession slowed down this growth and is 
likely to have impacts on long-term growth potential.  Economists are 
debating the long-term effect of this recession and many of them expect a 
slower growth for the next 20 years.  Therefore, forecast results presented 
in this section are likely to be optimistic, given that recent recession data 
have not been integrated into the forecast processes.  This plan will be 
updated as the new data and forecast results become available. 

AASHTO: Freight Demand and Logistic Bottom Line Report (Draft), 
2006 

This study was done by Cambridge Systematics and freight demand 
forecasts were conducted by Global Insight.  The forecasts for each mode 
are driven by the growth in the commodities that they handle.  Growth in 
freight demand, combined with forecast growth in passenger movement, 
will contribute to increased congestion and reduced performance of the 
nation’s transportation system.  However, the impacts on each mode will 
be different. 
 
Rail market share also is shrinking because of its pace of investment.  The 
industry is purposefully operating near capacity because of its capital 
intensity, and it is using demand management as well as investment to 
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respond to traffic volumes.  This means low to higher profitability as 
business is being turned away to make room for more profitable business.  
Railroads, like all private industry, will continue to make capital decisions 
based on private financial returns, and public benefits will be just an 
incidental part of the decision, unless public capital plays a role.  Demand 
for rail transportation is driven by the commodity markets it serves, as 
well as by carrier performance.  Almost three-quarters of the current rail 
tonnage and revenue come from four market groups: coal, farm and food 
products, chemicals and petroleum, and the intermodal business (listing 
them in order of tonnage size).  Some 40 percent of the physical volume is 
in coal alone, but the revenue picture is different and more balanced: 
intermodal and coal each are about 20 percent of the traffic (with 
intermodal somewhat the larger), while the farm and food group and the 
chemicals and petroleum group are about 15 percent each.  Roughly 
60 percent of all new rail tonnage is attributable to coal and intermodal, 
and although the top four markets remain the same, by 2035 intermodal 
should be second only to coal in terms of physical volume, and will be 
substantially the most important source of rail revenue.  The intermodal 
business is projected to maintain a 3.8 percent compound annual growth 
rate over the next three decades, causing it to more than triple in size, 
primarily because of its role in carrying containerized imports for the 
globalizing economy.  Traffic in transportation equipment also grows at an 
above-average pace, expanding by 2.6 percent per year and more than 
doubling in volume by 2035.  This business is chiefly automotive 
products, for which rail offers a very successful service that should be able 
to keep abreast of an evolving market in the years ahead.  Rail services 
fall into three distinct categories: bulk, general merchandise, and 
intermodal. 
 
Bulk services are dedicated unit trains hauling a single bulk commodity, 
such as coal or grain.  Intermodal services, as defined by the rail industry, 
are trains hauling international and domestic containers and trailers.  All 
other rail freight, such as chemicals, forest products, and automobiles 
move as general merchandise.  The long-term prospects for selected rail 
commodities through the year 2035 are:2 
 
 Coal – Rail should remain its primary mode of transport, with a 

62 percent cumulative growth in rail tonnage by 2035. 
 Farm and Food Products – Modest growth of slightly less than 

1 percent per year, with cumulative growth in 2035 projected to be 
51 percent larger than today. 

 Chemical and Petroleum – Slow growth of less than 1 percent per 
year and accumulating to a 27 percent increase by 2035. 

                                                 
2 Forecasts developed by Global Insight and obtained from the AASHTO Freight Bottom 
Line Report, 2006. 
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 Lumber and Forest Products – Slow growth around or just above 
1 percent per year, and a total increase in rail shipments of 40 percent 
to 49 percent by 2035. 

 Transportation Equipment – Solid growth of 123 percent in tonnage 
through 2035. 

 Intermodal – Prospects for rail intermodal business are very robust, 
with tonnage volumes rising 213 percent by 2035. 

 
Exhibit 4A-9 demonstrates the projected growth demand using FAF data 
for rail in the U.S. between 2005 and 2035.  Looking at the state, it can be 
observed that units moved on mainline railroads increase multifold to the 
10 to 20 million unit designation.  More capacity will have to be 
developed in our rail network in the state to meet this forecasted demand.  
This topic is further explored in Chapter 4. 
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Exhibit 4A-9: Comparison of Total Rail Flow Railcars per Year – 2005 and 2035 
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Appendix 5-A: Washington Historical Rail 
Abandonments 

 

Washington Historical Rail Abandonments 
Year Miles Segments 
1953 9.35 1 
1964 0.06 1 
1966 1.80 1 
1969 32.58 3 
1970 9.72 2 
1971 30.79 3 
1972 61.65 10 
1974 79.22 3 
1976 15.54 2 
1977 21.51 4 
1978 76.93 5 
1979 81.28 3 
1980 458.26 15 
1981 44.89 4 
1982 38.10 5 
1983 107.77 9 
1984 179.54 17 
1985 147.74 12 
1986 104.41 9 
1987 72.66 3 
1988 12.37 2 
1989 130.00 1 
1990 37.38 1 
1991 75.28 3 
1992 94.43 2 
1993 132.13 6 
1994 3.57 1 
1995 -104.65 1 
1996 11.20 1 
1997 1.18 1 
1998 12.45 1 
2003 0.41 2 
2004 18.14 4 
2005 0.80 1 
2006 32.11 4 
2007 1.06 2 
2008 12.55 1 
2009 5.15 3 
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Appendix 5-B: Port Access Projects 

Port Access Points 
The reduction of bottlenecks at port access points is very important to 
keep the rail systems flowing.  As a result, rail connectivity issues for the 
ports and capacity issues on the Interstate 5 (I-5) corridor are necessarily 
tied.  Along the corridor there are five main areas where mainline capacity 
needs and connectivity issues intersect: 
 
1. Vancouver, Washington (WA). 
2. Kalama to Longview. 
3. Centralia. 
4. Tacoma. 
5. Seattle. 

Vancouver (WA) 

Vancouver (WA) is a major point of congestion in Washington State’s 
(state) rail system for several reasons: 
 
 The I-5 corridor ties to the Columbia River Gorge rail corridor 

(Vancouver to Pasco) in Vancouver. 
 Port of Vancouver rail traffic moves through the area, and the BNSF 

Railway (BNSF) operates a yard in Vancouver. 
 East/west traffic crosses north/south traffic at-grade, while local traffic 

moving at slow speeds consumes mainline capacity, slowing the more 
than 100 trains that pass through the Vancouver Rail Yard every day. 

 
Two projects are planned or under construction to alleviate these conflicts.  
The first of these projects is the Vancouver Bypass.  The Vancouver 
Bypass will provide a new mainline track around the Vancouver Yard that 
allows through trains to avoid moving through the yard.  It also provides a 
grade separation between West 39th Street and the yard, improving vehicle 
and pedestrian safety.  Construction of the siding tracks along the west 
side of the rail yard began in January 2009, and construction of the 39th 
Street Bridge began in May 2009, anticipated to be completed by mid-
2011.  Full funding for the remaining rail elements of the plan is not yet in 
place. 
 
The Port of Vancouver Freight Access Project would separate port traffic 
from mainline traffic by grade-separating the primary route into the port.  
This would reduce the number of trains crossing the mainlines at grade.  
With port-related traffic exiting the Columbia River Gorge route farther 
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east, the project would also improve flow through the Vancouver Terminal 
area.  Finally, a new configuration of yard tracks and leads within the port 
will increase the ability of the facility to handle additional and longer 
trains. 

Kalama and Longview 

In the 10-mile stretch between Kalama and Longview, local traffic 
consumes mainline capacity in two ways.  First, grain trains exiting or 
entering the mainlines at Kalama must move relatively slow on or off the 
main, which delays through traffic moving along the mainline.  Second, 
local operations working from the Longview Junction rail yard must make 
some moves on the mainline, and these also move relatively slow.  The 
plan to alleviate the problems in this area involves construction of a third 
mainline between Kalama and Longview.  Construction is planned to 
begin in the 2013-2015 biennium and to be completed by mid-2017. 

Centralia 

At Centralia the short-line railroad serving the Port of Grays Harbor, 
Puget Sound and Pacific Railroad (PSAP), branches off of the BNSF I-5 
corridor mainline.  The Tacoma Rail Mountain Division (TRMW) line 
parallels the I-5 corridor mainline through Centralia, crossing the PSAP 
line at Blakeslee Junction.  The TRMW and PSAP/Centralia project will 
reconfigure Blakeslee Junction to provide TRMW access on the PSAP 
between Blakeslee Junction and the BNSF mainline, and will reconfigure 
and upgrade the PSAP line between Blakeslee Junction and the mainline.  
Once complete, the TRMW line through downtown Centralia will be 
removed.  Further phases of the project will add rail capacity in Centralia, 
a second connection between PSAP and TRMW in Grand Mound, and 
additional storage track.  Funding has not yet been secured for the full 
project.  Only partial funding for the Blakeslee Junction to mainline is 
currently in place. 

Tacoma 

In Tacoma, train movements for BNSF and the Union Pacific Railroad 
(UP) between the mainlines, yards, and port terminals are somewhat 
inefficient.  Two proposals to mitigate this have been considered in the 
past.  The first is construction of a new rail bridge linking Bullfrog 
Junction on the Tideflats to the mainlines at Reservation Interlocking.  
The second is implementation by BNSF and UP of co-production1 
between Tacoma and Tukwila.  Under the co-production proposal, UP 
port traffic to and from the south would use the BNSF line to connect 
through Bullfrog Junction, while BNSF port traffic to and from the south 

                                                 
1 Co-production is where two railroads share the same track. 
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would use the UP connection at Reservation Interlocking, and would also 
use the UP mainline between Tukwila and Reservation Interlocking.  To 
this point, the railroads have not agreed to such an arrangement, although 
dialog has taken place off and on over the last few years. 

Seattle 

In Seattle, neither the BNSF nor the UP has a direct route between the 
mainlines and on-dock intermodal facilities.  BNSF international container 
traffic first moves through the Seattle International Gateway/Stacy Yard, 
which increases transit time.  The UP line to the on-dock facilities is 
essentially a switching lead that extends through the Argo Yard, which 
significantly impacts operations at Argo.  In addition, intermodal trains 
cross East Marginal Way at-grade, creating long roadway vehicle delays. 
 
One project designed to ease part of this problem is the East Marginal 
Way Grade Separation.  This project will construct an overpass that routes 
vehicle traffic up and over railroad tracks, eliminating delays on East 
Marginal Way caused by trains crossing at grade.  Another concept for 
improving rail access to Port of Seattle facilities is the Duwamish Rail 
Corridor, which would essentially create a double-track connection 
between the UP Argo Interlocking and the Harbor Island line using one 
UP yard track and a BNSF track.  However, this project has not moved 
beyond initial discussions. 

Other Access Issues 
There are two additional areas (Everett and Bellingham) along the I-5 rail 
corridor that may need improvements in the future and one 5-phase project 
in Pasco that is currently underway. 

Everett 

In Everett, rail access is not currently an issue.  The single-track Everett 
Tunnel, which is located through Everett on the mainline south of the 
convergence of the Stevens Pass mainline and the mainline to Blaine, is 
handling an increasing number of passenger trains.  The increase of 
passenger traffic impacts freight capacity through the tunnel.  A solution 
to this conflict is the proposed Bayside Bypass that would extend a line 
from Delta Junction down the Bayside industrial track and connect back 
into the Seattle mainline at Everett Junction.  In the future the BNSF may 
construct the Bayside Bypass route, but this project is unlikely to cause 
access problems to port properties. 
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Bellingham 

In Bellingham, the city and Port of Bellingham are developing plans to 
convert the former Georgia Pacific industrial site into a mixed use 
waterfront development.  As part of this project, a sharp curve in the 
BNSF mainline track near the site will be removed and the tracks moved 
further to the east.  The relocated tracks will allow passenger and freight 
trains to travel at a slightly higher speed through this area. 

Port of Pasco Projects 

In Pasco, the Port of Pasco is making a series of improvements to the 
network of railroad tracks that serve the Big Pasco Industrial Center.  
These improvements include upgrading older track to handle heavier and 
longer trains, adding container terminal tracks along the Columbia River, 
improving road/rail crossings, and a second connection to the BNSF 
mainline.  Three of five phases have been completed, with Phase 4 slated 
for construction to start in late 2009.  
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Appendix 5-C: Inland Port Concepts 
 
Rail access is a significant element of port competitiveness strategy.  By 
providing an inland port service, a seaport (in theory) can make 
intermodal rail service available to a broader range of customers.  If priced 
sufficiently low, the inland port service can offer cost savings to container 
shippers and thereby increase the port’s competitiveness. 

Inland Ports 
Inland ports have become an increasingly popular concept as the drive for 
transportation efficiency continues.  Inland ports are perceived to reduce 
congestion, improve transit times and reliability, while at the same time 
decreasing costs and promoting economic development. 
 
Inland ports have several dimensions.  In the narrowest sense, an inland 
port is an inland container transfer facility that performs many of the cargo 
processing functions that are performed at seaports, including customs 
clearance.  Intermodal containers are moved from the seaport to the inland 
port, often in bond, thus freeing valuable land at the port for maritime 
activity.  In effect, the inland port serves as an extension of the seaport, 
although at a remote location, typically close to either a key market or 
principal components of the highway system.  If rail is used to transport 
the cargo to the inland port, trucks are removed from the highways and 
roadway congestion near the water port can be reduced.  This possibility 
has also led to the concept of moving cargo to a remote point outside of 
the immediate seaport area by a rail shuttle service and then returning it to 
truck on less congested highways. 
 
A broad array of multimodal facilities that support international trade can 
also be defined as inland ports.  An often-cited example of such a 
development is the Alliance Texas Logistics Park, a 15,000-acre 
development 15 miles north of Fort Worth that includes air, rail, and 
highway connections, a foreign trade zone, an enterprise zone, inventory 
tax exemption, and business parks, distribution areas, and other facilities. 

Rail Intermodal Transportation Moves 
Rail intermodal transportation moves involve high-fixed costs but low-
variable costs.  By contrast truck transport involves high-variable costs but 
lower-fixed costs.  Generally rail intermodal moves are considered to have 
a low line-haul cost per mile.  The challenge in Washington State (state) is 
that the railroads want a haul of at least 500 miles based upon their cost 
structure and available rail capacity.  Since the fixed costs need to be 
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defrayed over a large number of miles, railroads do not typically market 
intermodal services for short distances.  
 
Another complication is that depending on the port, these containers may 
have to be drayed to and from the intermodal facilities, and these short 
truck movements add significant costs.  Furthermore, intermodal facilities 
are expensive to build and to operate.  The cost of building a small starter-
size facility is estimated to be around $25 million and one that would 
handle a significant volume is estimated at $70 to $80 million.  In 
addition, if these terminals are operated as a shuttle service, rail 
intermodal equipment may have to be acquired, since it may be captive to 
the service. 

Status 
Due to the cost versus delivery time equation, the inland port concept has 
not come to fruition in many states, especially in Washington State.  There 
have been attempts at the concept in both Quincy and Maytown.  The 
Quincy facility is challenged by the current cost structure of rail versus 
truck.  The potential Maytown development got caught up in a political 
struggle among stakeholders. 
 
In the future, such developments could provide the base volume to 
generate the level of public benefits necessary to help justify the cost of a 
shuttle-type rail service to and from a port.  The feasibility will depend on 
a number of variables, including access, what facilities are actually 
available at a port to transfer containers to rail and inland terminals, and 
capital and operating cost provisions. 

Studies 
Multiple studies in other states have concluded that the cost premium of 
the truck/rail transportation was particularly high for the shorter 
intermodal rail moves to inland port locations close to deepwater coastal 
ports.  
 
A multi-year study1 to determine if and how inland port concepts could be 
applied to reduce drayage miles and generate other public benefits was 
conducted in southern California.  This study reached similar conclusions, 
namely the cost would be substantial, and an operating subsidy would be 
required.  The results of the study’s cost analysis suggested it would 
amount to at least $200 per container at current cost levels (2008).2 
                                                 
1 The Tioga Group, Railroad Industries, Inc, and Iteris, Inland Port Feasibility Study, 
Project No. 06-023, Tasks 3-5Draft Report, prepared for the Southern California Council 
of Governments, June 5, 2008. 
2 Ibid, p.4 
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Inland port terminals may not be justified from direct transportation 
savings, but could perhaps be with the inclusion of public benefits.  
Benefits estimated in the study equated to a range of 5 to 70 percent of the 
estimated transportation cost difference depending on inland terminal 
location and estimated cost differential range.  
 
Based on the analyses performed in other states, an inland terminal 
provides the greatest proportional share of public benefits when it is 
located near a large concentration of port customers.  It is estimated that a 
starter intermodal facility requires an initial volume of 20,000 to 
30,000 containers per year to be viable.  

Success of Inland Ports 
Under current economic conditions, trucking continues to be less costly 
and a quicker alternative within the state as compared to rail.  It is 
believed that in the future this cost structure will change as fuel and 
environmental costs of trucking drastically increase.  At that point, inland 
ports may develop in the state as they have in other parts of the country.  
 
There are a number of factors that are key to the success of an inland port 
that need to be analyzed, as the inland ports concept is considered as a 
component of the transportation network in the future.  Among these are: 

Location 

An inland port should intercept major container flows and provide easy 
access to rail and interstate highway networks that connect it with key 
markets. 

Functions 

The inland port should perform a range of functions including intermodal 
transfers, storage/warehousing, staging, inspections, parking, service, etc. 

Institutional Arrangements 

Arrangements must be made with rail carriers and port operators to 
establish the rail service, as well as the container consolidation and rail car 
loading at the port. 

Scheduled and Reliable Service 

Using the inland port cannot cause an excessive delay, either due to train 
scheduling, transfers, or the nature of the train service.  
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Costs 

The capital and operating costs of an inland port must not exceed the 
expected benefits of the service.  This does not necessarily mean that the 
service would operate without subsidies, only that the subsidies should not 
exceed the public benefit of the facility. 
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Appendix 6: WSDOT Freight Partnerships 
 
The Washington State Department of Transportation (WSDOT) works in 
partnership with a variety of freight sectors.1  Below is a list of WSDOT’s 
freight partners: 
 
 AASHTO Freight Transportation Network  
 Amtrak  
 Commercial Vehicle Information Systems and Networks  
 Federal Highway Administration  
 Federal Motor Carrier Safety Administration  
 Federal Railroad Administration  
 Freight Action Strategy Corridor  
 Freight Mobility Strategic Investment Board  
 International Mobility & Trade Corridor  
 Puget Sound Maritime Air Forum  
 TransNow (regional university transportation center administered by 

USDOT)  
 Transportation Improvement Board  
 USACE Waterborne Commerce Statistics Center  
 USDOT Bureau of Transportation Statistics  
 USDOT Hazardous Materials  
 University of Washington Global Trade, Transportation, and Logistics 

Studies  
 University of Washington Intelligent Transportation System  
 Washington Public Ports Association  
 Washington State Department of Ecology (Air Quality)  
 Washington State Patrol, Commercial Vehicle Division 
 Washington State Transportation Research Center  
 Washington State University Strategic Freight Transportation Analysis  
 Washington Trucking Associations 
 Washington Utilities and Transportation Commission  
 West Coast Collaborative (public-private partnership to reduce diesel 

emissions)  
 West Coast Corridor Coalition  
 

                                                 
1 www.wsdot.wa.gov/freight/partnerships/. 
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Appendix 8-A: Project List 
 
This project list meets the current federal requirement to identify the 
statewide rail system need; it is not a funding list.  The federal government 
is currently developing program requirements for future project lists, 
which will likely be linked to funding.  The Washington State Department 
of Transportation (WSDOT) will respond with a development process 
after the next federal development occurs.  WSDOT will also address 
emerging federal funding opportunities after information becomes 
available.  
 
The project list is shown in different exhibits to better show different 
aspects: 
 
 Exhibit 8A-1: Project List by Area, Location, and Organization 
 Exhibit 8A-2: Project List by Location, Area, and Organization 
 Exhibit 8A-3: Project List by Organization, Location, and Area 
 Exhibit 8A-4: Project List by Project Types 
 Exhibit 8A-5: Project List by Public Benefits 
 Exhibit 8A-6: Project List by Private Benefits 
 Exhibit 8A-7: Project List by Cost Estimates 
 Exhibit 8A-8: Project List by Committed Funds 
 
The areas listed in the exhibits are: 
 
 EW – Eastern Washington 
 NC – Non-Capital 
 PS – Puget Sound 
 SW – Statewide 
 WW – Western Washington 
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Exhibit 8A-1: Project List by Area, Location, and Organization 

Area Location Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
EW Airway Heights Spokane County Geiger Spur Rehabilitation $880,000 5/1/2013 
EW Bingen SW Washington RTPO Bingen Point Rail Crossing $15,000,000   

EW Cheney 
Eastern Washington 
Gateway Railroad Cheney Siding $580,000 2/1/2012 

EW Cheney Union Pacific Railroad Extend Cheney Siding $0  
EW Cheney Union Pacific Railroad Install Centralized Train Control $0  
EW Cheney Union Pacific Railroad Power Operate Manual Sidings $0  

EW Creston 
Eastern Washington 
Gateway Railroad Webb Siding Extension $297,000   

EW Creston WSDOT Lincoln Co. PDA/Creston - New Rail Spur $346,000   

EW Davenport 
Eastern Washington 
Gateway Railroad CW Branch Rail Renewal $64,860,000 10/1/2018 

EW Ellensburg BNSF Railway Ellensburg-Lind Corridor Reactivation $0   
EW Ephrata WSDOT Port of Ephrata/Ephrata Spur Rehab Phase II $363,000 1/1/2010 
EW Kennewick BNSF Railway Vista Siding Extension $0   
EW Moses Lake Columbia Basin Railroad Bridge upgrades for 286K $0 1/1/2016 

EW Moses Lake WSDOT 
Port of Moses Lake/Northern Columbia Basin - Railroad 
Engineering and Environmental $29,650,000 6/30/2013 

EW Newport 

Port of Pend Oreille dba 
Pend Oreille Valley 
Railroad Tacoma Creek Bridge $125,000 7/31/2010 

EW Othello Port of Royal Slope Royal Rail Line Rehabilitation Project $1,750,000  
EW Pasco BNSF Railway Pasco Bridge Span Replacement $0   
EW Pasco Port of Pasco BPIC Intermodal Hub Rail Development, Phase 4 and 5 $3,100,000   
EW Quincy Port of Quincy Port of Quincy Rail Loop $0   
EW Reardon WSDOT CW Line/Lincoln County - Grade Crossing Rehab $371,000 10/31/2010 
EW Richland Richland SR240 & SR224 Interchange & Grade Crossing $9,300,000   
EW Spokane Spokane SR27-Pines Rd BNSF Grade Separation $11,720,000   
EW Spokane Spokane County Park Rd BNSF Grade Separation $32,382,000   
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Area Location Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
EW Spokane City of Spokane Havana St. - BNSF Crossing $26,700,000 10/1/2011 

EW Spokane WSDOT 
Palouse River and Coulee City Railroad - Rail Authority-
Sponsored Rehab $8,600,000 6/1/2011 

EW Spokane WSDOT Geiger - New Transloader $4,400,000 1/1/2014 

EW 

Spokane, Whitman, 
Lincoln and Grant 
Counties WSDOT PCC Rail System Rehab $100,000,000   

EW Stampede Pass BNSF Railway Ellensburg-Lind Corridor Reactivation $0   
EW Stampede Pass BNSF Railway Stampede Pass Project $0   

EW Stevenson City of Stevenson 
Quiet zone application at the Russell Avenue Crossing, Crossing 
No. 0901 $505,000 7/1/2011 

EW Sunnyside Port of Sunnyside Port of Sunnyside $0 10/1/2014 
EW Walla Walla City of Walla Walla 13th Avenue Improvements $2,100,000   
EW Walla Walla PCC Railroad Riparia tie and surface project $880,000 8/1/2011 
EW Wallula WSDOT Port of Columbia/Wallula to Dayton - Track Rehab $11,000,000 10/31/2015 

EW Wenatchee 
Wenatchee Valley 
Transportation Council Wenatchee Hawley Street Grade Separation $22,000,000 11/1/2011 

EW Wishram BNSF Railway East Leg of Wishram Wye $0   
EW Yakima City of Yakima Yakima Grade Separated Rail Crossing $42,774,000 10/1/2011 
NC Statewide WSDOT Statewide - Washington Produce Rail Car Pool $1,974,000 12/31/2014 
NC Statewide WSDOT Statewide - Rail Bank $0   
NC Statewide WSDOT Statewide - Freight Rail Assistance Program $0   
PS Auburn Auburn M St SE Grade Separation Project $26,230,000   
PS Everett City of Everett East Everett Ave Crossing $16,520,000   
PS Everett Port of Everett Port of Everett Existing Rail Upgrades $170,000 12/1/2013 
PS Everett Port of Everett South Terminal Freight Rail Improvements $770,000 6/1/2012 
PS Everett Port of Everett Lehigh Cement Rail Extension $0   
PS Fife Fife Fife 70th Ave Grade Separation $17,500,000   
PS Fife Union Pacific Railroad Fife Yard Improvements $0  
PS Fife Union Pacific Railroad Fife Yard Improvements $0  
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Area Location Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
PS Kent City of Kent Kent S 212th St Grade Separations  $83,170,000 10/1/2015 

PS Kent City of Kent 
Kent S 228th St Corridor Project - Phases II & III Grade 
Separations $45,600,000 7/1/2012 

PS Kent City of Kent Kent Willis St Grade Separations $81,700,000 6/1/2016 
PS Kent Union Pacific Railroad Kent Siding Extension $0  
PS Puyallup City of Puyallup Puyallup Shaw Road Extension $24,600,000 8/31/2010 
PS Puyallup Pierce County Puyallup N Canyon Rd Ext-BNSF Overcrossing $25,000,000   
PS Renton City of Renton Renton Strander Blvd-SW 27th St Connection $12,320,000  

PS Seattle Ballard Terminal Railroad 
Ballard Terminal RehabRe-rail 2 miles of mainline track on the 
BDTL $2,000,000   

PS Seattle Ballard Terminal Railroad Re-rail 4.5 miles of mainline track on the MSN $4,500,000 1/1/2010 
PS Seattle BNSF Railway BNSF Seattle PNW Shop Projects $0   
PS Seattle BNSF Railway Ballard Bridge Moveable Span Replacement $0   
PS Seattle BNSF Railway South Seattle Domestic Intermodal Facility Improvements $0   
PS Seattle BNSF Railway Bullfrog Junction Improvements $0   
PS Seattle City of Seattle South Lander Street Grade Separation $152,000,000 On hold 
PS Seattle Port of Seattle Duwamish Corridor $12,000,000   
PS Seattle Port of Seattle East Marginal Way Grade Separation $49,000,000 6/1/2011 
PS Seattle WSDOT SR519 Intermodal Access Project (Phase 2) $0   
PS Tacoma Port of Tacoma Lincoln Avenue Grade Separation $53,200,000 4/1/2011 
PS Tacoma Tacoma Rail Bridge Rehabilitation $0   

PS Tacoma WSDOT 
Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & 
Expansion $1,570,000 6/30/2011 

PS Tacoma WSDOT Tacoma Rail/Tacoma - New Refinery Spur  $825,000 4/1/2011 
SW Statewide BNSF Railway BNSF Positive Train Control Improvements $0   
SW Statewide BNSF Railway BNSF Siding Extensions and Double Track Improvements $0   
WW Aberdeen Grays Harbor COG Rail Car Storage East of Aberdeen $4,300,000   

WW Aberdeen Grays Harbor COG 
Relocate Rail Line South of Port Industrial Road and/or Create 
Loop Rail $15,000,000   

WW Aberdeen Port of Grays Harbor Port Grays Harbor Terminal 2 Grain Storage Facility $69,000,000 6/30/2011 
WW Aberdeen Port of Grays Harbor Port of Grays Harbor Terminal 4 Rail Upgrade $8,000,000   
WW Battle Ground WSDOT Clark County-Owned Railroad/Vancouver - Track Rehab $403,000 4/1/2011 
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Area Location Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 

WW Battle Ground WSDOT 
Clark County/Chelatchie Prairie Railroad/Battle Ground to 
Vancouver - Track Rehab $1,000,000 4/1/2011 

WW Battleground Clark County Chelatchie Prairie railroad rehabilitation - Phase 1 $23,000,000 9/1/2011 
WW Bellingham Port of Bellingham Bellingham Shipping Terminal Rail Spur Replacement $2,000,000   
WW Bellingham WSDOT Bellingham - Waterfront Restoration $44,602,000 7/2/2010 
WW Bremerton US Navy Repair Railroad Bridges $2,500,000 10/1/2013 
WW Burlington City of Burlington BNSF Skagit River Bridge Replacment for Flood Risk Reduction $59,800,000 9/1/2014 
WW Centralia BNSF Railway Centrailia Steam Plant Switch Upgrade $0   

WW Centralia WSDOT 
Tacoma Rail and Puget Sound and Pacific Railroad/Centralia - 
Reconfigure Rail $17,500,000 6/302021 

WW Centralia WSDOT 
Tacoma Rail and Puget Sound and Pacific Railroad/Centralia - 
Reconfigure Rail Phase 1B $9,500,000 6/302021 

WW Chehalis Port of Chehalis 
Port of Chehalis Regional Rail Reload and Freight Processing 
Facility - Rail component $2,650,000 1/1/2012 

WW Chehalis Port of Chehalis Rail spur & reload for styrofoam recycler $1,075,000 9/1/2010 
WW Deming Nooksack Indian Tribe Expansion on First Street $250,000   
WW Frederickson WSDOT Tacoma Rail/Frederickson to Morton - Track Rehab $1,485,000 12/31/2011 

WW Kelso/Longview Cowlitz-Wahkiakum COG 

Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview 
Junction, Yew Street pedestrian access, Hazel Street grade 
separation $117,000,000   

WW Kelso/Longview Port of Kalama Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing $0 3/1/2011 
WW Kelso/Longview Port of Kalama Kelso to Martin's Bluff - 3rd Main Line and Grade Separation $0 12/15/2010 
WW Kelso/Longview Port of Kalama Kelso to Martin's Bluff - 3rd Main Line and Storage Tracks $47,000,000 4/1/2010 

WW Kelso/Longview Port of Kalama 
Kelso to Martin's Bluff - new siding terminating just north of 
Toteff Road $28,000,000 9/1/2010 

WW Longview BNSF Railway Interstate Yard $0   
WW Longview BNSF Railway Longview Junction Bypass $0   
WW Longview Cowlitz-Wahkiakum COG SR 432/433 Grade Separation & Rail Improvements $180,000,000 11/1/2011 
WW Longview Port of Longview Port of Longview Rail Loop Construction $900,000 7/1/2011 

WW Longview 
Swanson Bark & Wood 
Products Swanson Bark Rail Spur $2,385,000 1/31/2010 

WW Mt Vernon BNSF Railway Mt Vernon Bridge Replacement $0   

WW Olympia Port of Olympia 
Port of Olympia and East Olympia Freight Rail Enhancement 
Project $40,000,000 12/31/2014 
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Area Location Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
WW Ridgefield Port of Ridgefield Ridgefield Rail Overpass $12,500,000 6/30/2014 

WW Roy/Yelm WSDOT 
Tacoma Rail/Roy - New Connection to BNSF and Yelm-Owned 
Spur $1,928,000 6/30/2011 

WW Roy/Yelm WSDOT Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab $755,000 4/1/2011 
WW Sumner Union Pacific Railroad Extend Sumner Siding $0  
WW Vancouver Port of Vancouver West Vancouver Freight Access Schedule 2-4 $137,500,000 5/1/2010 

WW Vancouver-Clark County 
Portland Vancouver 
Junction Railroad Clark County Railroad Rehab $29,000,000 12/1/2011 

WW Washougal 
Port of Camas-
Washougal Rail Enhancement Project $1,000,000   

WW Woodland Cowlitz-Wahkiakum COG Scott Avenue Railroad Overcrossing/Grade Separation $62,000,000 2/1/2012 
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Exhibit 8A-2: Project List by Location, Area, and Organization 

Location Area Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
Aberdeen WW Grays Harbor COG Rail Car Storage East of Aberdeen $4,300,000   

Aberdeen WW Grays Harbor COG 
Relocate Rail Line South of Port Industrial Road and/or 
Create Loop Rail $15,000,000   

Aberdeen WW Port of Grays Harbor Port Grays Harbor Terminal 2 Grain Storage Facility $69,000,000 6/30/2011 
Aberdeen WW Port of Grays Harbor Port of Grays Harbor Terminal 4 Rail Upgrade $8,000,000   
Airway Heights EW Spokane County Geiger Spur Rehabilitation $880,000 5/1/2013 
Auburn PS Auburn M St SE Grade Separation Project $26,230,000   
Battle Ground WW WSDOT Clark County-Owned Railroad/Vancouver - Track Rehab $403,000 4/1/2011 

Battle Ground WW WSDOT 
Clark County/Chelatchie Prairie Railroad/Battle Ground 
to Vancouver - Track Rehab $1,000,000 4/1/2011 

Battleground WW Clark County Chelatchie Prairie railroad rehabilitation - Phase 1 $23,000,000 9/1/2011 
Bellingham WW Port of Bellingham Bellingham Shipping Terminal Rail Spur Replacement $2,000,000   
Bellingham WW WSDOT Bellingham - Waterfront Restoration $44,602,000 7/2/2010 
Bingen EW SW Washington RTPO Bingen Point Rail Crossing $15,000,000   
Bremerton WW US Navy Repair Railroad Bridges $2,500,000 10/1/2013 

Burlington WW City of Burlington 
BNSF Skagit River Bridge Replacment for Flood Risk 
Reduction $59,800,000 9/1/2014 

Centralia WW BNSF Railway Centrailia Steam Plant Switch Upgrade $0   

Centralia WW WSDOT 
Tacoma Rail and Puget Sound and Pacific 
Railroad/Centralia - Reconfigure Rail $17,500,000 6/302021 

Centralia WW WSDOT 
Tacoma Rail and Puget Sound and Pacific 
Railroad/Centralia - Reconfigure Rail Phase 1B $9,500,000 6/302021 

Chehalis WW Port of Chehalis 
Port of Chehalis Regional Rail Reload and Freight 
Processing Facility - Rail component $2,650,000 1/1/2012 

Chehalis WW Port of Chehalis Rail spur & reload for styrofoam recycler $1,075,000 9/1/2010 

Cheney EW 
Eastern Washington Gateway 
Railroad Cheney Siding $580,000 2/1/2012 

Cheney EW Union Pacific Railroad Extend Cheney Siding $0  
Cheney EW Union Pacific Railroad Install Centralized Train Control $0  
Cheney EW Union Pacific Railroad Power Operate Manual Sidings $0  
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Location Area Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 

Creston EW 
Eastern Washington Gateway 
Railroad Webb Siding Extension $297,000   

Creston EW WSDOT Lincoln Co. PDA/Creston - New Rail Spur $346,000   

Davenport EW 
Eastern Washington Gateway 
Railroad CW Branch Rail Renewal $64,860,000 10/1/2018 

Deming WW Nooksack Indian Tribe Expansion on First Street $250,000   
Ellensburg EW BNSF Railway Ellensburg-Lind Corridor Reactivation $0   
Ephrata EW WSDOT Port of Ephrata/Ephrata Spur Rehab Phase II $363,000 1/1/2010 
Everett PS City of Everett East Everett Ave Crossing $16,520,000   
Everett PS Port of Everett Port of Everett Existing Rail Upgrades $170,000 12/1/2013 
Everett PS Port of Everett South Terminal Freight Rail Improvements $770,000 6/1/2012 
Everett PS Port of Everett Lehigh Cement Rail Extension $0   
Fife PS Fife Fife 70th Ave Grade Separation $17,500,000   
Fife PS Union Pacific Railroad Fife Yard Improvements $0  
Fife PS Union Pacific Railroad Fife Yard Improvements $0  
Frederickson WW WSDOT Tacoma Rail/Frederickson to Morton - Track Rehab $1,485,000 12/31/2011 

Kelso/Longview WW Cowlitz-Wahkiakum COG 

Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview 
Junction, Yew Street pedestrian access, Hazel Street 
grade separation $117,000,000   

Kelso/Longview WW Port of Kalama Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing $0 3/1/2011 

Kelso/Longview WW Port of Kalama 
Kelso to Martin's Bluff - 3rd Main Line and Grade 
Separation $0 12/15/2010 

Kelso/Longview WW Port of Kalama 
Kelso to Martin's Bluff - 3rd Main Line and Storage 
Tracks $47,000,000 4/1/2010 

Kelso/Longview WW Port of Kalama 
Kelso to Martin's Bluff - new siding terminating just north 
of Toteff Road $28,000,000 9/1/2010 

Kennewick EW BNSF Railway Vista Siding Extension $0   
Kent PS City of Kent Kent S 212th St Grade Separations  $83,170,000 10/1/2015 

Kent PS City of Kent 
Kent S 228th St Corridor Project - Phases II & III Grade 
Separations $45,600,000 7/1/2012 

Kent PS City of Kent Kent Willis St Grade Separations $81,700,000 6/1/2016 
Kent PS Union Pacific Railroad Kent Siding Extension $0  
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Location Area Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
Longview WW BNSF Railway Interstate Yard $0   
Longview WW BNSF Railway Longview Junction Bypass $0   
Longview WW Cowlitz-Wahkiakum COG SR 432/433 Grade Separation & Rail Improvements $180,000,000 11/1/2011 
Longview WW Port of Longview Port of Longview Rail Loop Construction $900,000 7/1/2011 
Longview WW Swanson Bark & Wood Products Swanson Bark Rail Spur $2,385,000 1/31/2010 
Moses Lake EW Columbia Basin Railroad Bridge upgrades for 286K $0 1/1/2016 

Moses Lake EW WSDOT 
Port of Moses Lake/Northern Columbia Basin - Railroad 
Engineering and Environmental $29,650,000 6/30/2013 

Mt Vernon WW BNSF Railway Mt Vernon Bridge Replacement $0   

Newport EW 
Port of Pend Oreille dba Pend 
Oreille Valley Railroad Tacoma Creek Bridge $125,000 7/31/2010 

Olympia WW Port of Olympia 
Port of Olympia and East Olympia Freight Rail 
Enhancement Project $40,000,000 12/31/2014 

Othello EW Port of Royal Slope Royal Rail Line Rehabilitation Project $1,750,000  
Pasco EW BNSF Railway Pasco Bridge Span Replacement $0   
Pasco EW Port of Pasco BPIC Intermodal Hub Rail Development, Phase 4 and 5 $3,100,000   
Puyallup PS City of Puyallup Puyallup Shaw Road Extension $24,600,000 8/31/2010 
Puyallup SW Pierce County Puyallup N Canyon Rd Ext-BNSF Overcrossing $25,000,000   
Quincy SW Port of Quincy Port of Quincy Rail Loop $0   
Reardon EW WSDOT CW Line/Lincoln County - Grade Crossing Rehab $371,000 10/31/2010 
Renton PS City of Renton Renton Strander Blvd-SW 27th St Connection $12,320,000  
Richland EW Richland SR240 & SR224 Interchange & Grade Crossing $9,300,000   
Ridgefield WW Port of Ridgefield Ridgefield Rail Overpass $12,500,000 6/30/2014 

Roy/Yelm WW WSDOT 
Tacoma Rail/Roy - New Connection to BNSF and Yelm-
Owned Spur $1,928,000 6/30/2011 

Roy/Yelm WW WSDOT Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab $755,000 4/1/2011 

Seattle PS Ballard Terminal Railroad 
Ballard Terminal RehabRe-rail 2 miles of mainline track 
on the BDTL $2,000,000   

Seattle PS Ballard Terminal Railroad Re-rail 4.5 miles of mainline track on the MSN $4,500,000 1/1/2010 
Seattle PS BNSF Railway BNSF Seattle PNW Shop Projects $0   
Seattle PS BNSF Railway Ballard Bridge Moveable Span Replacement $0   
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Location Area Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 

Seattle PS BNSF Railway 
South Seattle Domestic Intermodal Facility 
Improvements $0   

Seattle PS BNSF Railway Bullfrog Junction Improvements $0   
Seattle PS City of Seattle South Lander Street Grade Separation $152,000,000 On hold 
Seattle PS Port of Seattle Duwamish Corridor $12,000,000   
Seattle PS Port of Seattle East Marginal Way Grade Separation $49,000,000 6/1/2011 
Seattle PS WSDOT SR519 Intermodal Access Project (Phase 2) $0   
Spokane EW City of Spokane Havana St. - BNSF Crossing $26,700,000 10/1/2011 
Spokane EW Spokane SR27-Pines Rd BNSF Grade Separation $11,720,000   
Spokane EW Spokane County Park Rd BNSF Grade Separation $32,382,000   

Spokane EW WSDOT 
Palouse River and Coulee City Railroad - Rail Authority-
Sponsored Rehab $8,600,000 6/1/2011 

Spokane EW WSDOT Geiger - New Transloader $4,400,000 1/1/2014 

Spokane, Whitman, 
Lincoln and Grant 
Counties EW WSDOT PCC Rail System Rehab $100,000,000   
Stampede Pass EW BNSF Railway Ellensburg-Lind Corridor Reactivation $0   
Stampede Pass EW BNSF Railway Stampede Pass Project $0   
Statewide NC WSDOT Statewide - Washington Produce Rail Car Pool $1,974,000 12/31/2014 
Statewide NC WSDOT Statewide - Freight Rail Investment Bank $0   
Statewide NC WSDOT Statewide - Emergent Freight Rail Assistance Project $0   
Statewide SW BNSF Railway BNSF Positive Train Control Improvements $0   

Statewide SW BNSF Railway 
BNSF Siding Extensions and Double Track 
Improvements $0   

Stevenson EW City of Stevenson 
Quiet zone application at the Russell Avenue Crossing, 
Crossing No. 0901 $505,000 7/1/2011 

Sumner WW Union Pacific Railroad Extend Sumner Siding $0  
Sunnyside EW Port of Sunnyside Port of Sunnyside $0 10/1/2014 
Tacoma PS Port of Tacoma Lincoln Avenue Grade Separation $53,200,000 4/1/2011 
Tacoma PS Tacoma Rail Bridge Rehabilitation $0   

Tacoma PS WSDOT 
Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & 
Expansion $1,570,000 6/30/2011 
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Location Area Organization Project Name 
Estimated 

Project Cost 
Estimated

Completion 
Tacoma PS WSDOT Tacoma Rail/Tacoma - New Refinery Spur  $825,000 4/1/2011 
Vancouver WW Port of Vancouver West Vancouver Freight Access Schedule 2-4 $137,500,000 5/1/2010 
Vancouver-Clark 
County WW 

Portland Vancouver Junction 
Railroad Clark County Railroad Rehab $29,000,000 12/1/2011 

Walla Walla EW City of Walla Walla 13th Avenue Improvements $2,100,000   
Walla Walla EW PCC Railroad Riparia tie and surface project $880,000 8/1/2011 
Wallula EW WSDOT Port of Columbia/Wallula to Dayton - Track Rehab $11,000,000 10/31/2015 
Washougal WW Port of Camas-Washougal Rail Enhancement Project $1,000,000   

Wenatchee EW 
Wenatchee Valley Transportation 
Council Wenatchee Hawley Street Grade Separation $22,000,000 11/1/2011 

Wishram EW BNSF Railway East Leg of Wishram Wye $0   
Woodland WW Cowlitz-Wahkiakum COG Scott Avenue Railroad Overcrossing/Grade Separation $62,000,000 2/1/2012 
Yakima EW City of Yakima Yakima Grade Separated Rail Crossing $42,774,000 10/1/2011 
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Exhibit 8A-3: Project List by Organization, Location, and Area 

Organization Location Area Project Name 
Estimated 

Project Cost 
Estimated

Completion 
Auburn Auburn PS M St SE Grade Separation Project $26,230,000   

Ballard Terminal Railroad Seattle PS 
Ballard Terminal RehabRe-rail 2 miles of mainline track on 
the BDTL $2,000,000   

Ballard Terminal Railroad Seattle PS Re-rail 4.5 miles of mainline track on the MSN $4,500,000 1/1/2010 
BNSF Railway Centralia WW Centrailia Steam Plant Switch Upgrade $0   
BNSF Railway Ellensburg EW Ellensburg-Lind Corridor Reactivation $0   
BNSF Railway Kennewick EW Vista Siding Extension $0   
BNSF Railway Longview WW Interstate Yard $0   
BNSF Railway Longview WW Longview Junction Bypass $0   
BNSF Railway Mt Vernon WW Mt Vernon Bridge Replacement $0   
BNSF Railway Pasco EW Pasco Bridge Span Replacement $0   
BNSF Railway Seattle PS BNSF Seattle PNW Shop Projects $0   
BNSF Railway Seattle PS Ballard Bridge Moveable Span Replacement $0   
BNSF Railway Seattle PS South Seattle Domestic Intermodal Facility Improvements $0   
BNSF Railway Seattle PS Bullfrog Junction Improvements $0   
BNSF Railway Stampede Pass EW Ellensburg-Lind Corridor Reactivation $0   
BNSF Railway Stampede Pass EW Stampede Pass Project $0   
BNSF Railway Statewide SW BNSF Positive Train Control Improvements $0   
BNSF Railway Statewide SW BNSF Siding Extensions and Double Track Improvements $0   
BNSF Railway Wishram EW East Leg of Wishram Wye $0   

City of Burlington Burlington WW 
BNSF Skagit River Bridge Replacment for Flood Risk 
Reduction $59,800,000 9/1/2014 

City of Everett Everett PS East Everett Ave Crossing $16,520,000   
City of Kent Kent PS Kent S 212th St Grade Separations  $83,170,000 10/1/2015 

City of Kent Kent PS 
Kent S 228th St Corridor Project - Phases II & III Grade 
Separations $45,600,000 7/1/2012 

City of Kent Kent PS Kent Willis St Grade Separations $81,700,000 6/1/2016 
City of Puyallup Puyallup PS Puyallup Shaw Road Extension $24,600,000 8/31/2010 
City of Renton Renton PS Renton Strander Blvd-SW 27th St Connection $12,320,000  
City of Seattle Seattle PS South Lander Street Grade Separation $152,000,000   
City of Spokane Spokane EW Havana St. - BNSF Crossing $26,700,000 10/1/2011 
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Organization Location Area Project Name 
Estimated 

Project Cost 
Estimated

Completion 

City of Stevenson Stevenson EW 
Quiet zone application at the Russell Avenue Crossing, 
Crossing No. 0901 $505,000 7/1/2011 

City of Walla Walla Walla Walla EW 13th Avenue Improvements $2,100,000   
City of Yakima Yakima EW Yakima Grade Separated Rail Crossing $42,774,000 10/1/2011 
Clark County Battleground WW Chelatchie Prairie railroad rehabilitation - Phase 1 $23,000,000 9/1/2011 
Columbia Basin Railroad Moses Lake EW Bridge upgrades for 286K $0 1/1/2016 

Cowlitz-Wahkiakum COG Kelso/Longview WW 

Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview 
Junction, Yew Street pedestrian access, Hazel Street 
grade separation $117,000,000   

Cowlitz-Wahkiakum COG Longview WW SR 432/433 Grade Separation & Rail Improvements $180,000,000 11/1/2011 
Cowlitz-Wahkiakum COG Woodland WW Scott Avenue Railroad Overcrossing/Grade Separation $62,000,000 2/1/2012 
Eastern Washington 
Gateway Railroad Cheney EW Cheney Siding $580,000 2/1/2012 
Eastern Washington 
Gateway Railroad Creston EW Webb Siding Extension $297,000   
Eastern Washington 
Gateway Railroad Davenport EW CW Branch Rail Renewal $64,860,000 10/1/2018 
Fife Fife PS Fife 70th Ave Grade Separation $17,500,000   
Grays Harbor COG Aberdeen WW Rail Car Storage East of Aberdeen $4,300,000   

Grays Harbor COG Aberdeen WW 
Relocate Rail Line South of Port Industrial Road and/or 
Create Loop Rail $15,000,000   

Nooksack Indian Tribe Deming WW Expansion on First Street $250,000   
PCC Railroad Walla Walla EW Riparia tie and surface project $880,000 8/1/2011 
Pierce County Puyallup PS Puyallup N Canyon Rd Ext-BNSF Overcrossing $25,000,000   
Port of Bellingham Bellingham WW Bellingham Shipping Terminal Rail Spur Replacement $2,000,000   
Port of Camas-Washougal Washougal WW Rail Enhancement Project $1,000,000   

Port of Chehalis Chehalis WW 
Port of Chehalis Regional Rail Reload and Freight 
Processing Facility - Rail component $2,650,000 1/1/2012 

Port of Chehalis Chehalis WW Rail spur & reload for styrofoam recycler $1,075,000 9/1/2010 
Port of Everett Everett PS Port of Everett Existing Rail Upgrades $170,000 12/1/2013 
Port of Everett Everett PS South Terminal Freight Rail Improvements $770,000 6/1/2012 
Port of Everett Everett PS Lehigh Cement Rail Extension $0   
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Organization Location Area Project Name 
Estimated 

Project Cost 
Estimated

Completion 
Port of Grays Harbor Aberdeen WW Port Grays Harbor Terminal 2 Grain Storage Facility $69,000,000 6/30/2011 
Port of Grays Harbor Aberdeen WW Port of Grays Harbor Terminal 4 Rail Upgrade $8,000,000   
Port of Kalama Kelso/Longview WW Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing $0 3/1/2011 

Port of Kalama Kelso/Longview WW 
Kelso to Martin's Bluff - 3rd Main Line and Grade 
Separation $0 12/15/2010 

Port of Kalama Kelso/Longview WW Kelso to Martin's Bluff - 3rd Main Line and Storage Tracks $47,000,000 4/1/2010 

Port of Kalama Kelso/Longview WW 
Kelso to Martin's Bluff - new siding terminating just north of 
Toteff Road $28,000,000 9/1/2010 

Port of Longview Longview WW Port of Longview Rail Loop Construction $900,000 7/1/2011 

Port of Olympia Olympia WW 
Port of Olympia and East Olympia Freight Rail 
Enhancement Project $40,000,000 12/31/2014 

Port of Pasco Pasco EW BPIC Intermodal Hub Rail Development, Phase 4 and 5 $3,100,000   
Port of Pend Oreille dba 
Pend Oreille Valley 
Railroad Newport EW Tacoma Creek Bridge $125,000 7/31/2010 
Port of Quincy Quincy EW Port of Quincy Rail Loop $0   
Port of Ridgefield Ridgefield WW Ridgefield Rail Overpass $12,500,000 6/30/2014 
Port of Royal Slope Othello EW Royal Rail Line Rehabilitation Project $1,750,000  
Port of Seattle Seattle PS Duwamish Corridor $12,000,000   
Port of Seattle Seattle PS East Marginal Way Grade Separation $49,000,000 6/1/2011 
Port of Sunnyside Sunnyside EW Port of Sunnyside $0 10/1/2014 
Port of Tacoma Tacoma PS Lincoln Avenue Grade Separation $53,200,000 4/1/2011 
Port of Vancouver Vancouver WW West Vancouver Freight Access Schedule 2-4 $137,500,000 5/1/2010 
Portland Vancouver 
Junction Railroad Vancouver-Clark County WW Clark County Railroad Rehab $29,000,000 12/1/2011 
Richland Richland EW SR240 & SR224 Interchange & Grade Crossing $9,300,000   
Spokane Spokane EW SR27-Pines Rd BNSF Grade Separation $11,720,000   
Spokane County Airway Heights EW Geiger Spur Rehabilitation $880,000 5/1/2013 
Spokane County Spokane EW Park Rd BNSF Grade Separation $32,382,000   
SW Washington RTPO Bingen EW Bingen Point Rail Crossing $15,000,000   
Swanson Bark & Wood 
Products Longview WW Swanson Bark Rail Spur $2,385,000 1/31/2010 
Tacoma Rail Tacoma PS Bridge Rehabilitation $0   
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Project Cost 
Estimated

Completion 
Union Pacific Railroad Cheney EW Extend Cheney Siding $0  
Union Pacific Railroad Cheney EW Install Centralized Train Control $0  
Union Pacific Railroad Cheney EW Power Operate Manual Sidings $0  
Union Pacific Railroad Fife PS Fife Yard Improvements $0  
Union Pacific Railroad Fife PS Fife Yard Improvements $0  
Union Pacific Railroad Kent PS Kent Siding Extension $0  
Union Pacific Railroad Sumner WW Extend Sumner Siding $0  
US Navy Bremerton WW Repair Railroad Bridges $2,500,000 10/1/2013 
Wenatchee Valley 
Transportation Council Wenatchee EW Wenatchee Hawley Street Grade Separation $22,000,000 11/1/2011 
WSDOT Battle Ground WW Clark County-Owned Railroad/Vancouver - Track Rehab $403,000 4/1/2011 

WSDOT Battle Ground WW 
Clark County/Chelatchie Prairie Railroad/Battle Ground to 
Vancouver - Track Rehab $1,000,000 4/1/2011 

WSDOT Bellingham WW Bellingham - Waterfront Restoration $44,602,000 7/2/2010 

WSDOT Centralia WW 
Tacoma Rail and Puget Sound and Pacific 
Railroad/Centralia - Reconfigure Rail $17,500,000 6/302021 

WSDOT Centralia WW 
Tacoma Rail and Puget Sound and Pacific 
Railroad/Centralia - Reconfigure Rail Phase 1B $9,500,000 6/302021 

WSDOT Creston EW Lincoln Co. PDA/Creston - New Rail Spur $346,000   
WSDOT Ephrata EW Port of Ephrata/Ephrata Spur Rehab Phase II $363,000 1/1/2010 
WSDOT Frederickson WW Tacoma Rail/Frederickson to Morton - Track Rehab $1,485,000 12/31/2011 

WSDOT Moses Lake EW 
Port of Moses Lake/Northern Columbia Basin - Railroad 
Engineering and Environmental $29,650,000 6/30/2013 

WSDOT Reardon EW CW Line/Lincoln County - Grade Crossing Rehab $371,000 10/31/2010 

WSDOT Roy/Yelm WW 
Tacoma Rail/Roy - New Connection to BNSF and Yelm-
Owned Spur $1,928,000 6/30/2011 

WSDOT Roy/Yelm WW Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab $755,000 4/1/2011 
WSDOT Seattle PS SR519 Intermodal Access Project (Phase 2) $0   

WSDOT Spokane EW 
Palouse River and Coulee City Railroad - Rail Authority-
Sponsored Rehab $8,600,000 6/1/2011 

WSDOT Spokane EW Geiger - New Transloader $4,400,000 1/1/2014 
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Organization Location Area Project Name 
Estimated 

Project Cost 
Estimated

Completion 

WSDOT 

Spokane, Whitman, 
Lincoln and Grant 
Counties EW PCC Rail System Rehab $100,000,000   

WSDOT Statewide NC Statewide - Washington Produce Rail Car Pool $1,974,000 12/31/2014 
WSDOT Statewide NC Statewide - Rail Bank $0   
WSDOT Statewide NC Statewide - Freight Rail Assistance Program $0   

WSDOT Tacoma PS 
Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & 
Expansion $1,570,000 6/30/2011 

WSDOT Tacoma PS Tacoma Rail/Tacoma - New Refinery Spur  $825,000 4/1/2011 
WSDOT Wallula EW Port of Columbia/Wallula to Dayton - Track Rehab $11,000,000 10/31/2015 
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Exhibit 8A-4: Project List by Project Type 

Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

EW 13th Avenue Improvements       X         X   
EW Bingen Point Rail Crossing               X X   

EW 
BPIC Intermodal Hub Rail 
Development, Phase 4 and 5     X     X X       

EW Bridge upgrades for 286K             X     X 
EW Cheney Siding   X       X X X     
EW CW Branch Rail Renewal   X X X   X X       

EW 
CW Line/Lincoln County - Grade 
Crossing Rehab       X       X     

EW East Leg of Wishram Wye                     
EW Ellensburg-Lind Corridor Reactivation   X   X   X     X X 
EW Ellensburg-Lind Corridor Reactivation                     
EW Extend Cheney Siding   X                 
EW Geiger - New Transloader             X       
EW Geiger Spur Rehabilitation   X X X             
EW Havana St. - BNSF Crossing                 X   
EW Install Centralized Train Control X       X           

EW 
Lincoln Co. PDA/Creston - New Rail 
Spur                     

EW 
Palouse River and Coulee City RR - 
Rail Authority-Sponsored Rehab       X       X     

EW Park Rd BNSF Grade Separation                 X   
EW Pasco Bridge Span Replacement                   X 
EW PCC Rail System Rehab   X   X   X       X 

EW 
Port of Columbia/Wallula to Dayton - 
Track Rehab       X             

EW 
Port of Ephrata/Ephrata Spur Rehab 
Phase II       X   X   X     
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Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

EW 

Port of Moses Lake/Northern 
Columbia Basin - RR Engineering 
and Environmental     X X   X   X     

EW Port of Quincy Rail Loop                     
EW Port of Sunnyside                     
EW Power Operate Manual Sidings   X     X           

EW 
Quiet zone application at the Russell 
Avenue Crossing, Crossing No. 0901         X     X     

EW Riparia tie and surface project       X             
EW Royal Rail Line Rehabilitation Project     X X   X         

EW 
SR240 & SR224 Interchange & 
Grade Crossing                 X   

EW 
SR27-Pines Rd BNSF Grade 
Separation                 X   

EW Stampede Pass Project                     
EW Tacoma Creek Bridge   X   X       X   X 
EW Vista Siding Extension   X       X         
EW Webb Siding Extension   X       X X       

EW 
Wenatchee Hawley Street Grade 
Separation               X     

EW 
Yakima Grade Separated Rail 
Crossing           X     X   

NC 
Statewide - Freight Rail Assistance 
Program                     

NC Statewide - Rail Bank                     

NC 
Statewide - Washington Produce Rail 
Car Pool                     

PS 
Ballard Bridge Moveable Span 
Replacement                     

PS 
Ballard Terminal RehabRe-rail 2 
miles of mainline track on the BDTL       X   X         
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Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

PS BNSF Seattle PNW Shop Projects                     
PS Bridge Rehabilitation     X X       X   X 
PS Bullfrog Junction Improvements                     
PS Duwamish Corridor   X X               
PS East Everett Ave Crossing                 X   
PS East Marginal Way Grade Separation     X         X X   
PS Fife 70th Ave Grade Separation                 X   
PS Fife Yard Improvements   X X               
PS Fife Yard Improvements   X X               
PS Kent S 212th St Grade Separations                  X   

PS 
Kent S 228th St Corridor Project - 
Phases II & III Grade Separations                 X   

PS Kent Siding Extension   X             X   
PS Kent Willis St Grade Separations                 X   
PS Lehigh Cement Rail Extension     X               
PS Lincoln Avenue Grade Separation           X   X X   
PS M St SE Grade Separation Project                 X   
PS Port of Everett Existing Rail Upgrades     X X             

PS 
Puyallup N Canyon Rd Ext-BNSF 
Overcrossing                 X   

PS Puyallup Shaw Road Extension         X     X X   

PS 
Renton Strander Blvd-SW 27th St 
Connection           X X       

PS 
Re-rail 4.5 miles of mainline track on 
the MSN       X   X         

PS 
South Lander Street Grade 
Separation     X     X     X   

PS 
South Seattle Domestic Intermodal 
Facility Improvements                     

PS 
South Terminal Freight Rail 
Improvements     X     X X       
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Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

PS 
SR519 Intermodal Access Project 
(Phase 2)                 X   

PS 
Tacoma Rail/Tacoma - New Refinery 
Spur      X       X       

PS 
Tacoma Rail/Tacoma - Rail Servicing 
Facility Upgrade & Expansion       X   X X       

SW 
BNSF Positive Train Control 
Improvements X X     X           

SW 
BNSF Siding Extensions and Double 
Track Improvements X X       X         

WW Bellingham - Waterfront Restoration X         X       X 

WW 
Bellingham Shipping Terminal Rail 
Spur Replacement     X X             

WW 
BNSF Skagit River Bridge 
Replacment for Flood Risk Reduction             X X   X 

WW 
Centrailia Steam Plant Switch 
Upgrade X X   X     X X     

WW 
Chelatchie Prairie railroad 
rehabilitation - Phase 1       X       X     

WW Clark County Railroad Rehab X X   X X X X X     

WW 

Clark County/Chelatchie Prairie 
RR/Battle Ground to Vancouver - 
Track Rehab       X             

WW 
Clark County-Owned RR/Vancouver - 
Track Rehab       X             

WW Expansion on First Street               X     
WW Extend Sumner Siding   X                 
WW Interstate Yard   X X     X         

WW 
Kelso to Martin's Bluff - 3rd Main Line 
and Grade Separation X X           X X   

WW 
Kelso to Martin's Bluff - 3rd Main Line 
and Ped Crossing X X           X     
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Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

WW 
Kelso to Martin's Bluff - 3rd Main Line 
and Storage Tracks X X           X     

WW 

Kelso to Martin's Bluff - 3rd Main 
Line, Kelso to Longview Junction, 
Yew Street pedestrian access, Hazel 
Street grade separation X X X         X X   

WW 
Kelso to Martin's Bluff - new siding 
terminating just north of Toteff Road X X           X     

WW Longview Junction Bypass                     
WW Mt Vernon Bridge Replacement                     

WW 
Port Grays Harbor Terminal 2 Grain 
Storage Facility     X       X       

WW 

Port of Chehalis Regional Rail Reload 
and Freight Processing Facility - Rail 
component     X     X X       

WW 
Port of Grays Harbor Terminal 4 Rail 
Upgrade     X X   X X       

WW 
Port of Longview Rail Loop 
Construction   X X       X       

WW 
Port of Olympia and East Olympia 
Freight Rail Enhancement Project     X X X X X X     

WW Rail Car Storage East of Aberdeen           X   X     
WW Rail Enhancement Project       X     X X     

WW 
Rail spur & reload for styrofoam 
recycler     X     X X       

WW 

Relocate Rail Line South of Port 
Industrial Road and/or Create Loop 
Rail     X     X   X     

WW Repair Railroad Bridges       X       X   X 
WW Ridgefield Rail Overpass X             X X   

WW 
Scott Avenue Railroad 
Overcrossing/Grade Separation X X X       X X X   
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Area Project Name 

High-
Speed 
Pass 
Rail 

Mainline 
Capacity 

Expan 

Port-to-
Rail 

Access 

Maint, 
Repair, 

and 
Rehab 

Signal 
System 

Line 
Upgrade 

or 
Expan 

Facility 
Upgrade 

or 
Expan 

Safety 
and 

Security 
Grade 
Sep 

Bridge 
Rehab 

or 
Replace 

WW 
SR 432/433 Grade Separation & Rail 
Improvements X X X   X X   X X   

WW Swanson Bark Rail Spur       X     X X     

WW 

Tacoma Rail and Puget Sound and 
Pacific RR/Centralia - Reconfigure 
Rail   X X   X X   X     

WW 

Tacoma Rail and Puget Sound and 
Pacific RR/Centralia - Reconfigure 
Rail Phase 1B           X         

WW 
Tacoma Rail/Frederickson to Morton - 
Track Rehab       X   X       X 

WW 
Tacoma Rail/Roy - New Connection 
to BNSF and Yelm-Owned Spur           X         

WW 
Tacoma Rail/Tacoma to Morton and 
Yelm - Track Rehab       X             

WW 
West Vancouver Freight Access 
Schedule 2-4   X X     X         
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Exhibit 8A-5: Project List by Public Benefits 

Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

EW 13th Avenue Improvements     X     X X     X 
EW Bingen Point Rail Crossing   X X   X X   X X X 

EW 
BPIC Intermodal Hub Rail 
Development, Phase 4 and 5     X     X       X 

EW Bridge upgrades for 286K           X       X 
EW Cheney Siding           X   X   X 
EW CW Branch Rail Renewal X X   X X X       X 

EW 
CW Line/Lincoln County - Grade 
Crossing Rehab       X   X   X     

EW East Leg of Wishram Wye                     

EW 
Ellensburg-Lind Corridor 
Reactivation           X       X 

EW 
Ellensburg-Lind Corridor 
Reactivation                     

EW Extend Cheney Siding           X         
EW Geiger - New Transloader           X       X 
EW Geiger Spur Rehabilitation   X               X 
EW Havana St. - BNSF Crossing     X     X       X 
EW Install Centralized Train Control           X         

EW 
Lincoln Co. PDA/Creston - New 
Rail Spur           X       X 

EW 

Palouse River and Coulee City 
RR - Rail Authority-Sponsored 
Rehab       X   X   X     

EW Pasco Bridge Span Replacement           X         
EW PCC Rail System Rehab       X   X   X   X 

EW 
Port of Columbia/Wallula to 
Dayton - Track Rehab           X       X 

EW 
Port of Ephrata/Ephrata Spur 
Rehab Phase II           X   X     
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

EW 

Port of Moses Lake/Northern 
Columbia Basin - RR 
Engineering and Environmental X X X   X X   X X X 

EW Port of Quincy Rail Loop                     
EW Port of Sunnyside                     
EW Power Operate Manual Sidings           X         

EW 

Quiet zone application at the 
Russell Avenue Crossing, 
Crossing No. 0901         X     X   X 

EW Riparia tie and surface project                     

EW 
Royal Rail Line Rehabilitation 
Project X   X     X   X   X 

EW Stampede Pass Project                     
EW Tacoma Creek Bridge           X   X     
EW Vista Siding Extension                   X 
EW Webb Siding Extension           X       X 

EW 
Wenatchee Hawley Street Grade 
Separation   X X   X X X X X X 

EW 
Yakima Grade Separated Rail 
Crossing     X     X X X   X 

EW Park Rd BNSF Grade Separation                     

EW 
SR240 & SR224 Interchange & 
Grade Crossing                     

EW 
SR27-Pines Rd BNSF Grade 
Separation                     

NC 
Statewide - Freight Rail 
Assistance Program                     

NC Statewide - Rail Bank                     

NC 
Statewide - Washington Produce 
Rail Car Pool           X         
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

PS 
Ballard Bridge Moveable Span 
Replacement                     

PS 

Ballard Terminal RehabRe-rail 2 
miles of mainline track on the 
BDTL                     

PS 
BNSF Seattle PNW Shop 
Projects                     

PS Bridge Rehabilitation                     
PS Bullfrog Junction Improvements                     
PS Duwamish Corridor     X     X         
PS East Everett Ave Crossing                     

PS 
East Marginal Way Grade 
Separation X   X     X       X 

PS Fife 70th Ave Grade Separation                     
PS Fife Yard Improvements           X         
PS Fife Yard Improvements           X         

PS 
Kent S 212th St Grade 
Separations      X               

PS 
Kent S 228th St Corridor Project - 
Phases II & III Grade Separations     X     X   X   X 

PS Kent Siding Extension           X         
PS Kent Willis St Grade Separations     X               
PS Lehigh Cement Rail Extension                     

PS 
Lincoln Avenue Grade 
Separation     X     X   X   X 

PS 
M St SE Grade Separation 
Project                     

PS 
Port of Everett Existing Rail 
Upgrades           X         

PS 
Puyallup N Canyon Rd Ext-BNSF 
Overcrossing                     

PS Puyallup Shaw Road Extension     X     X X X   X 
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

PS 
Renton Strander Blvd-SW 27th 
St Connection                     

PS 
Re-rail 4.5 miles of mainline track 
on the MSN                     

PS 
South Lander Street Grade 
Separation     X     X   X   X 

PS 
South Seattle Domestic 
Intermodal Facility Improvements                     

PS 
South Terminal Freight Rail 
Improvements X         X       X 

PS 
SR519 Intermodal Access 
Project (Phase 2)                     

PS 
Tacoma Rail/Tacoma - New 
Refinery Spur      X     X         

PS 

Tacoma Rail/Tacoma - Rail 
Servicing Facility Upgrade & 
Expansion                     

SW 
BNSF Positive Train Control 
Improvements           X X X X   

SW 
BNSF Siding Extensions and 
Double Track Improvements     X   X X X X X X 

WW 
Bellingham - Waterfront 
Restoration         X           

WW 
Bellingham Shipping Terminal 
Rail Spur Replacement         X X       X 

WW 

BNSF Skagit River Bridge 
Replacment for Flood Risk 
Reduction   X   X       X   X 

WW 
Centrailia Steam Plant Switch 
Upgrade X   X               

WW 
Chelatchie Prairie railroad 
rehabilitation - Phase 1 X X X X X X   X   X 
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

WW Clark County Railroad Rehab X X X X X X X X X X 

WW 

Clark County/Chelatchie Prairie 
RR/Battle Ground to Vancouver - 
Track Rehab       X   X         

WW 
Clark County-Owned 
RR/Vancouver - Track Rehab       X   X         

WW Expansion on First Street               X     
WW Extend Sumner Siding           X         
WW Interstate Yard           X         

WW 
Kelso to Martin's Bluff - 3rd Main 
Line and Grade Separation           X X X   X 

WW 
Kelso to Martin's Bluff - 3rd Main 
Line and Ped Crossing           X X X   X 

WW 
Kelso to Martin's Bluff - 3rd Main 
Line and Storage Tracks           X X X   X 

WW 

Kelso to Martin's Bluff - 3rd Main 
Line, Kelso to Longview Junction, 
Yew Street pedestrian access, 
Hazel Street grade separation     X X X X X X X X 

WW 

Kelso to Martin's Bluff - new 
siding terminating just north of 
Toteff Road           X X X   X 

WW Longview Junction Bypass                     
WW Mt Vernon Bridge Replacement                     

WW 
Port Grays Harbor Terminal 2 
Grain Storage Facility X   X   X X       X 

WW 

Port of Chehalis Regional Rail 
Reload and Freight Processing 
Facility - Rail component X X X   X X       X 
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

WW 
Port of Grays Harbor Terminal 4 
Rail Upgrade X   X X X X       X 

WW 
Port of Longview Rail Loop 
Construction X   X   X X       X 

WW 

Port of Olympia and East 
Olympia Freight Rail 
Enhancement Project X X X   X X   X   X 

WW 
Rail Car Storage East of 
Aberdeen     X         X     

WW Rail Enhancement Project           X   X   X 

WW 
Rail spur & reload for styrofoam 
recycler X X X X X X       X 

WW 

Relocate Rail Line South of Port 
Industrial Road and/or Create 
Loop Rail   X X         X     

WW Repair Railroad Bridges               X X   
WW Ridgefield Rail Overpass X X X   X X X X X X 

WW 
Scott Avenue Railroad 
Overcrossing/Grade Separation         X X   X X X 

WW 
SR 432/433 Grade Separation & 
Rail Improvements X X X X X X   X X X 

WW Swanson Bark Rail Spur X X X   X X   X X X 

WW 

Tacoma Rail and Puget Sound 
and Pacific RR/Centralia - 
Reconfigure Rail     X     X X   X   

WW 

Tacoma Rail and Puget Sound 
and Pacific RR/Centralia - 
Reconfigure Rail Phase 1B                 X   

WW 
Tacoma Rail/Frederickson to 
Morton - Track Rehab                     
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Area Project Name 

Improve 
Air 

Quality 

Enviro 
Protect/ 
Enhance 

Reduce 
Congest 

Reduce 
Public 

Expense 

Improve 
Land 
Use 

Enhance 
Mobility 

of 
Goods 

Enhance 
Mobility 

of 
People 

Enhance 
Public 
Safety 

Enhance 
Public 

Security 

Enhance 
Trade 
and 

Econ 
Develop 

WW 

Tacoma Rail/Roy - New 
Connection to BNSF and Yelm-
Owned Spur           X         

WW 
Tacoma Rail/Tacoma to Morton 
and Yelm - Track Rehab           X X       

WW 
West Vancouver Freight Access 
Schedule 2-4     X     X       X 
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Exhibit 8A-6: Project List by Private Benefits 

Area Project Name 

Improved 
Economic 

Competitiveness 
Improved 

Assets 
Improved 
Service 

Reduced 
Costs 

EW 13th Avenue Improvements   X   X 
EW Bingen Point Rail Crossing X   X   
EW BPIC Intermodal Hub Rail Development, Phase 4 and 5 X X X   
EW Bridge upgrades for 286K X X X X 
EW Cheney Siding X X X X 
EW CW Branch Rail Renewal X   X X 
EW CW Line/Lincoln County - Grade Crossing Rehab X   X X 
EW East Leg of Wishram Wye         
EW Ellensburg-Lind Corridor Reactivation         
EW Ellensburg-Lind Corridor Reactivation         
EW Extend Cheney Siding X   X   
EW Geiger - New Transloader X     X 
EW Geiger Spur Rehabilitation X X   X 
EW Havana St. - BNSF Crossing         
EW Install Centralized Train Control X   X   
EW Lincoln Co. PDA/Creston - New Rail Spur X   X X 
EW Palouse River and Coulee City RR - Rail Authority-Sponsored Rehab X   X X 
EW Park Rd BNSF Grade Separation         
EW Pasco Bridge Span Replacement X X X X 
EW PCC Rail System Rehab X   X X 
EW Port of Columbia/Wallula to Dayton - Track Rehab X     X 
EW Port of Ephrata/Ephrata Spur Rehab Phase II X   X X 
EW Port of Moses Lake/Northern Columbia Basin - RR Engineering and Environmental         
EW Port of Quincy Rail Loop         
EW Port of Sunnyside         
EW Power Operate Manual Sidings X   X   
EW Quiet zone application at the Russell Avenue Crossing, Crossing No. 0901 X       
EW Riparia tie and surface project         
EW Royal Rail Line Rehabilitation Project X X X X 
EW SR240 & SR224 Interchange & Grade Crossing         
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Area Project Name 

Improved 
Economic 

Competitiveness 
Improved 

Assets 
Improved 
Service 

Reduced 
Costs 

EW SR27-Pines Rd BNSF Grade Separation         
EW Stampede Pass Project         
EW Tacoma Creek Bridge X   X   
EW Vista Siding Extension X   X   
EW Webb Siding Extension X   X X 
EW Wenatchee Hawley Street Grade Separation X X X   
EW Yakima Grade Separated Rail Crossing X   X   
NC Statewide - Freight Rail Assistance Program         
NC Statewide - Rail Bank         
NC Statewide - Washington Produce Rail Car Pool         
PS Ballard Bridge Moveable Span Replacement         
PS Ballard Terminal RehabRe-rail 2 miles of mainline track on the BDTL X X X X 
PS BNSF Seattle PNW Shop Projects         
PS Bridge Rehabilitation         
PS Bullfrog Junction Improvements         
PS Duwamish Corridor X   X   
PS East Everett Ave Crossing         
PS East Marginal Way Grade Separation     X   
PS Fife 70th Ave Grade Separation         
PS Fife Yard Improvements X   X   
PS Fife Yard Improvements X   X   
PS Kent S 212th St Grade Separations          
PS Kent S 228th St Corridor Project - Phases II & III Grade Separations         
PS Kent Siding Extension X   X   
PS Kent Willis St Grade Separations         
PS Lehigh Cement Rail Extension         
PS Lincoln Avenue Grade Separation         
PS M St SE Grade Separation Project         
PS Port of Everett Existing Rail Upgrades   X     
PS Puyallup N Canyon Rd Ext-BNSF Overcrossing         
PS Puyallup Shaw Road Extension         
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Area Project Name 

Improved 
Economic 

Competitiveness 
Improved 

Assets 
Improved 
Service 

Reduced 
Costs 

PS Renton Strander Blvd-SW 27th St Connection         
PS Re-rail 4.5 miles of mainline track on the MSN X X X X 
PS South Lander Street Grade Separation     X   
PS South Seattle Domestic Intermodal Facility Improvements         
PS South Terminal Freight Rail Improvements X X X   
PS SR519 Intermodal Access Project (Phase 2)         
PS Tacoma Rail/Tacoma - New Refinery Spur  X   X X 
PS Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & Expansion   X X   
SW BNSF Positive Train Control Improvements         
SW BNSF Siding Extensions and Double Track Improvements X X X X 
WW Bellingham - Waterfront Restoration         
WW Bellingham Shipping Terminal Rail Spur Replacement X   X X 
WW BNSF Skagit River Bridge Replacment for Flood Risk Reduction   X X X 
WW Centrailia Steam Plant Switch Upgrade X X X X 
WW Chelatchie Prairie railroad rehabilitation - Phase 1 X X X X 
WW Clark County Railroad Rehab X X X X 
WW Clark County/Chelatchie Prairie RR/Battle Ground to Vancouver - Track Rehab     X   
WW Clark County-Owned RR/Vancouver - Track Rehab     X   
WW Expansion on First Street         
WW Extend Sumner Siding X   X   
WW Interstate Yard         
WW Kelso to Martin's Bluff - 3rd Main Line and Grade Separation         
WW Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing         
WW Kelso to Martin's Bluff - 3rd Main Line and Storage Tracks         

WW 
Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview Junction, Yew Street 
pedestrian access, Hazel Street grade separation X X X X 

WW Kelso to Martin's Bluff - new siding terminating just north of Toteff Road         
WW Longview Junction Bypass         
WW Mt Vernon Bridge Replacement         
WW Port Grays Harbor Terminal 2 Grain Storage Facility X X X X 
WW Port of Chehalis Regional Rail Reload and Freight Processing Facility - Rail component X X X X 
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Area Project Name 

Improved 
Economic 

Competitiveness 
Improved 

Assets 
Improved 
Service 

Reduced 
Costs 

WW Port of Grays Harbor Terminal 4 Rail Upgrade X   X X 
WW Port of Longview Rail Loop Construction X X X X 
WW Port of Olympia and East Olympia Freight Rail Enhancement Project X X X X 
WW Rail Car Storage East of Aberdeen         
WW Rail Enhancement Project X X X   
WW Rail spur & reload for styrofoam recycler X X X X 
WW Relocate Rail Line South of Port Industrial Road and/or Create Loop Rail     X   
WW Repair Railroad Bridges   X     
WW Ridgefield Rail Overpass         
WW Scott Avenue Railroad Overcrossing/Grade Separation X X X   
WW SR 432/433 Grade Separation & Rail Improvements X X X X 
WW Swanson Bark Rail Spur X X X X 
WW Tacoma Rail and Puget Sound and Pacific RR/Centralia - Reconfigure Rail         
WW Tacoma Rail and Puget Sound and Pacific RR/Centralia - Reconfigure Rail Phase 1B         
WW Tacoma Rail/Frederickson to Morton - Track Rehab         
WW Tacoma Rail/Roy - New Connection to BNSF and Yelm-Owned Spur     X   
WW Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab X   X   
WW West Vancouver Freight Access Schedule 2-4     X   
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Exhibit 8A-7: Project List by Cost Estimates 

Area Project Name 

Estimated 
Total Project 

Cost 
Preliminary 
Engineering Right-of-Way Construction Unknown 

EW 13th Avenue Improvements $2,100,000 $1,500,000 $500,000 $13,000,000 $0 
EW Bingen Point Rail Crossing $15,000,000 $0 $0 $0 $0 
EW BPIC Intermodal Hub Rail Development, Phase 4 and 5 $3,100,000 $0 $0 $0 $4,300,000 
EW Bridge upgrades for 286K $0 $1,800,000 $0 $58,000,000 $0 
EW Cheney Siding $580,000 $1,000,000 $300,000 $27,700,000 $0 
EW CW Branch Rail Renewal $64,860,000 $3,000,000 $0 $6,186,000 $0 
EW CW Line/Lincoln County - Grade Crossing Rehab $371,000 $0 $0 $371,000 $0 
EW East Leg of Wishram Wye $0 $0 $0 $0 $0 
EW Ellensburg-Lind Corridor Reactivation $0 $0 $0 $0 $0 
EW Ellensburg-Lind Corridor Reactivation $0 $0 $0 $0 $0 
EW Extend Cheney Siding $0 $0 $0 $0 $0 
EW Geiger - New Transloader $4,400,000 $400,000 $0 $4,000,000 $0 
EW Geiger Spur Rehabilitation $880,000 $2,500,000 $500,000 $9,500,000 $0 
EW Havana St. - BNSF Crossing $26,700,000 $1,300,000 $8,400,000 $17,000,000 $0 
EW Install Centralized Train Control $0 $0 $0 $0 $0 
EW Lincoln Co. PDA/Creston - New Rail Spur $346,000 $0 $0 $346,000 $0 

EW 
Palouse River and Coulee City RR - Rail Authority-Sponsored 
Rehab $8,600,000 $0 $0 $0 $0 

EW Pasco Bridge Span Replacement $0 $0 $0 $0 $0 
EW PCC Rail System Rehab $100,000,000 $1,500,000 $0 $98,500,000 $0 
EW Port of Columbia/Wallula to Dayton - Track Rehab $11,000,000 $1,000,000 $0 $10,000,000 $0 
EW Port of Ephrata/Ephrata Spur Rehab Phase II $363,000 $0 $0 $363,000 $0 

EW 
Port of Moses Lake/Northern Columbia Basin - RR Engineering 
and Environmental $29,650,000 $1,509,000 $0 $28,141,000 $0 

EW Port of Quincy Rail Loop $0 $0 $0 $0 $0 
EW Port of Sunnyside $0 $0 $0 $2,100,000 $0 
EW Power Operate Manual Sidings $0 $0 $0 $0 $0 

EW 
Quiet zone application at the Russell Avenue Crossing, Crossing 
No. 0901 $505,000 $1,000,000 $0 $14,000,000 $0 

EW Riparia tie and surface project $880,000 $35,000 $0 $845,000 $0 
EW Royal Rail Line Rehabilitation Project $1,750,000 $10,000 $0 $468,000 $0 
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Area Project Name 

Estimated 
Total Project 

Cost 
Preliminary 
Engineering Right-of-Way Construction Unknown 

EW Stampede Pass Project $0 $0 $0 $0 $0 
EW Tacoma Creek Bridge $125,000 $0 $0 $1,000,000 $0 
EW Vista Siding Extension $0 $0 $0 $0 $0 
EW Webb Siding Extension $297,000 $0 $0 $0 $0 
EW Wenatchee Hawley Street Grade Separation $22,000,000 $0 $0 $0 $0 
EW Yakima Grade Separated Rail Crossing $42,774,000 $5,264,000 $4,400,000 $33,110,000 $0 
EW Park Rd BNSF Grade Separation $32,382,000 $0 $0 $0 $0 
EW SR240 & SR224 Interchange & Grade Crossing $9,300,000 $0 $0 $0 $0 
EW SR27-Pines Rd BNSF Grade Separation $11,720,000 $0 $0 $0 $0 
NC Statewide - Freight Rail Assistance Program $0 $0 $0 $0 $0 
NC Statewide - Rail Bank $0 $0 $0 $0 $0 
NC Statewide - Washington Produce Rail Car Pool $1,974,000 $0 $0 $0 $0 
PS Ballard Bridge Moveable Span Replacement $0 $0 $0 $0 $0 

PS 
Ballard Terminal RehabRe-rail 2 miles of mainline track on the 
BDTL $2,000,000 $0 $0 $0 $0 

PS BNSF Seattle PNW Shop Projects $0 $0 $0 $0 $0 
PS Bridge Rehabilitation $0 $0 $0 $0 $0 
PS Bullfrog Junction Improvements $0 $0 $0 $0 $0 
PS Duwamish Corridor $12,000,000 $0 $0 $0 $6,200,000 
PS East Everett Ave Crossing $16,520,000 $0 $0 $0 $0 
PS East Marginal Way Grade Separation $49,000,000 $7,500,000 $12,000,000 $29,400,000 $0 
PS Fife 70th Ave Grade Separation $17,500,000 $0 $0 $0 $0 
PS Fife Yard Improvements $0 $0 $0 $0 $0 
PS Fife Yard Improvements $0 $0 $0 $0 $0 
PS Kent S 212th St Grade Separations  $83,170,000 $8,550,000 $0 $58,620,000 $16,000,000 

PS 
Kent S 228th St Corridor Project - Phases II & III Grade 
Separations $45,600,000 $3,900,000 $10,400,000 $26,400,000 $4,900,000 

PS Kent Siding Extension $0 $0 $0 $0 $0 
PS Kent Willis St Grade Separations $81,700,000 $7,700,000 $1,000,000 $53,000,000 $20,000,000 
PS Lehigh Cement Rail Extension $0 $0 $0 $0 $0 
PS Lincoln Avenue Grade Separation $53,200,000 $5,800,000 $5,100,000 $42,300,000 $0 
PS M St SE Grade Separation Project $26,230,000 $0 $0 $0 $0 
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Area Project Name 

Estimated 
Total Project 

Cost 
Preliminary 
Engineering Right-of-Way Construction Unknown 

PS Port of Everett Existing Rail Upgrades $170,000 $0 $0 $0 $0 
PS Puyallup N Canyon Rd Ext-BNSF Overcrossing $25,000,000 $0 $0 $0 $0 
PS Puyallup Shaw Road Extension $24,600,000 $3,200,000 $3,200,000 $18,200,000 $0 
PS Renton Strander Blvd-SW 27th St Connection $12,320,000 $790,000 $0 $11,530,000 $0 
PS Re-rail 4.5 miles of mainline track on the MSN $4,500,000 $90,000 $0 $800,000 $10,000 
PS South Lander Street Grade Separation $152,000,000 $8,300,000 $32,800,000 $110,900,000 $0 
PS South Seattle Domestic Intermodal Facility Improvements $0 $0 $0 $0 $0 
PS South Terminal Freight Rail Improvements $770,000 $2,000,000 $3,500,000 $25,000,000 $0 
PS SR519 Intermodal Access Project (Phase 2) $0 $0 $0 $0 $0 
PS Tacoma Rail/Tacoma - New Refinery Spur  $825,000 $0 $0 $825,000 $0 

PS 
Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & 
Expansion $1,570,000 $0 $0 $367,000 $0 

SW BNSF Positive Train Control Improvements $0 $0 $0 $0 $0 
SW BNSF Siding Extensions and Double Track Improvements $0 $0 $0 $0 $0 
WW Bellingham - Waterfront Restoration $44,602,000 $4,507,000 $4,975,000 $35,121,000 $0 
WW Bellingham Shipping Terminal Rail Spur Replacement $2,000,000 $0 $0 $0 $0 
WW BNSF Skagit River Bridge Replacment for Flood Risk Reduction $59,800,000 $400,000 $0 $1,600,000 $0 
WW Centrailia Steam Plant Switch Upgrade $0 $0 $0 $0 $0 
WW Chelatchie Prairie railroad rehabilitation - Phase 1 $23,000,000 $0 $0 $80,000 $0 
WW Clark County Railroad Rehab $29,000,000 $0 $0 $4,500,000 $0 

WW 
Clark County/Chelatchie Prairie RR/Battle Ground to Vancouver - 
Track Rehab $1,000,000 $0 $0 $1,000,000 $0 

WW Clark County-Owned RR/Vancouver - Track Rehab $404,000 $5,000 $0 $399,000 $0 
WW Expansion on First Street $250,000 $0 $0 $0 $0 
WW Extend Sumner Siding $0 $0 $0 $0 $0 
WW Interstate Yard $0 $0 $0 $0 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Grade Separation $0 $15,000 $0 $155,000 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing $0 $150,000 $150,000 $4,200,000 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Storage Tracks $47,000,000 $500,000 $0 $7,500,000 $0 

WW 
Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview Junction, 
Yew Street pedestrian access, Hazel Street grade separation $117,000,000 $0 $0 $0 $0 
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Area Project Name 

Estimated 
Total Project 

Cost 
Preliminary 
Engineering Right-of-Way Construction Unknown 

WW 
Kelso to Martin's Bluff - new siding terminating just north of Toteff 
Road $28,000,000 $35,000 $65,000 $800,000 $0 

WW Longview Junction Bypass $0 $0 $0 $0 $0 
WW Mt Vernon Bridge Replacement $0 $0 $0 $0 $0 
WW Port Grays Harbor Terminal 2 Grain Storage Facility $69,000,000 $5,000,000 $0 $64,000,000 $0 

WW 
Port of Chehalis Regional Rail Reload and Freight Processing 
Facility - Rail component $2,650,000 $150,000 $0 $2,000,000 $0 

WW Port of Grays Harbor Terminal 4 Rail Upgrade $8,000,000 $0 $0 $0 $0 
WW Port of Longview Rail Loop Construction $900,000 $35,000 $65,000 $800,000 $0 

WW 
Port of Olympia and East Olympia Freight Rail Enhancement 
Project $40,000,000 $0 $0 $0 $0 

WW Rail Car Storage East of Aberdeen $4,300,000 $0 $0 $0 $0 
WW Rail Enhancement Project $1,000,000 $2,700,000 $0 $0 $0 
WW Rail spur & reload for styrofoam recycler $1,075,000 $50,000 $25,000 $1,000,000 $0 

WW 
Relocate Rail Line South of Port Industrial Road and/or Create 
Loop Rail $15,000,000 $0 $0 $0 $0 

WW Repair Railroad Bridges $2,500,000 $0 $0 $2,500,000 $0 
WW Ridgefield Rail Overpass $12,500,000 $0 $0 $12,500,000 $0 
WW Scott Avenue Railroad Overcrossing/Grade Separation $62,000,000 $275,000 $0 $22,675,000 $0 
WW SR 432/433 Grade Separation & Rail Improvements $180,000,000 $25,000 $0 $555,000 $0 
WW Swanson Bark Rail Spur $2,385,000 $150,000 $85,000 $2,150,000 $0 

WW 
Tacoma Rail and Puget Sound and Pacific RR/Centralia - 
Reconfigure Rail $17,500,000 $700,000 $6,700,000 $13,000,000 $0 

WW 
Tacoma Rail and Puget Sound and Pacific RR/Centralia - 
Reconfigure Rail Phase 1B $9,500,000 $0 $400,000 $9,000,000 $0 

WW Tacoma Rail/Frederickson to Morton - Track Rehab $1,485,000 $0 $0 $1,485,000 $0 

WW 
Tacoma Rail/Roy - New Connection to BNSF and Yelm-Owned 
Spur $1,928,000 $250,000 $200,000 $1,478,000 $0 

WW Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab $755,000 $0 $0 $755,000 $0 
WW West Vancouver Freight Access Schedule 2-4 $137,500,000 $7,250,000 $20,250,000 $110,000,000 $0 
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Exhibit 8A-8: Project List by Committed Funds 
Area Project Name Federal State Local Tribal Private Other 
EW 13th Avenue Improvements $0 $0 $0 $0 $0 $0 
EW Bingen Point Rail Crossing $0 $0 $0 $0 $0 $0 
EW BPIC Intermodal Hub Rail Development, Phase 4 and 5 $0 $0 $0 $0 $0 $0 
EW Bridge upgrades for 286K $0 $0 $600,000 $0 $0 $0 
EW Cheney Siding $0 $1,366,000 $129,000 $0 $0 $0 
EW CW Branch Rail Renewal $0 $0 $0 $0 $0 $0 
EW CW Line/Lincoln County - Grade Crossing Rehab $0 $371,000 $0 $0 $0 $0 
EW East Leg of Wishram Wye $0 $0 $0 $0 $0 $0 
EW Ellensburg-Lind Corridor Reactivation $0 $0 $0 $0 $0 $0 
EW Ellensburg-Lind Corridor Reactivation $0 $0 $0 $0 $0 $0 
EW Extend Cheney Siding $0 $0 $0 $0 $0 $0 
EW Geiger - New Transloader $0 $790,000 $0 $0 $0 $0 
EW Geiger Spur Rehabilitation $0 $0 $3,500,000 $625,000 $0 $0 
EW Havana St. - BNSF Crossing $0 $0 $0 $0 $0 $0 
EW Install Centralized Train Control $0 $0 $0 $0 $0 $0 
EW Lincoln Co. PDA/Creston - New Rail Spur $0 $346,000 $0 $0 $0 $0 
EW Palouse River and Coulee City RR - Rail Authority-Sponsored Rehab $0 $8,600,000 $0 $0 $0 $0 
EW Pasco Bridge Span Replacement $0 $0 $0 $0 $0 $0 
EW PCC Rail System Rehab $0 $0 $0 $0 $0 $0 
EW Port of Columbia/Wallula to Dayton - Track Rehab $0 $252,000 $0 $0 $0 $0 
EW Port of Ephrata/Ephrata Spur Rehab Phase II $0 $363,000 $0 $0 $0 $0 

EW 
Port of Moses Lake/Northern Columbia Basin - RR Engineering and 
Environmental $0 $4,000,000 $0 $0 $0 $0 

EW Port of Quincy Rail Loop $0 $3,684,000 $0 $0 $0 $0 
EW Port of Sunnyside $0 $0 $0 $0 $0 $0 
EW Power Operate Manual Sidings $0 $0 $0 $0 $0 $0 

EW 
Quiet zone application at the Russell Avenue Crossing, Crossing No. 
0901 $0 $0 $3,000,000 $0 $0 $0 

EW Riparia tie and surface project $0 $0 $0 $0 $0 $0 
EW Royal Rail Line Rehabilitation Project $0 $363,000 $116,000 $0 $0 $0 
EW Stampede Pass Project $0 $0 $0 $0 $0 $0 
EW Tacoma Creek Bridge $0 $0 $50,000 $0 $0 $0 
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Area Project Name Federal State Local Tribal Private Other 
EW Vista Siding Extension $0 $0 $0 $0 $0 $0 
EW Webb Siding Extension $0 $0 $0 $0 $0 $0 
EW Wenatchee Hawley Street Grade Separation $0 $0 $0 $0 $0 $0 
EW Yakima Grade Separated Rail Crossing $0 $0 $0 $0 $0 $0 
EW Park Rd BNSF Grade Separation $0 $7,000,000 $0 $0 $0 $0 
EW SR240 & SR224 Interchange & Grade Crossing $0 $0 $0 $0 $0 $0 
EW SR27-Pines Rd BNSF Grade Separation $0 $0 $0 $0 $0 $0 
NC Statewide - Freight Rail Assistance Program $0 $0 $0 $0 $0 $0 
NC Statewide - Rail Bank $0 $0 $0 $0 $0 $0 
NC Statewide - Washington Produce Rail Car Pool $1,974,000 $0 $0 $0 $0 $0 
PS Ballard Bridge Moveable Span Replacement $0 $0 $0 $0 $0 $0 
PS Ballard Terminal RehabRe-rail 2 miles of mainline track on the BDTL $0 $0 $0 $0 $0 $0 
PS BNSF Seattle PNW Shop Projects $0 $0 $0 $0 $0 $0 
PS Bridge Rehabilitation $0 $0 $0 $0 $0 $0 
PS Bullfrog Junction Improvements $0 $0 $0 $0 $0 $0 
PS Duwamish Corridor $0 $0 $0 $0 $0 $0 
PS East Everett Ave Crossing $0 $0 $0 $0 $0 $0 
PS East Marginal Way Grade Separation $0 $0 $0 $0 $0 $0 
PS Fife 70th Ave Grade Separation $0 $0 $0 $0 $0 $0 
PS Fife Yard Improvements $0 $0 $0 $0 $0 $0 
PS Fife Yard Improvements $0 $0 $0 $0 $0 $0 
PS Kent S 212th St Grade Separations  $0 $0 $0 $0 $0 $0 
PS Kent S 228th St Corridor Project - Phases II & III Grade Separations $0 $0 $0 $0 $0 $0 
PS Kent Siding Extension $0 $0 $0 $0 $0 $0 
PS Kent Willis St Grade Separations $0 $0 $0 $0 $0 $0 
PS Lehigh Cement Rail Extension $0 $1,200,000 $0 $0 $0 $0 
PS Lincoln Avenue Grade Separation $0 $0 $0 $0 $0 $0 
PS M St SE Grade Separation Project $0 $0 $0 $0 $0 $0 
PS Port of Everett Existing Rail Upgrades $0 $4,000,000 $0 $0 $0 $0 
PS Puyallup N Canyon Rd Ext-BNSF Overcrossing $0 $0 $0 $0 $0 $0 
PS Puyallup Shaw Road Extension $10,500,000 $6,000,000 $7,500,000 $0 $750,000 $0 
PS Renton Strander Blvd-SW 27th St Connection $0 $0 $0 $0 $0 $0 
PS Re-rail 4.5 miles of mainline track on the MSN $0 $400,000 $0 $0 $500,000 $0 
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Area Project Name Federal State Local Tribal Private Other 
PS South Lander Street Grade Separation $0 $0 $0 $0 $0 $0 
PS South Seattle Domestic Intermodal Facility Improvements $0 $0 $0 $0 $0 $0 
PS South Terminal Freight Rail Improvements $0 $4,000,000 $200,000 $0 $0 $0 
PS SR519 Intermodal Access Project (Phase 2) $0 $0 $0 $0 $0 $0 
PS Tacoma Rail/Tacoma - New Refinery Spur  $0 $420,000 $0 $0 $405,000 $0 
PS Tacoma Rail/Tacoma - Rail Servicing Facility Upgrade & Expansion $0 $337,000 $160,000 $0 $0 $250,000 
SW BNSF Positive Train Control Improvements $0 $0 $0 $0 $0 $0 
SW BNSF Siding Extensions and Double Track Improvements $0 $0 $0 $0 $0 $0 
WW Bellingham - Waterfront Restoration $0 $5,000,000 $0 $0 $0 $0 
WW Bellingham Shipping Terminal Rail Spur Replacement $0 $0 $0 $0 $0 $0 
WW BNSF Skagit River Bridge Replacment for Flood Risk Reduction $0 $0 $0 $0 $0 $0 
WW Centrailia Steam Plant Switch Upgrade $0 $0 $0 $0 $0 $0 
WW Chelatchie Prairie railroad rehabilitation - Phase 1 $0 $0 $0 $0 $0 $0 
WW Clark County Railroad Rehab $0 $0 $0 $0 $200,000 $0 

WW 
Clark County/Chelatchie Prairie RR/Battle Ground to Vancouver - 
Track Rehab $0 $1,000,000 $0 $0 $0 $0 

WW Clark County-Owned RR/Vancouver - Track Rehab $0 $367,000 $37,000 $0 $0 $0 
WW Expansion on First Street $0 $0 $0 $0 $0 $0 
WW Extend Sumner Siding $0 $0 $0 $0 $0 $0 
WW Interstate Yard $0 $0 $0 $0 $0 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Grade Separation $0 $0 $0 $0 $0 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Ped Crossing $0 $0 $0 $0 $0 $0 
WW Kelso to Martin's Bluff - 3rd Main Line and Storage Tracks $0 $0 $3,000,000 $0 $5,000,000 $0 

WW 
Kelso to Martin's Bluff - 3rd Main Line, Kelso to Longview Junction, 
Yew Street pedestrian access, Hazel Street grade separation $0 $0 $0 $0 $0 $0 

WW 
Kelso to Martin's Bluff - new siding terminating just north of Toteff 
Road $0 $0 $0 $0 $0 $100,000 

WW Longview Junction Bypass $0 $0 $0 $0 $0 $0 
WW Mt Vernon Bridge Replacement $0 $0 $0 $0 $0 $0 
WW Port Grays Harbor Terminal 2 Grain Storage Facility $0 $0 $3,000,000 $0 $60,000,000 $0 

WW 
Port of Chehalis Regional Rail Reload and Freight Processing Facility 
- Rail component $0 $0 $0 $0 $0 $0 

WW Port of Grays Harbor Terminal 4 Rail Upgrade $0 $0 $0 $0 $0 $0 
WW Port of Longview Rail Loop Construction $0 $0 $100,000 $0 $0 $0 
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WW Port of Olympia and East Olympia Freight Rail Enhancement Project $0 $0 $0 $0 $0 $0 
WW Rail Car Storage East of Aberdeen $0 $0 $0 $0 $0 $0 
WW Rail Enhancement Project $0 $0 $0 $0 $0 $0 
WW Rail spur & reload for styrofoam recycler $0 $0 $0 $0 $0 $0 

WW 
Relocate Rail Line South of Port Industrial Road and/or Create Loop 
Rail $0 $0 $0 $0 $0 $0 

WW Repair Railroad Bridges $0 $0 $0 $0 $0 $0 
WW Ridgefield Rail Overpass $12,500,000 $0 $0 $0 $0 $0 
WW Scott Avenue Railroad Overcrossing/Grade Separation $0 $1,366,000 $129,000 $0 $0 $0 
WW SR 432/433 Grade Separation & Rail Improvements $0 $0 $0 $0 $0 $0 
WW Swanson Bark Rail Spur $0 $0 $0 $0 $1,385,000 $0 

WW 
Tacoma Rail and Puget Sound and Pacific RR/Centralia - Reconfigure 
Rail $0 $7,400,000 $0 $0 $0 $0 

WW 
Tacoma Rail and Puget Sound and Pacific RR/Centralia - Reconfigure 
Rail Phase 1B $3,915,000 $1,500,000 $0 $0 $0 $0 

WW Tacoma Rail/Frederickson to Morton - Track Rehab $1,485,000 $0 $0 $0 $0 $0 
WW Tacoma Rail/Roy - New Connection to BNSF and Yelm-Owned Spur $0 $525,000 $0 $0 $0 $0 
WW Tacoma Rail/Tacoma to Morton and Yelm - Track Rehab $755,000 $0 $0 $0 $0 $0 
WW West Vancouver Freight Access Schedule 2-4 $0 $0 $0 $0 $0 $0 
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Appendix 8-B: Freight Rail Investments – 
Historical and Planned – Managed by WSDOT 

 
Year Location Project Type Funding Description 
1980 Newport to 

Metaline Falls 
Rail line 
rehabilitation 

$4,086,000 Supported several 
businesses after Milwaukee 
Road abandoned the line.  
State funds added in 1989. 

1981 Othello to Royal 
City 

Rail line acquisition 
and rehabilitation 

$1,196,000 Maintained rail access after 
Milwaukee Road 
abandonment. 

1982 Hampton to 
Lynden 

Rail line 
rehabilitation 

$815,714 Maintained rail access from 
Sumas line to Lynden. 

1983 Port Townsend Transfer bridge 
rehabilitation 

$773,000 Repair of bridge near Port 
Townsend; railroad 
scrapped in 1984. 

1986 Ronald to  
Cle Elum 

Rail line relocation $70,000 Line relocation.  

1992 Centralia Line acquisition 
and rehabilitation 

$281,794 Rail spur to industrial park. 

1992 Rye to Battle 
Ground 

Rail line 
rehabilitation 

$674,900 Supports service on the 
Lewis and Clark Railway. 

1993 Othello to Royal 
City 

Rail line acquisition 
and rehabilitation 

$400,000 Further improvements to 
abandoned Milwaukee 
Road segment.  A 2009 
WSDOT assessment 
determined repair 
requirements to reopen this 
line.  

1993 Toppenish to 
White Swan 

Rail line acquisition $348,100 Maintains service to the 
Yakama Indian 
Reservation. 

1993 Whitman County Operating and 
MOW equipment 
acquisition 

$410,000 Equipment leased by Port 
to the Blue Mountain 
Railroad. Two locomotives 
leased by Port to the Blue 
Mountain Railroad. 

1993 Yelm to Tenino Rail line acquisition $200,000 Rail Banked; 14.6-mile line 
for corridor preservation. 

1994 Mt. Vernon Rail line 
rehabilitation 

$177,000 Repairs to 1.8-mile rail line. 

1994 Port of Walla 
Walla 

Grain car 
acquisition - first 
Grain Train 

$719,500 29 cars; Uses Stripper Well 
overcharge funds. Serves 
co-ops in Prescott, 
Thornton, St. John, and 
Endicott. State funds used 
for car painting.  

1994 Terrace Heights to 
Moxee 

Rail line 
rehabilitation 

$779,700 Maintains service to large 
manufacturer in Moxee. 
Line reverted to BNSF 
ownership in 1997. 
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Year Location Project Type Funding Description 
1994 Walla Walla to 

Dayton 
Rail line 
rehabilitation 

$1,227,649 Maintains access to food 
processor and wheat 
elevator in Prescott. 

1995 Blue Slide Tunnel Tunnel repairs $297,500 Phase 1 of 2.  Prevents 
tunnel collapse, loss of rail 
service to shippers on the 
line, and damage to SR 20. 

1995 Tacoma to 
Centralia 

Rail line acquisition $3,250,000 Acquisition of former 
Milwaukee Road. Line runs 
between Tacoma and 
Centralia and Frederickson 
and Graham.  

1996 LaCrosse to 
Winona 

Track rehabilitation $330,640 Maintains essential service 
to major agricultural areas. 

1996 Rye to Vancouver 
Junction 

Line rehabilitation $824,500 Flood damaged portion of 
BNSF line donated to 
county upon receipt of state 
assistance.  

1996 Whitman, Walla 
Walla, and 
Columbia 
Counties 

Flood damage 
repairs 

$1,300,000 Emergency bridge and 
washout repairs.  One-time 
grant directly from the WA 
Legislature.   

1997 Cheney to Coulee 
City 

Rail line 
rehabilitation 

$810,170 Keeps grain hauling lines 
open. 

1998 Seattle Line rehabilitation $450,000 Supports several 
businesses located long the 
rail line. 

1998 Tacoma to 
Graham 

Rail line 
rehabilitation 

$626,846 Supports several 
businesses located long the 
rail line. 

1999 Columbia County Rail line 
rehabilitation 

$254,846 Maintains service to 
communities and the Port.  
Kept county’s biggest 
employer from closing. 

1999 Hoquiam Construct spur 
track & loading 
facility 

$433,102 This project helps make the 
terminal more attractive to 
businesses considering 
relocating to Grays Harbor. 

1999 Naches Rail line 
rehabilitation 

$516,369 Repairs approximately 
11 miles of rail line. 

1999 Olympia Additional track 
capacity 

$269,052 Maintains, with potential to 
increase, business for the 
Port, Tumwater, and Lacey. 

1999 Yelm Rail line acquisition $411,500 Preserves rail service. 
Local funds include non-
LRFA federal development 
grant. 

2000 Blue Slide Tunnel Tunnel repairs $505,000 Phase 2 of 2. Prevents 
tunnel collapse, loss of rail 
service to shippers on the 
line, and damage to SR 20. 
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Year Location Project Type Funding Description 
2000 Hoquiam Marine terminal 

spur  track 
$485,500 This project helps make the 

terminal more attractive to 
businesses considering 
relocating to Grays Harbor.  

2000 Hoquiam Repair work to the 
Hoquiam River 
Bridge 

$606,250 Repairs 90-year-old 
mechanical swing bridge. 
Bridge now capable of 
accommodating 286,000 lb. 
freight cars.  

2000 Port of Moses 
Lake 

2nd Grain Train - 
Acquire 36 used 
grain hoppers 

$458,887 Purchased by revenues 
generated by first Grain 
Train. Generates additional 
business for endangered 
Palouse grain rail lines; 
protects grain hauling rate 
competition in eastern 
Washington. Expands total 
fleet of grain cars to 65 
(47 WSDOT, 18 Port of 
Walla Walla).  

2000 Toppenish Equipment 
purchase 
(locomotive) 

$65,000 Supports purchase of one 
used locomotive to replace 
under-powered and 
unreliable unit.   

2000 Toppenish to 
White Swan 

Track rehabilitation $60,000 Maintains service to several 
businesses. 

2000 Wenatchee Washington Fruit 
Express (WFE) 
refrigerated 
express railcar 
design 

$51,000 Design of new express 
refrigerated railcar.  The 
Washington Fruit Express 
will carry WA produce 
behind Amtrak's Empire 
Builder. Helps local farmers 
and Amtrak.  

2000 Whitman, Lincoln, 
Spokane & Grant 
Counties 

Track rehabilitation $1,170,000 Supports service to Grant, 
Lincoln, Spokane, & 
Whitman Counties. 

2001 Aberdeen Loop track 
construction 

$10,000,000 Allows AgPro to construct a 
trans-shipment facility at 
the marine terminal for bulk 
meal and grains. 

2001 Frederickson to 
Morton 

Rail line reopening $2,500,000 Reopens washed out 
freight line for the first time 
since 1979.  Restores rail 
service to five communities. 
Local contribution includes 
non-LRFA federal funds.  

2001 Oroville 286K track 
upgrades 

$485,500 Replaces 2.5 miles of 68 lb. 
rail with 110 lb. rail for 286K 
railcar operation.  
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Year Location Project Type Funding Description 
2001 Richland Emergency bridge 

repairs 
$500,000 Emergency grant to cover 

insurance deductible.  Port 
of Benton had no rail 
service until fire-damaged 
bridge was repaired. 

2001 White Swan TS&W rail line 
extension 

$1,100,000 Extends Toppenish, 
Simcoe & Western rail line 
to Yakama Nation Forest 
Products Sawmill. 

2002 Puyallup Construct siding, 
basic rehab of 
4 miles of rail line, 
acquire used 
locomotive 

$400,000 Supports several rail side 
businesses, who depend 
on rail for low shipping 
costs on heavy materials. 

2003 Chehalis Mainline spur 
construction 

$350,000 Final element needed to 
open new plastic pipe plant. 

2003 Port of Whitman 
County 

3rd Grain Train - 
acquire 29 used 
grain hoppers 

$290,000 Generate additional 
business for endangered 
Palouse grain rail lines; 
protect grain hauling rate 
competition in eastern 
Washington.  Purchased 
with revenues from first and 
second Grain Trains. 

2004 Airway Heights Track repairs and 
upgrades 

 Helps maintain rail service 
at the Airway Heights 
Industrial Park. 

2004 Eastern 
Washington 

Rail line acquisition $7,350,000 Public acquisition of the 
Palouse River and Coulee 
City RR (PCC); places RR 
under stable ownership and 
will be combined with a 
long-term rehabilitation 
plan.  

2004 Frederickson to 
Eatonville 
(emergency 
repairs) and 
Tacoma to Morton 

Track repairs and 
upgrades 

Repairs damaged section 
of track and upgrades other 
sections to accommodate 
more traffic between 
Morton and Tacoma. 

2004 Quincy Spur and loop track 
construction 

 New intermodal facility at 
Quincy may help divert 
some I-90 and Puget 
Sound port truck traffic to 
rail. 

2005 Lewis County Lewis County rail 
spur 

$800,000 Constructs approx. 4,000-ft. 
industrial rail spur from 
BNSF mainline to a new 
glass manufacturing plant 
outside Winlock. 
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Year Location Project Type Funding Description 
2005 Pierce & Lewis 

Counties 
Tacoma Rail 
Mountain Division 
Morton line repairs-
Phase 2 

$3,122,000 Phase 2 of Tacoma Rail 
Mountain Division’s Morton 
line reconstruction to 
restore rail service after 
1996 floods. 

2005 Port of Quincy Port of Quincy 
intermodal facility 

$1,717,000 New transload facility. 

2007 Clark County Lewis & Clark RR 
rehab - Vancouver 
to Battle Ground 

$300,000 Clark County will upgrade 
ties and ballast at critical 
points between Vancouver 
and Battle Ground. 

2007 Olympia Port of Olympia on 
dock rail spur 

$375,000 Construct an on-dock track 
the length of the west 
moorage at Port of 
Olympia. 

2007 Pasco Port of Pasco - 
intermodal facility 
improvements 

$5,400,000 Improvement of the east 
end connection for 
locomotives to access the 
port facility and track 
upgrades. 

2007 Pend Oreille 
County 

Port of Pend Oreille 
- 286K upgrades 

$655,000 Two miles of rail 
replacement and general 
track rehab. 

2007 Skagit County Eastern Skagit Rail 
Study 

$50,000 Examine the possibility of 
re-establishing rail service 
on former rail alignment 
that is not a trail. 

2007 Snohomish 
County 

Snohomish 
Riverfront 
redevelopment 
(rail) 

$1,800,000 Relocates 1.5 miles of 
BNSF rail line and installs a 
new junction to support the 
redevelopment of the 
Snohomish River waterfront 
in Everett. 

2007 Walla Walla Port of Walla Walla 
Railex project 

$3,985,000 Constructs a loop track 
around Port of Walla Walla 
property including five 
turnouts, potable water 
system, fire flow system, 
property acquisition, and 
relocation of irrigation water 
line. 

2008 Cosmopolis Port of Grays 
Harbor - rail access 
improvements 

$741,000 Rail access improvements 
to increase capacity and 
allow rail traffic to move 
easily in the congested 
area. 

2008 Grays Harbor Port of Grays 
Harbor/Hoquiam - 
rail access 
improvements 

$543,000 Improvements at the Port’s 
industrial site as well as a 
spur connecting the site 
with the Puget Sound and 
Pacific Railroad. 
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2009 Airway Heights to 

Medical Lake 
Geiger Spur/Airway 
Heights - new rail 
connection 

$6,800,000 Connects Airway Heights 
industrial track to Palouse 
River & Coulee City 
Railroad at Medical Lake to 
avoid shutdown due to 
Fairchild AFB security 
issues. 

2009 Benton County Port of Benton – 
Freight Rail 
Investment Bank 
(FRIB) spur 

$250,000 Spur track for transload 
facility. 

2009 Chehalis Port of Chehalis - 
track rehabilitation 

$398,000 Matches FEMA funds for 
the rehabilitation of a rail 
line to Curtis, and provides 
rehabilitation funding for 
flood damage to the rail line 
to Curtis that is not FEMA-
eligible. 

2009 Eastern 
Washington 

Palouse River and 
Coulee City RR - 
acquisition 

$15,337,000 Purchase 296-mile PCC. 

2009 Ephrata Port of 
Ephrata/Ephrata - 
spur rehabilitation 

$127,000 Upgrades and rehabilitates 
the Port’s rail spur. 

2009 Everett Port of Everett - 
FRIB spur 

$250,000 Rail spur for secondary 
access to BNSF mainline. 

2009 Longview Port of 
Longview/Longview 
- rail loop 

$281,000 Constructs a rail loop that 
increases operational 
flexibility and eases 
congestion on the BNSF 
mainline. 

2009 Morton Morton Business 
Development Park 

$1,181,000 Constructs improvements 
in Morton in support of 
operations of Tacoma Rail. 

2009 Tacoma City of Tacoma - 
FRIB locomotive 
facility 

$250,000 Locomotive servicing 
facility. 

2009 Tacoma City of Tacoma - 
FRIB locomotive 
idling 

$26,386 Locomotive idling 
improvement. 

2009 Tacoma Tacoma 
Rail/Tacoma -  yard 
switching upgrades 

$500,000 Automate the Tacoma Rail 
main yard switching 
operation at the Port of 
Tacoma, for increasing the 
yard capacity and through 
port to efficiently manage 
projected Port growth. 

2009 Tacoma to Morton Tacoma 
Rail/Tacoma to 
Morton - track 
rehab 

$2,460,000 Track upgrades to facilitate 
the future operations of 
Tacoma’s planned 
excursion train. 
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2009 Tacoma to Morton Tacoma 

Rail/Tacoma to 
Morton - track 
rehab 

1,230,000 Track upgrades to facilitate 
the future operations of 
Tacoma’s planned 
excursion train. 

2009 Toppenish to 
White Swan 

White Swan/ 
Toppenish - 
Yakama Sawmill 
traffic upgrade 

$637,000 Upgrades existing 
Toppenish Simcoe & 
Western line for increased 
traffic from Yakama Tribe 
sawmill. 

2009 Vancouver Lewis and Clark 
RR/Vancouver - rail 
improvements 

$1,019,000 Rehabilitates a portion of 
the rail line; also 
environmental and 
permitting work needed to 
improve the interchange 
facilities between the Lewis 
and Clark Railroad and the 
BNSF Railway. 

2010 Bellingham Bellingham - 
waterfront 
restoration 

$448,000 Environmental work for 
relocating a ¾-mile section 
of the track to allow the site 
to be redeveloped for 
recreational, residential, 
and commercial uses. 

2010 Eastern 
Washington 

Palouse River and 
Coulee City RR – 
rehabilitation 

$3,600,000 Rehabs PCC track & 
bridges in Grant, Lincoln, 
Spokane, & Whitman 
Counties. 

2010 Ephrata Port of Ephrata - 
FRIB 

$116,000 Rehabilitation of rail spur. 

2010 Moses Lake Port of Moses 
Lake/Northern 
Columbia Basin - 
RR environmental 

$2,000,000 Develop the required 
environmental documents 
to build a more direct line to 
the airport. 

2010 Olympia Intermodal 
infrastructure 
enhancement 
project, Port 

$2,663,000 Improves the intermodal 
infrastructure at the Port of 
Olympia’s ocean terminal.  
Three separate earmarks 
were provided. 

2010 Quincy Port of Quincy – 
short-haul 
intermodal pilot 
project 

$984,000 Purchase a rail container lift 
used to load/unload 
containers on to rail 
flat/stack cars, a forklift to 
position containers, 
essential computer and 
related communications 
equipment for business 
management, and upgrade 
the water and electrical 
service at the facility. 

2010 Walla Walla to 
Dayton 

Port of 
Columbia/Wallula 
to Dayton - track 
rehab 

$522,000 Rehabilitate the 69-mile line 
from Wallula to Dayton and 
various spur tracks. 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Appendix 8-B8 Appendix 8-B: Freight Rail Investments – Historical and Planned – Managed by WSDOT 

 
Year Location Project Type Funding Description 
2011 Creston Lincoln County 

PDA/Creston - new 
rail spur 

$337,978 Builds a stub-end spur into 
the publicly-owned 
industrial park directly west 
of Creston, WA. 

2011 Creston New Creston 
livestock feed mill 
spur track 

$30,000 Lincoln County PDA will 
construct 850` long railroad 
siding to connect to a new 
livestock feed plant. 

2011 Eastern 
Washington 

Palouse River and 
Coulee City RR 
Rail Authority - 
lines rehab 

$8,600,000 Rail authority-sponsored 
rehab of state-owned rail 
lines in Grant, Lincoln, 
Spokane, & Whitman 
Counties. 

2011 Ephrata Port of 
Ephrata/Ephrata - 
additional spur 
rehab 

$362,746 Replace additional 
3,000 ties needed for a new 
shipper locating to the Port. 

2011 Quincy Port of Quincy - 
FRIB 

$3,684,000 Construction of a rail loop. 

2011 Frederickson to 
Morton 

Tacoma 
Rail/Frederickson 
to Morton - track 
rehab 

$1,485,000 Replaces lightweight rail 
with new rail to handle 
heavier 286,000-pound 
freight cars. 

2011 Frederickson to 
Morton 

Tacoma 
Rail/Tacoma to 
Morton and Yelm - 
track rehab  

$755,000 Replaces rail and ties, 
which handles heavier 
286,000-pound freight cars. 

2011 Lincoln County CW Line/Lincoln 
County - grade 
crossing rehab 

$370,650 Rehabilitates and upgrades 
11 deteriorated road/rail 
grade crossings on the CW 
Line, part of the state-
owned former PCC, 
between Reardon and 
Wilbur. 

2011 Everett Port of Everett - 
FRIB 

$1,200,000 New rail track to connect a 
cement loading facility to 
the mainline. 

2011 Moses Lake Port of Moses 
Lake/Northern 
Columbia Basin – 
track rehab and 
extension 

$2,000,000 Extend and rehabilitate 
track that serves the 
industrial park to the east 
and north of the Grant 
County International 
Airport. 

2011 Pasco Port of Pasco - 
intermodal facility 
improvements 

$882,000 Expands the facilities rail 
infrastructure, improving 
east end connection for 
locomotives access through 
the port facility. 
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2011 Roy Tacoma Rail/Roy - 

new connection to 
BNSF and Yelm 

$525,000 Construct approximately 
4,300 ft. of new track, 
including a crossing of 
SR 507, to connect the 
Tacoma Rail line between 
Frederickson and Centralia 
with the BNSF branch line 
west of Roy. 

2011 Tacoma Tacoma 
Rail/Tacoma - 
improved 
locomotive facility 

$366,813 This project reconfigures 
the tracks for better 
accessibility as well as 
increasing the servicing 
capabilities with the new 
facilities. 

2011 Tacoma Tacoma 
Rail/Tacoma - new 
refinery spur tracks 

$420,000 Constructs a third rail spur, 
installs a new turnout and 
associated rail 
infrastructure to improve 
capacity and logistical 
capabilities. 

2011 Vancouver Chelatchie Prairie 
RR/Vancouver - 
track rehabilitation 

$366,813 This project will continue 
rehabilitation of the track 
between Rye Junction and 
Battle Ground, resulting in a 
Class I status, increasing 
freight mobility and 
attracting shippers to the 
line.  The project replaces 
ties, ballast, services rail 
joints, and replaces light 
weight rail. 

2011 Vancouver Clark 
County/Chelatchie 
Prairie RR - track 
rehab  

$1,000,000 Rehabilitation of the 33-mile 
segment of track between 
Vancouver and Battle 
Ground along the 
Chelatchie Prairie Railroad 
owned by Clark County. 

2012 Eastern and 
Western 
Washington 

Statewide - 
Washington 
Produce Rail Car 
Pool 

$1,974,000 There is a shortage of 
refrigerated railcars 
available to Washington 
growers during peak 
seasons. This project will 
create a fleet of refrigerated 
railcars. This will result in 
lower costs to growers and 
reduce the wear and tear 
on state roadways caused 
by heavy truckloads. 

Note: This table is summarized in Chapter 5, Exhibit 5-3. 

Source: WSDOT State Rail and Marine Office 
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Appendix 9: Glossary 

AAR 

Association of American Railroads 

AASHTO 

American Association of State Highway and Transportation Officials 

ACSES 

Advanced Civil Speed Enforcement System 

Amtrak 

American travel by track – National Railroad Passenger Corporation 

ARRA 

American Recovery and Reinvestment Act of 2009 

B.C. 

British Columbia 

B/C 

Benefit/cost 

BCRC 

British Columbia Railway 

BDTL 

Ballard Terminal Railroad 

BNSF 

BNSF Railway Company 

Break-bulk 

Break-bulk cargo is cargo that is too big or too heavy to fit into a 
container or traditionally cannot be vacuumed out of a ship. 
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BTS 

Bureau of Transportation Statistics 

BYCX 

Battle Ground Chelatchie Prairie Railroad 

CBRW 

Columbia Basin Railroad 

CERB 

Community Economic Revitalization Board 

CFR 

Code of Federal Regulations 

CIA 

Central Intelligence Agency 

Class I Railroad 

A railroad having annual carrier operating revenues of $250 million or 
more. 

Class II Railroad 

A railroad having annual carrier operating revenues of less than 
$250 million, but in excess of $20 million. 

Class III Railroad 

A railroad having annual carrier operating revenues of $20 million or less. 
 

Classification 

A sorting and grouping of rail cars according to destination point 

CLC 

Columbia and Cowlitz Railway 

Clearing 

Clearing refers to the crowning of a tunnel to allow taller rail cars to pass 
through or “clear” under the ceiling of the tunnel.  
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Climate Team 

Governor’s 2008 Climate Action Team – Transportation Implementation 
Working Group 

CMAQ 

Congestion Mitigation and Air Quality 

CO 

Carbon Monoxide 

CO2 

Carbon Dioxide 

CREATE Program 

Chicago Region Environmental and Transportation Efficiency Program 

CSCD 

Cascade and Columbia River Railroad 

CSX 

CSX Corporation 

CSXT 

CSX Transportation 

CTC 

Centralized Traffic Control 

CWA 

Central Washington Railroad 

DAHP 

Department of Archaeology and Historical Preservation 

Deep Draft Port 

A deep draft port is a port that can receive a ship with a laden draught of 
40 feed or less. A very deep draft port is one that can handle a laden 
draught of 45 feed or less, which are most container ships and other large 
ships including military ships.  
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Directional Running 

Directional running is the concept that trains are routed only one direction 
on a corridor.  Similar to a one-way street, operational capacity increases 
when all trains move in the same direction.  

DOT 

Department of Transportation 

DPU 

Distributed power units or mid-train helpers are engines that are placed in 
the middle of the train.  These additional engines help “power” a long or 
heavy train by distributing the load of the train between the front engines 
and those in the middle of the train.  

EA 

Environmental Assessment 

EDA 

Economic Development Administration 

EIS 

Environmental Impact Statement 

EPA 

Environmental Protection Agency 

ETMS 

Electronic Train Management System 

EWG 

Eastern Washington Gateway Railroad 

Export Elevators 

Export elevators are elevators that can load export ships directly from the 
elevator.  

FAF 

Freight Analysis Framework 
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FAST Corridor 

Freight Action Strategy Corridor 

FGTS 

Freight Goods and Transportation System 

FHWA 

Federal Highway Administration 

FLH 

Office of Federal Lands Highway 

FLHP 

Federal Lands Highway Program 

FLMA 

Federal land management agencies 

FMSIB 

Freight Mobility Strategic Investment Board 

FRA 

Federal Railroad Administration 
Fish and Wildlife Service 

FRIB 

Federal Rail Investment Bank 

GDP 

Gross Domestic Product 

GHG 

Greenhouse Gases 

Good Condition 

Not needing repair or maintenance. 
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Good Rail Access 

Trains can get in and out of a rail facility without delay to the facility, 
trains or other rail operations on a rail line. 

Grade Separation 

A grade separation is when an at-grade road that crosses a rail line is 
separated from the rail line by elevating the road as an overpass over the 
rail line or elevating the rail line on a trestle.  

GRNW 

Great Northwest Railroad 

Gross Business Income 

Gross Business Income is a measure of total revenue reported to the state. 

HCT 

High Capacity Transit 

HIM 

Hyundai Intermodal Terminal 

HR 

House Resolution 

HSIPR 

High-Speed Intercity Passenger Rail 

I-5, I-90 

Interstate 5, Interstate 90 

ID 

Idaho 

Intermodal Facility 

A site consisting of tracks, lifting equipment, paved and/or unpaved areas, 
and a control point for the transfer (receiving, loading, unloading, and 
dispatching) of trailers and containers between rail and highway and 
between rail and truck to/from marine modes of transportation. 
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Intermodal Ports 

Intermodal ports are those ports that move containers from ship to rail, 
producing unit trains of containers to be transported to the inland 
destinations. 

Intermodal Trains 

Intermodal trains are significant consumers of rail capacity because they 
are long, move at speeds similar to passenger trains, and require priority of 
movement.  The railroads market these trains at premium prices. They 
generate substantial revenue for the railroads.  

Intermodal Transfer Facility 

Intermodal transfer facilities are locations where freight is transferred 
between freight modes. 

IRS 

Internal Revenue Service 

ISTEA 

Intermodal Surface Transportation Efficiency Act 

ITS 

Intelligent Transportation System 

KCS 

Kansas City Southern 

KFR 

Kettle Falls International Railway 

L&I 

Labor and Industries 

LRFA 

Local Rail Freight Assistance Program 

LRT 

Light Rail Transit 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Page A9-8 Appendix 9: Glossary 

LSC 

Longview Switching Company 

Mainline Switching 

Mainline switching is the process of picking up and setting out individual 
cars or sets of cars for specific shippers and receivers while the train is 
“parked” on the mainline; this blocks the mainline and reduces line and 
system capacity.   

Miles of Road 

Miles of road is a linear measure of distance that does not consider the 
number of tracks. Track miles is greater than miles of road. For example, 
if a rail segment has two mainlines, then the number of track miles is 
double the number of miles of road.  

MOU 

Memorandum of Understanding 

MP 

Milepost 

MPO 

Metropolitan Planning Organization 

MRL 

Montana Rail Link 

MSN 

Meeker Southern Railroad 

MVT 

Mount Vernon Terminal Railroad 

NEC 

Northeast Corridor 

NEPA 

National Environmental Policy Act 
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NHS 

National Highway System Designation Act of 1995 

NIM 

North Intermodal Yard 

NOx 

Nitrogen Oxide 
 

Northern Tier 

The Northern Tier refers to the rail corridor that runs through the eight 
neighboring states from the Pacific Northwest to Chicago.  These states 
are Washington, Oregon, Idaho, Montana, North Dakota, Minnesota 
Wisconsin, and Illinois. 

NS 

Norfolk Southern Railway 

NTSB 

National Transportation Safety Board 

ODOT 

Oregon Department of Transportation 

OLI 

Operation Lifesaver, Inc. 

Operated Miles 

Operated miles include the miles leased by the owner railroad to another 
railroad that operates on the owned line.  Operated miles are greater than 
owned miles.  

OR 

Oregon 

O-WR&N 

Oregon-Washington Railway and Navigation 
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PABs 

Private Activity Boards 

Panamax ships 

Panamax ships are ships that are physically able to pass through the 
current width of the Panama Canal.  These ships can not be any wider than 
106 feet. 

PCC 

Palouse River and Coulee City Railroad 

PIM 

Pierce County Terminal Intermodal 

PL 110-432 

Public Law 110-432, approved as HR 2096 

PLHD 

Public Lands Highway Discretionary Program 

PM10 

Particulate Matter 

PMV 

Port Metro Vancouver 

PNRS 

Projects of National and Regional Significance 

PNW 

Pacific Northwest 

PNWRC 

Pacific Northwest Rail Corridor 

Poor Physical Condition 

Track that is in disrepair from wear and tear or has deteriorated due to lack 
of maintenance. 
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POVA 

Pend Oreille Valley Railroad 

PPR 

Port of Prince Rupert 

Practical Capacity 

Practical capacity is the highest activity level at which the line can operate 
with an acceptable degree of efficiency, taking into consideration 
unavoidable losses of productivity.  

PRIIA 

Passenger Rail Investment and Improvement Act of 2008 

PRP 

Program, Park Roads and Parkways Program 

PSAP 

Puget Sound and Pacific Railroad 

PSE 

Puget Sound Energy 

PSRC 

Puget Sound Regional Council 

PTC 

Positive Train Control 

PTRR 

Portland Terminal Railroad 

PVJR 

Portland Vancouver Junction Railroad 

Rail Bank 

Freight Rail Investment Bank Program 
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Railroad Switch 

A mechanical installation enabling railway trains to be guided from one 
track to another at a railway junction. 

RCW 

Revised Code of Washington 

Reporting Mark 

A reporting mark is a two- to four-letter alphabetic code used to identify 
owners or lessees of rolling stock (e.g. rail car) and other equipment used 
on the North American railroad network. The marks are stenciled on each 
piece of equipment, along with a one- to-six-digit number, which together 
uniquely identifies every piece of equipment.  For example, this allows 
rail cars to be tracked by the railroad they are traveling over, which shares 
the information with other railroads and customers.  

RND 

Railroads for National Defense 

Ro-ro 

Roll-on, roll-off 

RoadRailers® 

A specialized truck trailer where the trailer can be attached to rail wheels 
to haul along the railroad without the use of a separate rail flat car. 

RR 

Railroad 

RRIF 

Railroad Rehabilitation and Investment Financing 

RS 

Royal Slope Railroad (also known as the Royal Slope Line) 

RSAC 

Railroad Safety Advisory Committee 

RSIA 

Rail Safety Improvement Act of 2008 
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RTPO 

Regional Transportation Planning Organization 

SAFETEA-LU 

Safe, Accountable, Flexible, and Efficient Transportation Equity Act: A 
Legacy for Users 

SDDC 

Military Surface Deployment and Distribution Command 

SEPA 

State Environmental Policy Act 

SEROps 

Southeastern Rail Operations Study 

Short-Line Railroad 

These are railroads that are regional or local (Class II and Class III) that 
provide service in support the Class I railroads.  Many times the short-line 
railroads transport the cargo a short distance from the Mainline hub to its 
final rail destination on a specific spur or to a intermodal facility. 

SI 

Spokane International Railroad 

SIB 

State Infrastructure Bank 

SIG 

Seattle International Gateway 

SIM 

South Intermodal Yard 

SO2 

Sulfur Dioxide 

SP 

Southern Pacific Railroad 
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SP&S 

Spokane, Portland, and Seattle Railway 

state 

Washington State 

STB 

Surface Transportation Board 

STRACNET 

Strategic Rail Corridor Network (Department of Defense) 

STP 

Surface Transportation Program 

Switching Railroad 

A railroad engaged primarily in switching services for other railroads. 

TCRY 

Tri-City and Olympia Railroad 

TEA-21 

1998 Transportation Equity Act for the 21st Century 

Terminal Railroad 

A railroad engaged primarily in terminal services for other railroads. 

TERR 

Tacoma Eastern Railroad 

TEU 

Twenty-Foot Equivalent Unit measuring 20 feet long by eight feet high by 
eight feet wide. 

TIFIA 

Transportation Infrastructure Finance and Innovation Act 

TIGER 

Transportation Investment Generating Economic Recovery 
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TMBL 

Tacoma Municipal Belt Line 

TPA 

Transportation Partnership Account 

Train Volumes 

Train volumes (average trains per day) reflect business activities that are 
fluctuated sharply and sensitive to economic climate.  Although the long-
term trend is upward, the short-term trend could drop significantly.  

Transloading 

The process of transferring a shipment from one mode of transportation to 
another. 

Transloading facility 

A facility where the transferring of a shipment from one mode of 
transportation to another takes place. 

TRMW 

Tacoma Rail Mountain Division 

TTCI 

Transportation Technology Center, Inc. 

TTPO 

Tribal Transportation Planning Organization 

TWC 

Track Warrant Control  

UP 

Union Pacific Railroad 

U.S. 

United States 

USACOE 

U.S. Army Corps of Engineers 



December 2009 Washington State 2010-2030 Freight Rail Plan 
Page A9-16 Appendix 9: Glossary 

USC 

United States Code 

USDOC 

U.S. Department of Commerce 

USDOT 

U.S. Department of Transportation 

USFS 

U.S. Forest Service 

UTC 

Utilities and Transportation Commission 

VMT 

Vehicle MilesTraveled 

WA 

Washington 

WAC 

Washington Administrative Code 

WCCC 

West Coast Corridor Coalition 

WIR 

Washington and Idaho Railway, Inc. 

WPPA 

Washington Public Ports Association 

WRS 

Western Rail Switching 

WSDOT 

Washington State Department of Transportation 
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WSTC 

Washington State Transportation Commission 

WTP 

Washington Transportation Plan 
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Global Climate Change Impacts in the United States About this Report

What is this report?

This report summarizes the science of climate change 
and the impacts of climate change on the United States, 
now and in the future. It is largely based on results of 
the U.S. Global Change Research Program (USGCRP),a 
and integrates those results with related research from 
around the world. This report discusses climate-related 
impacts for various societal and environmental sec-
tors and regions across the nation. It is an authoritative 
scientific report written in plain language, with the goal 
of better informing public and private decision making 
at all levels.

Who called for it, who wrote it, and who 
approved it?

The USGCRP called for this report. An expert team of 
scientists operating under the authority of the Federal 
Advisory Committee Act, assisted by communication 
specialists, wrote the document. The report was exten-
sively reviewed and revised based on comments from 
experts and the public. The report was approved by its 
lead USGCRP Agency, the National Oceanic and Atmo-
spheric Administration, the other USGCRP agencies, 
and the Committee on the Environment and Natural Re-
sources on behalf of the National Science and Technol-
ogy Council.b This report meets all Federal requirements 
associated with the Information Quality Act, including 
those pertaining to public comment and transparency. 

What are its sources?

The report draws from a large body of scientific in-
formation. The foundation of this report is a set of 21 
Synthesis and Assessment Products (SAPs), which were 
designed to address key policy-relevant issues in climate 
science (see page 161); several of these were also sum-
marized in the Scientific Assessment of the Effects of 
Climate Change on the United States published in 2008. 
In addition, other peer-reviewed scientific assessments 
were used, including those of the Intergovernmental 
Panel on Climate Change, the U.S. National Assessment 
of the Consequences of Climate Variability and Change, 
the Arctic Climate Impact Assessment, the National 
Research Council’s Transportation Research Board 
report on the Potential Impacts of Climate Change on 
U.S. Transportation, and a variety of regional climate 
impact assessments. These assessments were augmented 
with government statistics as necessary (such as popula-
tion census and energy usage) as well as publicly avail-
able observations and peer-reviewed research published 
through the end of 2008. This new work was carefully 
selected by the author team with advice from expert re-
viewers to update key aspects of climate change science 
relevant to this report. The icons on the bottom of this 
page represent some of the major sources drawn upon 
for this synthesis report.  

On the first page of each major section, the sources 
primarily drawn upon for that section are shown using 
these icons. Endnotes, indicated by superscript numbers 
and compiled at the end of the book, are used for specific 
references throughout the report.

a. The U.S. Global Change Research Program (USGCRP), which was established in 1990 by the Global Change Research Act, encompasses the Climate Change 
Science Program (CCSP).
b. A description of the National Science and Technology Council (NSTC) can be found at www.ostp.gov/cs/nstc.

See page 161 for descriptions of these sources.
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Does this report deal with options for 
responding to climate change?

While the primary focus of this report is on the 
impacts of climate change in the United States, 
it also deals with some of the actions society is 
already taking or can take to respond to the climate 
challenge. Responses to climate change fall into two 
broad categories. The first involves “mitigation” 
measures to reduce climate change by, for example, 
reducing emissions of heat-trapping gases and par-
ticles, or increasing removal of heat-trapping gases 
from the atmosphere. The second involves “adapta-
tion” measures to improve our ability to cope with 
or avoid harmful impacts and take advantage of 
beneficial ones, now and in the future. Both of these 
are necessary elements of an effective response 
strategy. These two types of responses are linked in 
that more effective mitigation measures reduce the 
amount of climate change, and therefore the need 
for adaptation. 

This report underscores the importance of mitiga-
tion by comparing impacts resulting from higher 
versus lower emissions scenarios. The report shows 
that choices made about emissions in the next few 
decades will have far-reaching consequences for 
climate change impacts. Over the long term, lower 
emissions will lessen both the magnitude of climate 
change impacts and the rate at which they appear. 

While the report underscores the importance of 
mitigation as an essential part of the nation’s climate 
change strategy, it does not evaluate mitigation 
technologies or undertake an analysis of the ef-
fectiveness of various approaches. These issues are 
the subject of ongoing studies by the U.S. Govern-
ment’s Climate Change Technology Program and 
several federal agencies including the Department 
of Energy, Environmental Protection Agency, 
National Oceanic and Atmospheric Administration, 
Department of Transportation, and Department of 
Agriculture. The range of mitigation responses be-
ing studied includes more efficient production and 
use of energy, increased use of non-carbon-emitting 
energy sources, and carbon capture and storage.

Adaptation options also have the potential to moder-
ate harmful impacts of current and future climate 
variability and change. While this report does ad-
dress adaptation, it does not do so comprehensively. 

Rather, in the context of impacts, this report identi-
fies examples of actions currently being pursued 
in various sectors and regions to address climate 
change, as well as other environmental problems 
that could be exacerbated by climate change such as 
urban air pollution and heat waves. In most cases, 
there is currently insufficient peer-reviewed infor-
mation to evaluate the practicality, effectiveness, 
costs, or benefits of these measures, highlighting a 
need for research in this area. Thus, the discussion 
of various public and private adaptation examples 
should not be viewed as an endorsement of any 
particular option, but rather as illustrative examples 
of approaches being tried. 

How is the likelihood of various 
outcomes expressed given that the 
future is not certain? 

When it is considered necessary to express a range 
of possible outcomes and identify the likelihood 
of particular impacts, this report takes a plain-
language approach to expressing the expert judg-
ment of the author team based on the best available 
evidence. For example, an outcome termed “likely” 
has at least a two-thirds chance of occurring; an 
outcome termed “very likely,” at least a 90 percent 
chance.1 In using these terms, the Federal Advisory 
Committee has taken into consideration a wide 
range of information, including the strength and 
consistency of the observed evidence, the range and 
consistency of model projections, the reliability of 
particular models as tested by various methods, and 
most importantly, the body of work addressed in 
earlier synthesis and assessment reports. Key sourc-
es of information used to develop these character-
izations of uncertainty are referenced in endnotes. 

How does this report address 
incomplete scientific understanding?

This assessment identifies areas in which scientific 
uncertainty limits our ability to estimate future 
climate change and its impacts. The section on An 
Agenda for Climate Impacts Science at the end of 
this report highlights some of these areas.
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Observations show that warming of the climate is unequivocal. The global 
warming observed over the past 50 years is due primarily to human-induced 
emissions of heat-trapping gases. These emissions come mainly from the 
burning of fossil fuels (coal, oil, and gas), with important contributions from 
the clearing of forests, agricultural practices, and other activities.

Warming over this century is projected to be considerably greater than 
over the last century. The global average temperature since 1900 has risen 
by about 1.5ºF. By 2100, it is projected to rise another 2 to 11.5ºF. The U.S. 
average temperature has risen by a comparable amount and is very likely 
to rise more than the global average over this century, with some variation 
from place to place. Several factors will determine future temperature 
increases. Increases at the lower end of this range are more likely if global 
heat-trapping gas emissions are cut substantially. If emissions continue to 
rise at or near current rates, temperature increases are more likely to be near 
the upper end of the range. Volcanic eruptions or other natural variations 

could temporarily counteract some of the human-induced warming, slowing the rise in global 
temperature, but these effects would only last a few years.

Reducing emissions of carbon dioxide would lessen warming over this century and beyond. Siz-
able early cuts in emissions would significantly reduce the pace and the overall amount of climate 
change. Earlier cuts in emissions would have a greater effect in reducing climate change than com-
parable reductions made later. In addition, reducing emissions of some shorter-lived heat-trapping 
gases, such as methane, and some types of particles, such as soot, would begin to reduce warming 
within weeks to decades. 

Climate-related changes have already been observed globally and in the United States. These 
include increases in air and water temperatures, reduced frost days, increased frequency and inten-
sity of heavy downpours, a rise in sea level, and reduced snow cover, glaciers, permafrost, and sea 
ice. A longer ice-free period on lakes and rivers, lengthening of the growing season, and increased 
water vapor in the atmosphere have also been observed. Over the past 30 years, temperatures have 
risen faster in winter than in any other season, with average winter temperatures in the Midwest 
and northern Great Plains increasing more than 7ºF. Some of the changes have been faster than 
previous assessments had suggested.

These climate-related changes are expected to continue while new ones develop. Likely future 
changes for the United States and surrounding coastal waters include more intense hurricanes with 
related increases in wind, rain, and storm surges (but not necessarily an increase in the number of 
these storms that make landfall), as well as drier conditions in the Southwest and Caribbean. These 
changes will affect human health, water supply, agriculture, coastal areas, and many other aspects 
of society and the natural environment.

This report synthesizes information from a wide variety of scientific assessments (see page 7) and 
recently published research to summarize what is known about the observed and projected conse-
quences of climate change on the United States. It combines analysis of impacts on various sectors 
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such as energy, water, and transportation at the 
national level with an assessment of key impacts on 
specific regions of the United States. For example, 
sea-level rise will increase risks of erosion, storm 
surge damage, and flooding for coastal communi-
ties, especially in the Southeast and parts of Alaska. 
Reduced snowpack and earlier snow melt will alter 
the timing and amount of water supplies, posing 
significant challenges for water resource manage-
ment in the West.

Society and ecosystems can adjust to some climatic 
changes, but this takes time. The projected rapid 
rate and large amount of climate change over this 
century will challenge the ability of society and 
natural systems to adapt. For example, it is difficult 
and expensive to alter or replace infrastructure 
designed to last for decades (such as buildings, 
bridges, roads, airports, reservoirs, and ports) in re-
sponse to continuous and/or abrupt climate change. 

Impacts are expected to become increasingly severe 
for more people and places as the amount of warm-
ing increases. Rapid rates of warming would lead 
to particularly large impacts on natural ecosystems 
and the benefits they provide to humanity. Some of 
the impacts of climate change will be irreversible, 
such as species extinctions and coastal land lost to 
rising seas. 

Unanticipated impacts of increasing carbon dioxide 
and climate change have already occurred and 
more are possible in the future. For example, it has 
recently been observed that the increase in atmo-
spheric carbon dioxide concentration is causing an 
increase in ocean acidity. This reduces the ability of 
corals and other sea life to build shells and skeletons 
out of calcium carbonate. Additional impacts in the 
future might stem from unforeseen changes in the 
climate system, such as major alterations in oceans, 
ice, or storms; and unexpected consequences of 
ecological changes, such as massive dislocations 
of species or pest outbreaks. Unexpected social or 
economic changes, including major shifts in wealth, 
technology, or societal priorities would also affect 
our ability to respond to climate change. Both 
anticipated and unanticipated impacts become more 
challenging with increased warming.

Projections of future climate change come from 
careful analyses of outputs from global climate 
models run on the world’s most advanced comput-
ers. The model simulations analyzed in this report 
used plausible scenarios of human activity that 
generally lead to further increases in heat-trapping 
emissions. None of the scenarios used in this report 
assumes adoption of policies explicitly designed to 
address climate change. However, the level of emis-
sions varies among scenarios because of differences 
in assumptions about population, economic activity, 
choice of energy technologies, and other factors. 
Scenarios cover a range of emissions of heat-trap-
ping gases, and the associated climate projections 
illustrate that lower emissions result in less climate 
change and thus reduced impacts over this century 
and beyond. Under all scenarios considered in 
this report, however, relatively large and sustained 
changes in many aspects of climate are projected by 
the middle of this century, with even larger changes 
by the end of this century, especially under higher 
emissions scenarios. 

In projecting future conditions, there is always 
some level of uncertainty. For example, there is a 
high degree of confidence in projections that future 
temperature increases will be greatest in the Arctic 
and in the middle of continents. For precipitation, 
there is high confidence in projections of continued 
increases in the Arctic and sub-Arctic (including 
Alaska) and decreases in the regions just outside 
the tropics, but the precise location of the transition 
between these is less certain. At local to regional 
scales and on time frames up to a few years, natural 
climate variations can be relatively large and can 
temporarily mask the progressive nature of global 
climate change. However, the science of making 
skillful projections at these scales has progressed 
considerably, allowing useful information to be 
drawn from regional climate studies such as those 
highlighted in this report. 

This report focuses on observed and projected 
climate change and its impacts on the United States. 
However, a discussion of these issues would be 
incomplete without mentioning some of the actions 
society can take to respond to the climate chal-
lenge. The two major categories are “mitigation” 
and “adaptation.” Mitigation refers to options for 
limiting climate change by, for example, reducing 
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heat-trapping emissions such as carbon dioxide, 
methane, nitrous oxide, and halocarbons, or re-
moving some of the heat-trapping gases from the 
atmosphere. Adaptation refers to changes made 
to better respond to present or future climatic and 
other environmental conditions, thereby reducing 
harm or taking advantage of opportunity. Effective 
mitigation measures reduce the need for adaptation. 
Mitigation and adaptation are both essential parts of 
a comprehensive climate change response strategy. 

Carbon dioxide emissions are a primary focus of 
mitigation strategies. These include improving 
energy efficiency, using energy sources that do not 
produce carbon dioxide or produce less of it, captur-
ing and storing carbon dioxide from fossil fuel use, 
and so on. Choices made about emissions reductions 
now and over the next few decades will have far-
reaching consequences for climate-change impacts. 
The importance of mitigation is clear in compari-
sons of impacts resulting from higher versus lower 
emissions scenarios considered in this report. Over 
the long term, lower emissions will lessen both the 
magnitude of climate-change impacts and the rate 
at which they appear. Smaller climate changes that 
come more slowly make the adaptation challenge 
more tractable.

However, no matter how aggressively heat-trapping 
emissions are reduced, some amount of climate 
change and resulting impacts will continue due to 
the effects of gases that have already been released. 
This is true for several reasons. First, some of these 
gases are very long-lived and the levels of atmo-
spheric heat-trapping gases will remain elevated for 
hundreds of years or more. Second, the Earth’s vast 
oceans have absorbed much of the heat added to the 
climate system due to the increase in heat-trapping 
gases, and will retain that heat for many decades. 
In addition, the factors that determine emissions, 
such as energy-supply systems, cannot be changed 
overnight. Consequently, there is also a need  
for adaptation. 

Adaptation can include a wide range of activities. 
Examples include a farmer switching to growing 
a different crop variety better suited to warmer or 
drier conditions; a company relocating key busi-
ness centers away from coastal areas vulnerable 
to sea-level rise and hurricanes; and a community 

altering its zoning and building codes to place fewer 
structures in harm’s way and making buildings 
less vulnerable to damage from floods, fires, and 
other extreme events. Some adaptation options that 
are currently being pursued in various regions and 
sectors to deal with climate change and/or other 
environmental issues are identified in this report. 
However, it is clear that there are limits to how 
much adaptation can achieve.

Humans have adapted to changing climatic condi-
tions in the past, but in the future, adaptations will 
be particularly challenging because society won’t be 
adapting to a new steady state but rather to a rapidly 
moving target. Climate will be continually chang-
ing, moving at a relatively rapid rate, outside the 
range to which society has adapted in the past. The 
precise amounts and timing of these changes will 
not be known with certainty. 

In an increasingly interdependent world, U.S. 
vulnerability to climate change is linked to the fates 
of other nations. For example, conflicts or mass 
migrations of people resulting from food scarcity 
and other resource limits, health impacts, or envi-
ronmental stresses in other parts of the world could 
threaten U.S. national security. It is thus difficult to 
fully evaluate the impacts of climate change on the 
United States without considering the consequences 
of climate change elsewhere. However, such analy-
sis is beyond the scope of this report.

Finally, this report identifies a number of areas in 
which inadequate information or understanding 
hampers our ability to estimate future climate 
change and its impacts. For example, our knowl-
edge of changes in tornadoes, hail, and ice storms 
is quite limited, making it difficult to know if 
and how such events have changed as climate has 
warmed, and how they might change in the future. 
Research on ecological responses to climate change 
is also limited, as is our understanding of social 
responses. The section titled An Agenda for Climate 
Impacts Science at the end of this report offers some 
thoughts on the most important ways to improve our 
knowledge. Results from such efforts would inform 
future assessments that continue building our 
understanding of humanity’s impacts on climate, 
and climate’s impacts on us.
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1. Global warming is unequivocal and primarily human-induced.
Global temperature has increased over the past 50 years. This observed increase is due primarily to human-
induced emissions of heat-trapping gases. (p. 13)

2. Climate changes are underway in the United States and are projected to grow.
Climate-related changes are already observed in the United States and its coastal waters. These include increases 
in heavy downpours, rising temperature and sea level, rapidly retreating glaciers, thawing permafrost, lengthening 
growing seasons, lengthening ice-free seasons in the ocean and on lakes and rivers, earlier snowmelt, and  
alterations in river flows. These changes are projected to grow. (p. 27)

3. Widespread climate-related impacts are occurring now and are expected to increase.
Climate changes are already affecting water, energy, transportation, agriculture, ecosystems, and health. These 
impacts are different from region to region and will grow under projected climate change. (p. 41-106, 107-152)

4. Climate change will stress water resources.
Water is an issue in every region, but the nature of the potential impacts varies. Drought, related to reduced 
precipitation, increased evaporation, and increased water loss from plants, is an important issue in many regions, 
especially in the West. Floods and water quality problems are likely to be amplified by climate change in most 
regions. Declines in mountain snowpack are important in the West and Alaska where snowpack provides vital 
natural water storage. (p. 41, 129, 135, 139)

5. Crop and livestock production will be increasingly challenged.
Many crops show positive responses to elevated carbon dioxide and low levels of warming, but higher levels of 
warming often negatively affect growth and yields. Increased pests, water stress, diseases, and weather extremes 
will pose adaptation challenges for crop and livestock production. (p. 71)

6. Coastal areas are at increasing risk from sea-level rise and storm surge.
Sea-level rise and storm surge place many U.S. coastal areas at increasing risk of erosion and flooding, especially 
along the Atlantic and Gulf Coasts, Pacific Islands, and parts of Alaska. Energy and transportation infrastructure 
and other property in coastal areas are very likely to be adversely affected. (p. 111, 139, 145, 149)

7. Risks to human health will increase.
Harmful health impacts of climate change are related to increasing heat stress, waterborne diseases, poor air qual-
ity, extreme weather events, and diseases transmitted by insects and rodents. Reduced cold stress provides some 
benefits. Robust public health infrastructure can reduce the potential for negative impacts. (p. 89)

8. Climate change will interact with many social and environmental stresses.
Climate change will combine with pollution, population growth, overuse of resources, urbanization, and other 
social, economic, and environmental stresses to create larger impacts than from any of these factors alone. (p. 99)

9. Thresholds will be crossed, leading to large changes in climate and ecosystems.
There are a variety of thresholds in the climate system and ecosystems. These thresholds determine, for example, 
the presence of sea ice and permafrost, and the survival of species, from fish to insect pests, with implications for 
society. With further climate change, the crossing of additional thresholds is expected. (p. 76, 82, 115, 137, 142) 

10. Future climate change and its impacts depend on choices made today.
The amount and rate of future climate change depend primarily on current and future human-caused emissions 
of heat-trapping gases and airborne particles. Responses involve reducing emissions to limit future warming, and 
adapting to the changes that are unavoidable. (p. 25, 29) 

Key Findings
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Key Messages:
Human activities have led to large increases in heat-trapping gases over the • 
past century.
Global average temperature and sea level have increased, and precipitation • 
patterns have changed.
The global warming of the past 50 years is due primarily to human-induced • 
increases in heat-trapping gases. Human “fingerprints” also have been 
identified in many other aspects of the climate system, including changes in 
ocean heat content, precipitation, atmospheric moisture, and Arctic sea ice.  
Global temperatures are projected to continue to rise over this century; by • 
how much and for how long depends on a number of factors, including the 
amount of heat-trapping gas emissions and how sensitive the climate is to 
those emissions.

Global Climate Change Impacts in the United States Global Climate Change

This introduction to global climate 
change explains very briefly what has 
been happening to the world’s climate 
and why, and what is projected to 
happen in the future. While this report 
focuses on climate change impacts in 
the United States, understanding these 
changes and their impacts requires  
an understanding of the global  
climate system. 

Many changes have been observed in 
global climate over the past century. 
The nature and causes of these changes 
have been comprehensively chronicled 
in a variety of recent reports, such as 
those by the Intergovernmental Panel 
on Climate Change (IPCC) and the 
U.S. Climate Change Science Program 
(CCSP). This section does not intend to 
duplicate these comprehensive efforts, 
but rather to provide a brief synthesis, 
and to integrate more recent work with 
the assessments of the IPCC, CCSP, 
and others. 

Key Sources

800,000 Year Record of Carbon Dioxide Concentration

Lüthi et al.; Tans; IIASA2

Analysis of air bubbles trapped in an Antarctic ice core extending back 800,000 years 
documents the Earth’s changing carbon dioxide concentration. Over this long period, 
natural factors have caused the atmospheric carbon dioxide concentration to vary 
within a range of about 170 to 300 parts per million (ppm). Temperature-related data 
make clear that these variations have played a central role in determining the global 
climate. As a result of human activities, the present carbon dioxide concentration of 
about 385 ppm is about 30 percent above its highest level over at least the last 800,000 
years. In the absence of strong control measures, emissions projected for this century 
would result in the carbon dioxide concentration increasing to a level that is roughly 
2 to 3 times the highest level occurring over the glacial-interglacial era that spans the 
last 800,000 or more years.
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Human activities have led to large 
increases in heat-trapping gases over 
the past century. 

The Earth’s climate depends on the functioning of a 
natural “greenhouse effect.” This effect is the result 
of heat-trapping gases (also known as greenhouse 
gases) like water vapor, carbon dioxide, ozone, 
methane, and nitrous oxide, which absorb heat radi-
ated from the Earth’s surface and lower atmosphere 
and then radiate much of the energy back toward 
the surface. Without this natural greenhouse effect, 
the average surface temperature of the Earth would 
be about 60°F colder. However, human activities 
have been releasing additional heat-trapping gases, 
intensifying the natural greenhouse effect, thereby 
changing the Earth’s climate.

Climate is influenced by a variety of factors, both 
human-induced and natural. The increase in the 
carbon dioxide concentration has been the principal 
factor causing warming over the past 50 years. Its 
concentration has been building up in the Earth’s 
atmosphere since the beginning of the industrial 
era in the mid-1700s, primarily due to the burn-
ing of fossil fuels (coal, oil, and natural gas) and 
the clearing of forests. Human activities have also 
increased the emissions of other greenhouse gases, 
such as methane, nitrous oxide, and halocarbons.3 

These emissions are thickening the blanket of 
heat-trapping gases in Earth’s atmosphere, causing 
surface temperatures to rise.

Heat-trapping gases
Carbon dioxide concentration has increased due 
to the use of fossil fuels in electricity generation, 
transportation, and industrial and household uses. 
It is also produced as a by-product during the 
manufacturing of cement. Deforestation provides a 
source of carbon dioxide and reduces its uptake by 
trees and other plants. Globally, over the past sev-
eral decades, about 80 percent of human-induced 
carbon dioxide emissions came from the burning 
of fossil fuels, while about 20 percent resulted from 
deforestation and associated agricultural practices. 
The concentration of carbon dioxide in the atmo-
sphere has increased by roughly 35 percent since 
the start of the industrial revolution.3

Methane concentration has increased mainly as 
a result of agriculture; raising livestock (which 
produce methane in their digestive tracts); mining, 
transportation, and use of certain fossil fuels; sew-
age; and decomposing garbage in landfills. About 
70 percent of the emissions of atmospheric methane 
are now related to human activities.4 

Nitrous oxide concentration is increasing as a re-
sult of fertilizer use and fossil fuel burning. 

Halocarbon emissions come from the 
release of certain manufactured chemi-
cals to the atmosphere. Examples include 
chlorofluorocarbons (CFCs), which were 
used extensively in refrigeration and for 
other industrial processes before their pres-
ence in the atmosphere was found to cause 
stratospheric ozone depletion. The abun-
dance of these gases in the atmosphere is 
now decreasing as a result of international 
regulations designed to protect the ozone 
layer. Continued decreases in ozone-deplet-
ing halocarbon emissions are expected to 
reduce their relative influence on climate 
change in the future.3,5 Many halocarbon 
replacements, however, are potent green-
house gases, and their concentrations  
are increasing.6 

Increases in concentrations of these gases since 1750 are due to human activities 
in the industrial era. Concentration units are parts per million (ppm) or parts per 
billion (ppb), indicating the number of molecules of the greenhouse gas per million 
or billion molecules of air.

Forster et al.3;Blasing7

2,000 Years of Greenhouse Gas Concentrations
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Another type of aerosol, often referred to as soot 
or black carbon, absorbs incoming sunlight and 
traps heat in the atmosphere. Thus, depending on 
their type, aerosols can either mask or increase the 
warming caused by increased levels of greenhouse 
gases.13 On a globally averaged basis, the sum of 
these aerosol effects offsets some of the warming 
caused by heat-trapping gases.10 

The effects of various greenhouse gases and 
aerosol particles on Earth’s climate depend in part 
on how long these gases and particles remain in 
the atmosphere. After emission, the atmospheric 
concentration of carbon dioxide remains elevated 
for thousands of years, and that of methane for 
decades, while the elevated concentrations of aero-
sols only persist for days to weeks.11,12 The climate 
effects of reductions in emissions of carbon dioxide 
and other long-lived gases do not become apparent 
for at least several decades. In contrast, reductions 
in emissions of short-lived compounds can have a 
rapid, but complex effect since the geographic pat-
terns of their climatic influence and the resulting 
surface temperature responses are quite different. 
One modeling study found that while the greatest 
emissions of short-lived pollutants in summertime 
by late this century are projected to come from 
Asia, the strongest climate response is projected to 
be over the central United States.13 

Human activities have also changed the land sur-
face in ways that alter how much heat is reflected 
or absorbed by the surface. Such changes include 
the cutting and burning of forests, the replacement 
of other areas of natural vegetation with agricul-
ture and cities, and large-scale irrigation. These 
transformations of the land surface can cause local 
(and even regional) warming or cooling. Globally, 
the net effect of these changes has probably been a 
slight cooling of the Earth’s surface over the past 
100 years.14,15 

Natural influences
Two important natural factors also influence cli-
mate: the Sun and volcanic eruptions. Over the past 
three decades, human influences on climate have 
become increasingly obvious, and global tempera-
tures have risen sharply. During the same period, 
the Sun’s energy output (as measured by satellites 
since 1979) has followed its historical 11-year cycle 

Ozone is a greenhouse gas, and is continually pro-
duced and destroyed in the atmosphere by chemical 
reactions. In the troposphere, the lowest 5 to 10 
miles of the atmosphere near the surface, human 
activities have increased the ozone concentration 
through the release of gases such as carbon mon-
oxide, hydrocarbons, and nitrogen oxides. These 
gases undergo chemical reactions to produce ozone 
in the presence of sunlight. In addition to trapping 
heat, excess ozone in the troposphere causes respi-
ratory illnesses and other human health problems. 

In the stratosphere, the layer above the troposphere, 
ozone exists naturally and protects life on Earth 
from exposure to excessive ultraviolet radiation 
from the Sun. As mentioned previously, halocar-
bons released by human activities destroy ozone 
in the stratosphere and have caused the ozone hole 
over Antarctica.8 Changes in the stratospheric 
ozone layer have contributed to changes in wind 
patterns and regional climates in Antarctica.9

Water vapor is the most important and abundant 
greenhouse gas in the atmosphere. Human activi-
ties produce only a very small increase in water  
vapor through irrigation and combustion process-
es.3 However, the surface warming caused by hu-
man-produced increases in other greenhouse gases 
leads to an increase in atmospheric water vapor, 
since a warmer climate increases evaporation and 
allows the atmosphere to hold more moisture. This 
creates an amplifying “feedback loop,” leading to 
more warming.

Other human influences
In addition to the global-scale climate effects of 
heat-trapping gases, human activities also produce 
additional local and regional effects. Some of these 
activities partially offset the warming caused by 
greenhouse gases, while others increase the warm-
ing. One such influence on climate is caused by 
tiny particles called “aerosols” (not to be confused 
with aerosol spray cans). For example, the burning 
of coal produces emissions of sulfur-containing 
compounds. These compounds form “sulfate aero-
sol” particles, which reflect some of the incoming 
sunlight away from the Earth, causing a cooling 
influence at the surface. Sulfate aerosols also tend 
to make clouds more efficient at reflecting sun-
light, causing an additional indirect cooling effect. 
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of small ups and downs, but with no net increase 
(see figure page 20).16 The two major volcanic erup-
tions of the past 30 years have had short-term cool-
ing effects on climate, lasting 2 to 3 years.17 Thus, 
these natural factors cannot explain the warming of 
recent decades; in fact, their net effect on climate 
has probably been a slight cooling influence over 
this period. Slow changes in Earth’s orbit around 
the Sun and its tilt toward or away from the Sun 
are also a purely natural influence on climate, but 
are only important on timescales from thousands to 
many tens of thousands of years.

The climate changes that have occurred over the 
last century are not solely caused by the human and 
natural factors described above. In addition to these 

influences, there are also fluctuations in climate 
that occur even in the absence of changes in human 
activities, the Sun, or volcanoes. One example is 
the El Niño phenomenon, which has important 
influences on many aspects of regional and global 
climate. Many other modes of variability have been 
identified by climate scientists and their effects 
on climate occur at the same time as the effects of 
human activities, the Sun, and volcanoes.

Carbon release and uptake 
Once carbon dioxide is emitted to the atmosphere, 
some of it is absorbed by the oceans and taken up 
by vegetation, although this storage may be tempo-
rary. About 45 percent of the carbon dioxide emit-
ted by human activities in the last 50 years is now 

stored in the oceans and vegetation. The 
rest has remained in the air, increasing 
the atmospheric concentration.2,3,18 It is 
thus important to understand not only 
how much carbon dioxide is emitted, 
but also how much is taken up, over 
what time scales, and how these sources 
and “sinks” of carbon dioxide might 
change as climate continues to warm. 
For example, it is known from long 
records of Earth’s climate history that 
under warmer conditions, carbon tends 
to be released, for instance, from thaw-
ing permafrost, initiating a feedback 
loop in which more carbon release leads 
to more warming which leads to further 
release, and so on.19,20 

Global emissions of carbon dioxide 
have been accelerating. The growth rate 
increased from 1.3 percent per year in 
the 1990s to 3.3 percent per year be-
tween 2000 and 2006.21 The increasing 
emissions of carbon dioxide are the pri-
mary cause of the increased concentra-
tion of carbon dioxide observed in the 
atmosphere. There is also evidence that 
a smaller fraction of the annual human-
induced emissions is now being taken 
up than in the past, leading to a greater 
fraction remaining in the atmosphere 
and an accelerating rate of increase in 
the carbon dioxide concentration.21 

Major Warming and Cooling Influences on Climate  
1750-2005

The figure above shows the amount of warming influence (red bars) or cooling influence 
(blue bars) that different factors have had on Earth’s climate over the industrial age 
(from about 1750 to the present). Results are in watts per square meter. The longer the 
bar, the greater the influence on climate. The top part of the box includes all the major 
human-induced factors, while the second part of the box includes the Sun, the only 
major natural factor with a long-term effect on climate. The cooling effect of individual 
volcanoes is also natural, but is relatively short-lived (2 to 3 years), thus their influence 
is not included in this figure. The bottom part of the box shows that the total net effect 
(warming influences minus cooling influences) of human activities is a strong warming 
influence. The thin lines on each bar provide an estimate of the range of uncertainty.

Forster et al.3
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Ocean acidification
As the ocean absorbs carbon dioxide from the 
atmosphere, seawater is becoming less alkaline 
(its pH is decreasing) through a process gener-
ally referred to as ocean acidification. The pH of 
seawater has decreased significantly since 1750,22,23 
and is projected to drop much more dramatically by 
the end of the century if carbon dioxide concentra-
tions continue to increase.24 Such ocean acidifica-
tion is essentially irreversible over a time scale of 
centuries. As discussed in the Ecosystems sector 
and Coasts region, ocean acidification affects the 
process of calcification by which living things cre-
ate shells and skeletons, with substantial negative 
consequences for coral reefs, mollusks, and some 
plankton species important to ocean food chains.25 

Global average temperature and sea 
level have increased, and precipitation 
patterns have changed. 

Temperatures are rising 
Global average surface air temperature has in-
creased substantially since 1970.26 The estimated 
change in the average temperature of Earth’s 
surface is based on measurements from thousands 
of weather stations, ships, and buoys around the 
world, as well as from satellites. These measure-
ments are independently compiled, analyzed, and 
processed by different research groups. There are a 
number of important steps in the data processing. 
These include identifying and adjusting for the ef-
fects of changes in the instruments used to measure 
temperature, the measurement times and loca-
tions, the local environment around the measuring 
site, and such factors as satellite orbital drift. For 
instance, the growth of cities can cause localized 
“urban heat island” effects. 

A number of research groups around the world 
have produced estimates of global-scale changes 
in surface temperature. The warming trend that is 
apparent in all of these temperature records is con-
firmed by other independent observations, such as 
the melting of Arctic sea ice, the retreat of moun-
tain glaciers on every continent,27 reductions in the 
extent of snow cover, earlier blooming of plants 
in spring, and increased melting of the Greenland 
and Antarctic ice sheets.28,29 Because snow and ice 

reflect the Sun’s heat, this melting causes more heat 
to be absorbed, which causes more melting, result-
ing in another feedback loop.20

Additionally, temperature measurements above the 
surface have been made by weather balloons since 
the late 1940s, and from satellites since 1979. These 
measurements show warming of the troposphere, 
consistent with the surface warming.30,31 They also 
reveal cooling in the stratosphere.30 This pattern 
of tropospheric warming and stratospheric cooling 
agrees with our understanding of how atmospheric 
temperature would be expected to change in re-
sponse to increasing greenhouse gas concentrations 
and the observed depletion of stratospheric ozone.14

Precipitation patterns are changing
Precipitation is not distributed evenly over the 
globe. Its average distribution is governed primarily 
by atmospheric circulation patterns, the availability 
of moisture, and surface terrain effects. The first 
two of these factors are influenced by temperature. 
Thus, human-caused changes in temperature are 
expected to alter precipitation patterns.

Global annual average temperature (as measured over both land 
and oceans). Red bars indicate temperatures above and blue bars 
indicate temperatures below the average temperature for the period 
1901-2000. The black line shows atmospheric carbon dioxide (CO2) 
concentration in parts per million (ppm). While there is a clear long-
term global warming trend, each individual year does not show a 
temperature increase relative to the previous year, and some years 
show greater changes than others.33 These year-to-year fluctuations 
in temperature are due to natural processes, such as the effects of 
El Niños, La Niñas, and the eruption of large volcanoes.

NOAA/NCDC32

Global Temperature and Carbon Dioxide
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Observations show that such shifts are occur-
ring. Changes have been observed in the amount, 
intensity, frequency, and type of precipitation. 
Pronounced increases in precipitation over the past 
100 years have been observed in eastern North 
America, southern South America, and northern 
Europe. Decreases have been seen in the Mediter-
ranean, most of Africa, and southern Asia. Changes 
in the geographical distribution of droughts and 
flooding have been complex. In some regions, there 
have been increases in the occurrences of both 
droughts and floods.28 As the world warms, north-
ern regions and mountainous areas are experienc-
ing more precipitation falling as rain rather than 
snow.34 Widespread increases in heavy precipitation 
events have occurred, even in places where total 
rain amounts have decreased. These changes are 
associated with the fact that warmer air holds more 
water vapor evaporating from the world’s oceans 
and land surface.31 This increase in atmospheric 
water vapor has been observed from satellites, and 
is primarily due to human influences.35,36 

Sea level is rising
After at least 2,000 years of little change, sea level 
rose by roughly 8 inches over the past century. 
Satellite data available over the past 15 years show 
sea level rising at a rate roughly double the rate 
observed over the past century.37 

There are two principal ways in which 
global warming causes sea level to 
rise. First, ocean water expands as it 
warms, and therefore takes up more 
space. Warming has been observed in 
each of the world’s major ocean basins, 
and has been directly linked to human 
influences.38,39 

Second, warming leads to the melting 
of glaciers and ice sheets, which raises 
sea level by adding water to the oceans. 
Glaciers have been retreating worldwide 
for at least the last century, and the 
rate of retreat has increased in the past 
decade.29,40 Only a few glaciers are actu-
ally advancing (in locations that were 

well below freezing, and where increased precipi-
tation has outpaced melting). The total volume of 
glaciers on Earth is declining sharply. The progres-
sive disappearance of glaciers has implications not 
only for the rise in global sea level, but also for 
water supplies in certain densely populated regions 
of Asia and South America.

The Earth has major ice sheets on Greenland and 
Antarctica. These ice sheets are currently losing 
ice volume by increased melting and calving of 
icebergs, contributing to sea-level rise. The Green-
land Ice Sheet has also been experiencing record 
amounts of surface melting, and a large increase in 
the rate of mass loss in the past decade.41 If the en-
tire Greenland Ice Sheet melted, it would raise sea 
level by about 20 feet. The Antarctic Ice Sheet con-
sists of two portions, the West Antarctic Ice Sheet 
and the East Antarctic Ice Sheet. The West Antarc-
tic Ice Sheet, the more vulnerable to melting of the 
two, contains enough water to raise global sea lev-
els by about 16 to 20 feet.29 If the East Antarctic Ice 
Sheet melted entirely, it would raise global sea level 
by about 200 feet. Complete melting of these ice 
sheets over this century or the next is thought to be 
virtually impossible, although past climate records 
provide precedent for very significant decreases in 
ice volume, and therefore increases in sea level.42,43 

As temperatures have risen, glaciers around the world have shrunk. The graph 
shows the cumulative decline in glacier ice worldwide. 

Cumulative Decrease in Global Glacier Ice

Meier et al.27
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The third line of evidence is based on the broad, 
qualitative consistency between observed changes 
in climate and the computer model simulations 
of how climate would be expected to change in 
response to human activities. For example, when 
climate models are run with historical increases 
in greenhouse gases, they show gradual warming 
of the Earth and ocean surface, increases in ocean 
heat content and the temperature of the lower atmo-
sphere, a rise in global sea level, retreat of  
sea ice and snow cover, cooling of the stratosphere, 
an increase in the amount of atmospheric water 
vapor, and changes in large-scale precipitation and 
pressure patterns. These and other aspects  
of modeled climate change are in agreement  
with observations.14,49 

Finally, there is extensive statistical evidence 
from so-called “fingerprint” studies. Each fac-
tor that affects climate produces a unique pattern 
of climate response, much as each person has a 
unique fingerprint. Fingerprint studies exploit these 
unique signatures, and allow detailed comparisons 
of modeled and observed climate change patterns.44 
Scientists rely on such studies to attribute observed 
changes in climate to a particular cause or set of 
causes. In the real world, the climate changes that 
have occurred since the start of the Industrial Revo-
lution are due to a complex mixture of human and 
natural causes. The importance of each individual 
influence in this mixture changes over time. Of 
course, there are not multiple Earths, which would 
allow an experimenter to change one factor at a 
time on each Earth, thus helping to isolate different 
fingerprints. Therefore, climate models are used 
to study how individual factors affect climate. For 
example, a single factor (like greenhouse gases) or 
a set of factors can be varied, and the response of 
the modeled climate system to these individual or 
combined changes can thus be studied.50 

For example, when climate model simulations of 
the last century include all of the major influences 
on climate, both human-induced and natural, they 
can reproduce many important features of observed 
climate change patterns. When human influences 
are removed from the model experiments, results 
suggest that the surface of the Earth would actu-
ally have cooled slightly over the last 50 years. The 
clear message from fingerprint studies is that the 

The global warming of the past 50 years 
is due primarily to human-induced 
increases in heat-trapping gases. Human 
“fingerprints” also have been identified 
in many other aspects of the climate 
system, including changes in ocean heat 
content, precipitation, atmospheric 
moisture, and Arctic sea ice.

In 1996, the IPCC Second Assessment Report44 
cautiously concluded that “the balance of evi-
dence suggests a discernible human influence on 
global climate.” Since then, a number of national 
and international assessments have come to much 
stronger conclusions about the reality of human 
effects on climate. Recent scientific assessments 
find that most of the warming of the Earth’s surface 
over the past 50 years has been caused by human 
activities.45,46 

This conclusion rests on multiple lines of evi-
dence. Like the warming “signal” that has gradu-
ally emerged from the “noise” of natural climate 
variability, the scientific evidence for a human 
influence on global climate has accumulated over 
the past several decades, from many hundreds of 
studies. No single study is a “smoking gun.” Nor 
has any single study or combination of studies 
undermined the large body of evidence supporting 
the conclusion that human activity is the primary 
driver of recent warming.  

The first line of evidence is our basic physical 
understanding of how greenhouse gases trap heat, 
how the climate system responds to increases in 
greenhouse gases, and how other human and natu-
ral factors influence climate. The second line of ev-
idence is from indirect estimates of climate changes 
over the last 1,000 to 2,000 years. These records are 
obtained from living things and their remains (like 
tree rings and corals) and from physical quantities 
(like the ratio between lighter and heavier isotopes 
of oxygen in ice cores) which change in measurable 
ways as climate changes. The lesson from these 
data is that global surface temperatures over the 
last several decades are clearly unusual, in that they 
were higher than at any time during at least the 
past 400 years.47 For the Northern Hemisphere, the 
recent temperature rise is clearly unusual in at least 
the last 1,000 years.47,48 
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observed warming over the last half-century can-
not be explained by natural factors, and is instead 
caused primarily by human factors.14,50 

Another fingerprint of human effects on 
climate has been identified by looking at a 
slice through the layers of the atmosphere, and 
studying the pattern of temperature changes 
from the surface up through the stratosphere. 
In all climate models, increases in carbon di-
oxide cause warming at the surface and in the 
troposphere, but lead to cooling of the strato-
sphere. For straightforward physical reasons, 
models also calculate that the human-caused 
depletion of stratospheric ozone has had a 
strong cooling effect in the stratosphere. There 
is a good match between the model fingerprint 
in response to combined carbon dioxide and 
ozone changes and the observed pattern of tro-
pospheric warming and stratospheric cooling 
(see figure on next page).14 

In contrast, if most of the observed tempera-
ture change had been due to an increase in 
solar output rather than an increase in green-
house gases, Earth’s atmosphere would have 
warmed throughout its full vertical extent, 
including the stratosphere.9 The observed pat-

tern of atmospheric temperature changes, with its 
pronounced cooling in the stratosphere, is therefore 
inconsistent with the hypothesis that changes in the 
Sun can explain the warming of recent decades. 
Moreover, direct satellite measurements of solar 
output show slight decreases during the recent 
period of warming. 

The earliest fingerprint work51 focused on changes 
in surface and atmospheric temperature. Scientists 
then applied fingerprint methods to a whole range 
of climate variables,50,52 identifying human-caused 
climate signals in the heat content of the oceans,38,39 
the height of the tropopause53 (the boundary be-
tween the troposphere and stratosphere, which has 
shifted upward by hundreds of feet in recent de-
cades), the geographical patterns of precipitation,54 
drought,55 surface pressure,56 and the runoff from 
major river basins.57 

Studies published after the appearance of the 
IPCC Fourth Assessment Report in 2007 have also 
found human fingerprints in the increased levels of 
atmospheric moisture35,36 (both close to the surface 
and over the full extent of the atmosphere), in the 

The blue band shows how global average temperatures would 
have changed due to natural forces only, as simulated by climate 
models. The red band shows model projections of the effects 
of human and natural forces combined. The black line shows 
actual observed global average temperatures. As the blue band 
indicates, without human influences, temperature over the 
past century would actually have first warmed and then cooled 
slightly over recent decades.58 

Separating Human and
Natural Influences on Climate

Hegerl et al.49

The Sun’s energy received at the top of Earth’s atmosphere has 
been measured by satellites since 1978. It has followed its natural 
11-year cycle of small ups and downs, but with no net increase 
(bottom). Over the same period, global temperature has risen 
markedly (top).60 

Measurements of Surface Temperature  
and Sun’s Energy

NOAA/NCDC; Frölich and Lean; Willson and Mordvinov; Dewitte et al.59
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decline of Arctic sea ice extent,61 and in the  
patterns of changes in Arctic and Antarctic  
surface temperatures.62 

The message from this entire body of work is that 
the climate system is telling a consistent story 
of increasingly dominant human influence – the 
changes in temperature, ice extent, moisture, and 
circulation patterns fit together in a physically con-
sistent way, like pieces in a complex puzzle. 

Increasingly, this type of fingerprint work is shift-
ing its emphasis. As noted, clear and compelling 
scientific evidence supports the case for a pro-
nounced human influence 
on global climate. Much 
of the recent attention is 
now on climate changes at 
continental and regional 
scales,64,65 and on variables 
that can have large impacts 
on societies. For example, 
scientists have established 
causal links between human 
activities and the changes in 
snowpack, maximum and 
minimum temperature, and 
the seasonal timing of runoff 
over mountainous regions of 
the western United States.34 
Human activity is likely 
to have made a substantial 
contribution to ocean surface 
temperature changes in hur-
ricane formation regions.66-68 
Researchers are also looking 
beyond the physical climate 
system, and are begin-
ning to tie changes in the 
distribution and seasonal 
behavior of plant and animal 
species to human-caused 
changes in temperature and 
precipitation.69,70 

For over a decade, one aspect 
of the climate change story 
seemed to show a signifi-
cant difference between 
models and observations.14 

In the tropics, all models predicted that with a rise in 
greenhouse gases, the troposphere would be expected 
to warm more rapidly than the surface. Observa-
tions from weather balloons, satellites, and surface 
thermometers seemed to show the opposite behavior 
(more rapid warming of the surface than the tropo-
sphere). This issue was a stumbling block in our un-
derstanding of the causes of climate change. It is now 
largely resolved.71 Research showed that there were 
large uncertainties in the satellite and weather balloon 
data. When uncertainties in models and observations 
are properly accounted for, newer observational data 
sets (with better treatment of known problems) are in 
agreement with climate model results.31,72-75 

Climate simulations of the vertical profile of temperature change due to various factors, and the effect 
due to all factors taken together. The panels above represent a cross-section of the atmosphere from 
the north pole to the south pole, and from the surface up into the stratosphere. The black lines show 
the location of the tropopause, the boundary between the lower atmosphere (troposphere) and the 
stratosphere. 

Patterns of Temperature Change
Produced by Various Atmospheric Factors, 1958-1999

Modified from CCSP SAP 1.163   
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This does not mean, however, that all remain-
ing differences between models and observations 
have been resolved. The observed changes in some 
climate variables, such as Arctic sea ice,61,76 some 
aspects of precipitation,54,77 and patterns of surface 
pressure,56 appear to be proceeding much more 
rapidly than models have projected. The reasons for 
these differences are not well understood. Never-
theless, the bottom-line conclusion from climate 
fingerprinting is that most of the observed changes 
studied to date are consistent with each other, and 
are also consistent with our scientific understand-
ing of how the climate system would be expected 
to respond to the increase in heat-trapping gases 
resulting from human activities.14,49

Scientists are sometimes asked whether extreme 
weather events can be linked to human activities.24 
Scientific research has concluded that human influ-
ences on climate are indeed changing the likelihood 
of certain types of extreme events. For example, 
an analysis of the European summer heat wave of 
2003 found that the risk of such a heat wave is now 
roughly four times greater than it would  
have been in the absence of human-induced  
climate change.68,78 

Like fingerprint work, such analyses of human-
caused changes in the risks of extreme events rely 
on information from climate models, and on our 
understanding of the physics of the climate system. 
All of the models used in this work have imperfec-
tions in their representation of the complexities of 
the “real world” climate system.79,80 These are due 
to both limits in our understanding of the climate 
system, and in our ability to represent its com-
plex behavior with available computer resources. 
Despite this, models are extremely useful, for a 
number of reasons. 

First, despite remaining imperfections, the current 
generation of climate models accurately portrays 
many important aspects of today’s weather pat-
terns and climate.79,80 Models are constantly being 
improved, and are routinely tested against many 
observations of Earth’s climate system. Second, 
the fingerprint work shows that models capture not 
only our present-day climate, but also key features 
of the observed climate changes over the past cen-
tury.47 Third, many of the large-scale observed cli-

mate changes (such as the warming of the surface 
and troposphere, and the increase in the amount 
of moisture in the atmosphere) are driven by very 
basic physics, which is well-represented in mod-
els.35 Fourth, climate models can be used to predict 
changes in climate that can be verified in the real 
world. Examples include the short-term global 
cooling subsequent to the eruption of Mount Pi-
natubo and the stratospheric cooling with increas-
ing carbon dioxide. Finally, models are the only 
tools that exist for trying to understand the climate 
changes likely to be experienced over the course of 
this century. No period in Earth’s geological history 
provides an exact analogue for the climate condi-
tions that will unfold in the coming decades.20 

Global temperatures are projected to 
continue to rise over this century; by 
how much and for how long depends 
on a number of factors, including the 
amount of heat-trapping gas emissions 
and how sensitive the climate is to  
those emissions.

Some continued warming of the planet is projected  
over the next few decades due to past emissions. 
Choices made now will influence the amount of fu-
ture warming. Lower levels of heat-trapping emis-
sions will yield less future warming, while higher 
levels will result in more warming, and more severe 
impacts on society and the natural world.

Emissions scenarios
The IPCC developed a set of scenarios in a Special 
Report on Emissions Scenarios (SRES).81 These 
have been extensively used to explore the potential 
for future climate change. None of these scenarios, 
not even the one called “lower”, includes imple-
mentation of policies to limit climate change or 
to stabilize atmospheric concentrations of heat-
trapping gases. Rather, differences among these 
scenarios are due to different assumptions about 
changes in population, rate of adoption of new 
technologies, economic growth, and other factors. 

The IPCC emission scenarios also do not encom-
pass the full range of possible futures: emissions 
can change less than those scenarios imply, or they 
can change more. Recent carbon dioxide emissions 
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are, in fact, above the highest emissions scenario 
developed by the IPCC82 (see figure below). Wheth-
er this will continue is uncertain.

There are also lower possible emissions paths than 
those put forth by the IPCC. The Framework Con-
vention on Climate Change, to which the United 
States and 191 other countries are signatories, 
calls for stabilizing concentrations of greenhouse 
gases in the atmosphere at a level that would avoid 
dangerous human interference with the climate 
system. What exactly constitutes such interference 
is subject to interpretation. 

A variety of research studies suggest that a further 
2°F increase (relative to the 1980-1999 period)  
would lead to severe, widespread, and irreversible 
impacts.83-85 To have a good chance (but not a guar-
antee) of avoiding temperatures above those levels, 

it has been estimated that atmospheric concentra-
tion of carbon dioxide would need to stabilize in 
the long term at around today’s levels.86-89

Reducing emissions of carbon dioxide would re-
duce warming over this century and beyond. Imple-
menting sizable and sustained reductions in carbon 
dioxide emissions as soon as possible would signif-
icantly reduce the pace and the overall amount of 
climate change, and would be more effective than 
reductions of the same size initiated later. Reducing 
emissions of some shorter-lived greenhouse gases, 
such as methane, and some types of particles, such 
as soot, would begin to reduce the warming influ-
ence within weeks to decades.13 

The graphs below show emissions scenarios and 
resulting carbon dioxide concentrations for three 
IPCC scenarios90,91 and one stabilization scenario.25 

The graphs show recent and projected global emissions of carbon dioxide in gigatons of carbon, on the left, and atmospheric 
concentrations on the right under five emissions scenarios. The top three in the key are IPCC scenarios that assume no explicit 
climate policies (these are used in model projections that appear throughout this report). The bottom line is a “stabilization 
scenario,” designed to stabilize atmospheric carbon dioxide concentration at 450 parts per million. The inset expanded below 
these charts shows emissions for 1990-2010 under the three IPCC scenarios along with actual emissions to 2007 (in black). 

Scenarios of Future Carbon Dioxide
Global Emissions and Concentrations

Nakićenović and Swart; Clarke et al.; Marland et al.; Tans92
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emissions. The range of possible outcomes has 
been explored using a range of different emissions 
scenarios, and a variety of climate models that en-
compass the known range of climate sensitivity.

Changing precipitation patterns
Projections of changes in precipitation largely 
follow recently observed patterns of change, with 
overall increases in the global average but substan-
tial shifts in where and how precipitation falls.90 
Generally, higher latitudes are projected to receive 
more precipitation, while the dry belt that lies just 
outside the tropics expands further poleward,96,97 
and also receives less rain. Increases in tropical 
precipitation are projected during rainy seasons 
(such as monsoons), and especially over the tropical 
Pacific. Certain regions, including the U.S. West 
(especially the Southwest) and the Mediterranean, 
are expected to become drier. The widespread 
trend toward more heavy downpours is expected to 
continue, with precipitation becoming less frequent 
but more intense.90 More precipitation is expected 
to fall as rain rather than snow.

Currently rare extreme events are becoming 
more common
In a warmer future climate, models project there 
will be an increased risk of more intense, more 
frequent, and longer-lasting heat waves.90 The 
European heat wave of 2003 is an example of the 
type of extreme heat event that is likely to become 
much more common.90 If greenhouse gas emissions 
continue to increase, by the 2040s more than half  
of European summers will be hotter than the 
summer of 2003, and by the end of this century, a 
summer as hot as that of 2003 will be considered 
unusually cool.78

Increased extremes of summer dryness and winter 
wetness are projected for much of the globe, mean-
ing a generally greater risk of droughts and floods. 
This has already been observed,55 and is projected 
to continue. In a warmer world, precipitation tends 
to be concentrated into heavier events, with longer 
dry periods in between.90 

Models project a general tendency for more intense 
but fewer storms overall outside the tropics, with 
more extreme wind events and higher ocean waves 
in a number of regions in association with those 

The stabilization scenario is aimed at stabilizing 
the atmospheric carbon dioxide concentration at 
roughly 450 parts per million (ppm); this is 70 ppm 
above the 2008 concentration of 385 ppm. Result-
ing temperature changes depend on atmospheric 
concentrations of greenhouse gases and particles 
and the climate’s sensitivity to those concentra-
tions.87 Of those shown on the previous page, only 
the 450 ppm stabilization target has the potential to 
keep the global temperature rise at or below about 
3.5°F from pre-industrial levels and 2°F above the 
current average temperature, a level beyond which 
many concerns have been raised about dangerous 
human interference with the climate system.88,89 
Scenarios that stabilize carbon dioxide below 450 
ppm (not shown in the figure) offer an increased 
chance of avoiding dangerous climate change.88,89 

Carbon dioxide is not the only greenhouse gas of 
concern. Concentrations of other heat-trapping 
gases like methane and nitrous oxide and particles 
like soot will also have to be stabilized at low 
enough levels to prevent global temperatures from 
rising higher than the level mentioned above. When 
these other gases are added, including the offsetting 
cooling effects of sulfate aerosol particles, analyses 
suggest that stabilizing concentrations around 400 
parts per million of “equivalent carbon dioxide” 
would yield about an 80 percent chance of avoid-
ing exceeding the 2°F above present temperature 
threshold. This would be true even if concentra-
tions temporarily peaked as high as 475 parts per 
million and then stabilized at 400 parts per million 
roughly a century later.72,88,89,93-95 Reductions in 
sulfate aerosol particles would necessitate lower 
equivalent carbon dioxide targets. 

Rising global temperature 
All climate models project that human-caused 
emissions of heat-trapping gases will cause further 
warming in the future. Based on scenarios that 
do not assume explicit climate policies to reduce 
greenhouse gas emissions, global average tempera-
ture is projected to rise by 2 to 11.5°F by the end 
of this century90 (relative to the 1980-1999 time 
period). Whether the actual warming in 2100 will 
be closer to the low or the high end of this range 
depends primarily on two factors: first, the fu-
ture level of emissions of heat-trapping gases, and 
second, how sensitive climate is to past and future 
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more likely, though more research is required on 
these issues.68 More discussion of Atlantic hurri-
canes, which most affect the United States, appears 
on page 34 in the National Climate Change section.

Sea level will continue to rise
Projecting future sea-level rise presents special 
challenges. Scientists have a well-developed under-
standing of the contributions of thermal expansion 
and melting glaciers to sea-level rise, so the models 
used to project sea-level rise include these process-
es. However, the contributions to past and future 
sea-level rise from ice sheets are less well under-
stood. Recent observations of the polar ice sheets 
show that a number of complex processes control 
the movement of ice to the sea, and thus affect the 
contributions of ice sheets to sea-level rise.29 Some 
of these processes are already producing substantial 
loss of ice mass. Because these processes are not 
well understood it is difficult to predict their future 
contributions to sea-level rise.102 

Because of this uncertainty, the 2007 assessment 
by the IPCC could not quantify the contributions to 
sea-level rise due to changes in ice sheet dynamics, 
and thus projected a rise of the world’s oceans from 
8 inches to 2 feet by the end of this century.90 

More recent research has attempted to quantify 
the potential contribution to sea-level rise from 
the accelerated flow of ice sheets to the sea27,42 or 
to estimate future sea level based on its observed 
relationship to temperature.103 The resulting esti-
mates exceed those of the IPCC, and the average 
estimates under higher emissions scenarios are for 
sea-level rise between 3 and 4 feet by the end of 
this century. An important question that is often 
asked is, what is the upper bound of sea-level rise 
expected over this century? Few analyses have 
focused on this question. There is some evidence 
to suggest that it would be virtually impossible to 
have a rise of sea level higher than about 6.5 feet by 
the end of this century.42

The changes in sea level experienced at any par-
ticular location along the coast depend not only on 
the increase in the global average sea level, but also 
on changes in regional currents and winds, prox-
imity to the mass of melting ice sheets, and on the 
vertical movements of the land due to geological 

storms. Models also project a shift of storm tracks 
toward the poles in both hemispheres.90 

Changes in hurricanes are difficult to project be-
cause there are countervailing forces. Higher ocean 
temperatures lead to stronger storms with higher 
wind speeds and more rainfall.98 But changes in 
wind speed and direction with height are also pro-
jected to increase in some regions, and this tends 
to work against storm formation and growth.99-101 It 
currently appears that stronger, more rain-produc-
ing tropical storms and hurricanes are generally 

Global Average Temperature
1900 to 2100

Observed and projected changes in the global average 
temperature under three IPCC no-policy emissions 
scenarios. The shaded areas show the likely ranges 
while the lines show the central projections from a set 
of climate models. A wider range of model types shows 
outcomes from 2 to 11.5ºF.90 Changes are relative to the 
1960-1979 average. 

Smith et al.72; CMIP3-A93

Simulated and projected changes in the amount of 
precipitation falling in the heaviest 5 percent of daily 
events. The shaded areas show the likely ranges while the 
lines show the central projections from a set of climate 
models. Changes are relative to the 1960-1979 average. 

Global Increase in Heavy Precipitation
1900 to 2100

CMIP3-A93
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forces.104 The consequences of sea-level rise at any 
particular location depend on the amount of sea-
level rise relative to the adjoining land. Although 
some parts of the U.S. coast are undergoing uplift 
(rising), most shorelines are subsiding (sinking) to 
various degrees – from a few inches to over 2 feet 
per century. 

Abrupt climate change
There is also the possibility of even larger changes 
in climate than current scenarios and models 
project. Not all changes in the climate are gradual. 
The long record of climate found in ice cores, tree 
rings, and other natural records show that Earth’s 
climate patterns have undergone rapid shifts from 
one stable state to another within as short a period 
as a decade. The occurrence of abrupt changes in 
climate becomes increasingly likely as the human 
disturbance of the climate system grows.90 Such 
changes can occur so rapidly that they would chal-
lenge the ability of human and natural systems to 
adapt.105 Examples of such changes are abrupt shifts 
in drought frequency and duration. Ancient climate 
records suggest that in the United States, the South-
west may be at greatest risk for this kind of change, 
but that other regions including the Midwest and 
Great Plains have also had these kinds of abrupt 
shifts in the past and could experience them again 
in the future. 

Rapid ice sheet collapse with related sea-level rise 
is another type of abrupt change that is not well 
understood or modeled and that poses a risk for 
the future. Recent observations show that melt-
ing on the surface of an ice sheet produces water 
that flows down through large cracks that create 
conduits through the ice to the base of the ice sheet 
where it lubricates ice previously frozen to the rock 
below.29 Further, the interaction with warm ocean 
water, where ice meets the sea, can lead to sudden 
losses in ice mass and accompanying rapid global 
sea-level rise. Observations indicate that ice loss 
has increased dramatically over the last decade, 
though scientists are not yet confident that they  
can project how the ice sheets will respond in  
the future. 

There are also concerns regarding the potential for 
abrupt release of methane from thawing of frozen 
soils, from the sea floor, and from wetlands in the 

tropics and the Arctic. While analyses suggest that 
an abrupt release of methane is very unlikely to oc-
cur within 100 years, it is very likely that warming 
will accelerate the pace of chronic methane emis-
sions from these sources, potentially increasing the 
rate of global temperature rise.106 

A third major area of concern regarding pos-
sible abrupt change involves the operation of the 
ocean currents that transport vast quantities of 
heat around the globe. One branch of the ocean 
circulation is in the North Atlantic. In this region, 
warm water flows northward from the tropics to 
the North Atlantic in the upper layer of the ocean, 
while cold water flows back from the North Atlan-
tic to the tropics in the ocean’s deep layers, creating 
a “conveyor belt” for heat. Changes in this circula-
tion have profound impacts on the global climate 
system, from changes in African and Indian mon-
soon rainfall, to atmospheric circulation relevant 
to hurricanes, to changes in climate over North 
America and Western Europe.

Recent findings indicate that it is very likely that 
the strength of this North Atlantic circulation will 
decrease over the course of this century in response 
to increasing greenhouse gases. This is expected 
because warming increases the melting of glaciers 
and ice sheets and the resulting runoff of fresh-
water to the sea. This additional water is virtually 
salt-free, which makes it less dense than sea water. 
Increased precipitation also contributes fresh, less-
dense water to the ocean. As a result, less surface 
water is dense enough to sink, thereby reducing the 
conveyor belt’s transport of heat. The best estimate 
is that the strength of this circulation will decrease 
25 to 30 percent in this century, leading to a reduc-
tion in heat transfer to the North Atlantic. It is 
considered very unlikely that this circulation would 
collapse entirely during the next 100 years or so, 
though it cannot be ruled out. While very unlikely, 
the potential consequences of such an abrupt event 
would be severe. Impacts would likely include 
sea-level rise around the North Atlantic of up to 2.5 
feet (in addition to the rise expected from thermal 
expansion and melting glaciers and ice sheets), 
changes in atmospheric circulation conditions that 
influence hurricane activity, a southward shift of 
tropical rainfall belts with resulting agricultural 
impacts, and disruptions to marine ecosystems.76 
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Global Climate Change Impacts in the United States National Climate Change

Key Messages:
U.S. average temperature has risen more than 2ºF over the past 50 years and is • 
projected to rise more in the future; how much more depends primarily on the 
amount of heat-trapping gases emitted globally and how sensitive the climate is 
to those emissions.
Precipitation has increased an average of about 5 percent over the past 50 years. • 
Projections of future precipitation generally indicate that northern areas will 
become wetter, and southern areas, particularly in the West, will become drier.
The amount of rain falling in the heaviest downpours has increased approximately • 
20 percent on average in the past century, and this trend is very likely to 
continue, with the largest increases in the wettest places.
Many types of extreme weather events, such as heat waves and regional • 
droughts, have become more frequent and intense during the past 40 to 50 years.  
The destructive energy of Atlantic hurricanes has increased in recent decades. • 
The intensity of these storms is likely to increase in this century. 
In the eastern Pacific, the strongest hurricanes have become stronger since the • 
1980s, even while the total number of storms has decreased.
Sea level has risen along most of the U.S. coast over the last 50 years, and will • 
rise more in the future. 
Cold-season storm tracks are shifting northward and the strongest storms are • 
likely to become stronger and more frequent.
Arctic sea ice is declining rapidly and this is very likely to continue.• 

National Climate Change

The maps show annual temperature difference 
from the 1961-1990 average for the 3 years that 
were the hottest on record in the United States: 
1998, 1934 and 2006 (in rank order). Red areas 
were warmer than average, blue were cooler 
than average. The 1930s were very warm in 
much of the United States, but they were not 
unusually warm globally. On the other hand, the 
warmth of 1998 and 2006, as for most years in 
recent decades, has been global in extent. 

Smith72

Key Sources

Like the rest of the world, the United States has been warming significantly 
over the past 50 years in response to the build up of heat-trapping gases in 
the atmosphere. When looking at national climate, however, it is important 
to recognize that climate responds to local, regional, and global factors. 
Therefore, national climate varies more than the average global climate. 
While various parts of the world have had particularly hot or cold periods 
earlier in the historical record, these periods have not been global in scale, 
whereas the warming of recent decades has been global in scale – hence the 
term global warming. It is also important to recognize that at both the global 
and national scales, year-to-year fluctuations in natural weather and climate 
patterns can produce a period that does not follow the long-term trend. Thus, 
each year will not necessarily be warmer than every year before it, though 
the warming trend continues.

From 1901 to 2008, each year’s temperature departure from the long-term average is 
one bar, with blue bars representing years cooler than the long-term average and red 
bars representing years warmer than that average. National temperatures vary much 
more than global temperatures, in part because of the moderating influence of the 
oceans on global temperatures. 

Annual Average Temperature 
(Departure from the 1901-2000 Average)

Smith72NOAA/NCDC107
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U.S. average temperature has risen 
more than 2°F over the past 50 years 
and is projected to rise more in the 
future; how much more depends 
primarily on the amount of heat-
trapping gases emitted globally  
and how sensitive the climate is to  
those emissions. 

The series of maps and thermometers on these two 
pages shows the magnitude of the observed and 
projected changes in annual average temperature. 
The map for the period around 2000 shows that 
most areas of the United States have warmed 1 to 
2°F compared to the 1960s and 1970s. Although 
not reflected in these maps of annual average tem-
perature, this warming has generally resulted  
in longer warm seasons and shorter, less intense 
cold seasons.

The remaining maps show projected warming over 
the course of this century under a lower emissions 
scenario and a higher emissions scenario91 (see 
Global Climate Change section, page 23). Tempera-

tures will continue to rise throughout the century 
under both emissions scenarios,91 although higher 
emissions result in more warming by the middle of 
the century and significantly more by the end of  
the century.

Temperature increases in the next couple of de-
cades will be primarily determined by past emis-
sions of heat-trapping gases. As a result, there is 
little difference in projected temperature between 
the higher and lower emissions scenarios91 in the 
near-term (around 2020), so only a single map is 
shown for this timeframe. Increases after the next 
couple of decades will be primarily determined by 
future emissions.90 This is clearly evident in greater 
projected warming in the higher emissions sce-
nario91 by the middle (around 2050) and end of this 
century (around 2090). 

On a seasonal basis, most of the United States is 
projected to experience greater warming in sum-
mer than in winter, while Alaska experiences far 
more warming in winter than summer.108

The maps and thermometers on this page and the next page show temperature differences (either measured or projected) from 
conditions as they existed during the period from 1961-1979. Comparisons to this period are made because the influence on climate 
from increasing greenhouse gas emissions has been greatest during the past five decades. The present-day map is based on the aver-
age observed temperatures from 1993-2008 minus the average from 1961-1979. Projected temperatures are based on results from 16 
climate models for the periods 2010-2029, 2040-2059, and 2080-2099. The brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes are possible. The mid-century and end-of-century maps show projections 
for both the higher and lower emission scenarios.91 The projection for the near-term is the average of the higher and lower emission 
scenarios91 because there is little difference in that timeframe.

Near-Term (2010-2029)  
Projected Average Change (°F)  

from 1961-1979 Baseline 

Present-Day (1993-2008)  
Average Change (°F)  
from 1961-1979 Baseline  

 

CMIP3-C109NOAA/NCDC107
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The average warming for the country as a whole is shown on the thermometers adjacent to each map. By the end 
of the century, the average U.S. temperature is projected to increase by approximately 7 to 11°F under the higher 
emissions scenario91 and by approximately 4 to 6.5°F under the lower emissions scenario.91 These ranges are due 
to differences among climate model results for the same emissions scenarios. Emissions scenarios even lower 
than the lower scenario shown here, such as the 450 ppm stabilization scenario described on pages 23-24, would 
yield lower temperature increases than those shown below.25

The maps on this page and the previous page are based on projections of future temperature by 16 of the Coupled Model 
Intercomparison Project Three (CMIP3) climate models using two emissions scenarios from the Intergovernmental Panel on Climate 
Change (IPCC), Special Report on Emission Scenarios (SRES).91 The “lower” scenario here is B1, while the “higher” is A2.91 The brackets 
on the thermometers represent the likely range of model projections, though lower or higher outcomes are possible. Additional 
information on these scenarios is on pages 22 and 23 in the previous section, Global Climate Change. These maps, and others in this 
report, show projections at national, regional, and sub-regional scales, using well-established techniques.110

CMIP3-C109CMIP3-C109

 Higher Emissions Scenario91 Projected Temperature Change (°F) 
from 1961-1979 Baseline

Mid-Century (2040-2059 average) End-of-Century (2080-2099 average)

 Lower Emissions Scenario91 Projected Temperature Change (°F)  
from 1961-1979 Baseline

Mid-Century (2040-2059 average) End-of-Century (2080-2099 average)

CMIP3-C109 CMIP3-C109
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cipitation generally indicate that northern areas will 
become wetter, and southern areas, particularly in 
the West, will become drier.97,108 

Confidence in projected changes is higher for 
winter and spring than for summer and fall. In 
winter and spring, northern areas are expected 
to receive significantly more precipitation than 
they do now, because the interaction of warm and 
moist air coming from the south with colder air 
from the north is projected to occur farther north 
than it did on average in the last century. The more 
northward incursions of warmer and moister air 
masses are expected to be particularly noticeable 
in northern regions that will change from very 
cold and dry atmospheric conditions to warmer but 
moister conditions.68 Alaska, the Great Plains, the 
upper Midwest, and the Northeast are beginning 
to experience such changes for at least part of the 
year, with the likelihood of these changes increas-
ing over time. 

In some northern areas, warmer conditions will re-
sult in more precipitation falling as rain and less as 
snow. In addition, potential water resource benefits 
from increasing precipitation could be countered 
by the competing influences of increasing evapo-
ration and runoff. In southern areas, significant 
reductions in precipitation are projected in winter 

and spring as the subtropical dry 
belt expands.108 This is particularly 
pronounced in the Southwest, 
where it would have serious rami-
fications for water resources.

Precipitation has increased an average 
of about 5 percent over the past 50 
years. Projections of future precipitation 
generally indicate that northern areas 
will become wetter, and southern  
areas, particularly in the West, will 
become drier. 

While precipitation over the United States as a 
whole has increased, there have been important 
regional and seasonal differences. Increasing trends 
throughout much of the year have been predomi-
nant in the Northeast and large parts of the Plains 
and Midwest. Decreases occurred in much of the 
Southeast in all but the fall season and in the North-
west in all seasons except spring. Precipitation also 
generally decreased during the summer and fall in 
the Southwest, while winter and spring, which are 
the wettest seasons in states such as California and 
Nevada, have had increases in precipitation.111

Future changes in total precipitation due to human-
induced warming are more difficult to project than 
changes in temperature. In some seasons, some 
areas will experience an increase in precipitation, 
other areas will experience a decrease, and others 
will see little discernible change. The difficulty 
arises in predicting the extent of those areas and the 
amount of change. Model projections of future pre-

Observed Change in Annual Average Precipitation
1958 to 2008

While U.S. annual average precipitation has increased about 5 percent over the past 50 
years, there have been important regional differences as shown above.

NOAA/NCDC111
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Projected Change in North American Precipitation
 by 2080-2099

The maps show projected future changes in precipitation relative to the recent past as simulated by 15 climate models. The simulations 
are for late this century, under a higher emissions scenario.91 For example, in the spring, climate models agree that northern areas are 
likely to get wetter, and southern areas drier. There is less confidence in exactly where the transition between wetter and drier areas 
will occur. Confidence in the projected changes is highest in the hatched areas.

CMIP3-A93
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The amount of rain falling in the heaviest 
downpours has increased approximately 20 
percent on average in the past century, and this 
trend is very likely to continue, with the largest 
increases in the wettest places.

One of the clearest precipitation trends in the United States is the 
increasing frequency and intensity of heavy downpours. This in-
crease was responsible for most of the observed increase in over-
all precipitation during the last 50 years. In fact, there has been 
little change or a decrease in the frequency of light and moderate 
precipitation during the past 30 years, while heavy precipita-
tion has increased. In addition, while total average precipitation 
over the nation as a whole increased by about 7 percent over the 
past century, the amount of precipitation falling in the heaviest 1 
percent of rain events increased nearly 20 percent.112

During the past 50 years, the greatest increases in heavy precipi-
tation occurred in the Northeast and the Midwest. There have 
also been increases in heavy downpours in the other regions of 
the continental United States, as well as Alaska, Hawaii, and 
Puerto Rico.112 

Climate models project continued increases in the heaviest downpours during this century, while the lightest pre-
cipitation is projected to decrease. Heavy downpours that are now 1-in-20-year occurrences are projected to occur 
about every 4 to 15 years by the end of this century, depending on location, and the intensity of heavy downpours is 
also expected to increase. The 1-in-20-year heavy downpour is expected to be between 10 and 25 percent heavier by 
the end of the century than it is now.112

Changes in these kinds of extreme weather and cli-
mate events are among the most serious challenges 
to our nation in coping with a changing climate. 

Many types of extreme weather 
events, such as heat waves and regional 
droughts, have become more frequent 
and intense during the past 40 to  
50 years. 

Many extremes and their associated impacts are 
now changing. For example, in recent decades 
most of North America has been experienc-
ing more unusually hot days and nights, fewer 
unusually cold days and nights, and fewer frost 
days. Droughts are becoming more severe in 
some regions. The power and frequency of 
Atlantic hurricanes have increased substan-
tially in recent decades. The number of North 
American mainland landfalling hurricanes does 

CCSP SAP 3.368

The figure shows projected changes from the 1990s average to the 
2090s average in the amount of precipitation falling in light, moderate, 
and heavy events in North America. Projected changes are displayed in 5 
percent increments from the lightest drizzles to the heaviest downpours. 
As shown here, the lightest precipitation is projected to decrease, while 
the heaviest will increase, continuing the observed trend. The higher 
emission scenario91 yields larger changes. Projections are based on the 
models used in the IPCC 2007 Fourth Assessment Report.

Projected Changes in Light, Moderate, and Heavy 
Precipitation (by 2090s)

Increases in Amounts of Very Heavy 
Precipitation (1958 to 2007)

The map shows percent increases in the amount falling 
in very heavy precipitation events (defined as the heavi-
est 1 percent of all daily events) from 1958 to 2007 for 
each region. There are clear trends toward more very 
heavy precipitation for the nation as a whole, and par-
ticularly in the Northeast and Midwest.

Updated from Groisman et al.113
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not appear to have increased over the past 
century. Outside the tropics, cold-season 
storm tracks are shifting northward and 
the strongest storms are becoming even 
stronger. These trends in storms outside the 
tropics are projected to continue throughout 
this century.68,112,114 

Drought
Like precipitation, trends in drought have 
strong regional variations. In much of the 
Southeast and large parts of the West, the 
frequency of drought has increased coinci-
dent with rising temperatures over the past 50 
years. In other regions, such as the Midwest 
and Great Plains, there has been a reduction 
in drought frequency. 

Although there has been an overall increase 
in precipitation and no clear trend in drought for 
the nation as a whole, increasing temperatures 
have made droughts more severe and widespread 
than they would have otherwise been. Without the 
observed increase in precipitation, higher tempera-
tures would have led to an increase in the area of 
the contiguous United States in severe to extreme 
drought, with some estimates of a 30 percent 
increase.112 In the future, droughts are likely to be-
come more frequent and severe in some regions.68 
The Southwest, in particular, is expected to experi-
ence increasing drought as changes in atmospheric 
circulation patterns cause the dry zone just outside 
the tropics to expand farther northward into the 
United States.97

Rising temperatures have also led to earlier melt-
ing of the snowpack in the western United States.40 
Because snowpack runoff is critical to the water 
resources in the western United States, changes in 
the timing and amount of runoff can exacerbate 
problems with already limited water supplies in  
the region. 

Heat waves
A heat wave is a period of several days to weeks 
of abnormally hot weather, often with high humid-
ity. During the 1930s, there was a high frequency 
of heat waves due to high daytime temperatures 
resulting in large part from an extended multi-year 
period of intense drought. By contrast, in the past 

3 to 4 decades, there has been an increasing trend 
in high-humidity heat waves, which are character-
ized by the persistence of extremely high nighttime 
temperatures.112 

As average temperatures continue to rise through-
out this century, the frequency of cold extremes 
will decrease and the frequency and intensity of 
high temperature extremes will increase.115 The 
number of days with high temperatures above 

Observed Spring Snowmelt Dates

Date of onset of spring runoff pulse. Reddish-brown circles indicate significant 
trends toward onsets more than 20 days earlier. Lighter circles indicate less advance 
of the onset. Blue circles indicate later onset. The changes depend on a number of 
factors in addition to temperature, including altitude and timing of snowfall.

USGS116

Projected Frequency of Extreme Heat
(2080-2099 Average)

Simulations for 2080-2099 indicate how currently rare extremes (a 
1-in-20-year event) are projected to become more commonplace. 
A day so hot that it is currently experienced once every 20 years 
would occur every other year or more frequently by the end of 
the century under the higher emissions scenario.91 

CMIP3-A93
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90°F is projected to increase throughout the country 
as illustrated in the maps on the left. Parts of the South 
that currently have about 60 days per year with tem-
peratures over 90°F are projected to experience 150 or 
more days a year above 90°F by the end of this century, 
under a higher emissions scenario.91 There is higher 
confidence in the regional patterns than in results for 
any specific location (see An Agenda for Climate Im-
pacts Science section).

With rising high temperatures, extreme heat waves that 
are currently considered rare will occur more fre-
quently in the future. Recent studies using an ensemble 
of models show that events that now occur once every 
20 years are projected to occur about every other year 
in much of the country by the end of this century. In 
addition to occurring more frequently, at the end of this 
century these very hot days are projected to be about 
10°F hotter than they are today.68 

The destructive energy of Atlantic 
hurricanes has increased in recent decades. 
The intensity of these storms is likely to 
increase in this century.

Of all the world’s tropical storm and hurricane basins, 
the North Atlantic has been the most thoroughly moni-
tored and studied. The advent of routine aircraft moni-
toring in the 1940s and the use of satellite observations 
since the 1960s have greatly aided monitoring of tropi-
cal storms and hurricanes. In addition, observations of 
tropical storm and hurricane strength made from island 
and mainland weather stations and from ships at sea 
began in the 1800s and continue today. Because of new 
and evolving observing techniques and technologies, 
scientists pay careful attention to ensuring consistency 
in tropical storm and hurricane records from the earli-
est manual observations to today’s automated mea-
surements. This is accomplished through collection, 
analysis, and cross-referencing of data from numer-
ous sources and, where necessary, the application of 
adjustment techniques to account for differences in 
observing and reporting methodologies through time. 
Nevertheless, data uncertainty is larger in the early 
part of the record. Confidence in the tropical storm and 
hurricane record increases after 1900 and is greatest 
during the satellite era, from 1965 to the present.112

The average number of days per year when the maximum tem-
perature exceeded 90°F from 1961-1979 (top) and the projected 
number of days per year above 90°F by the 2080s and 2090s for 
lower emissions (middle) and higher emissions (bottom).91 Much of 
the southern United States is projected to have more than twice 
as many days per year above 90°F by the end of this century.

Days Above 90°F

CMIP3-B117

CMIP3-B117

CMIP3-B117
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ocean heat content. This highlights the importance 
of understanding the broader changes occurring 
throughout the Atlantic Basin beyond the storms 
making landfall along the U.S. coast.112

Tropical storms and hurricanes develop and gain 
strength over warm ocean waters. As oceans 
warm, they provide a source of energy for hurri-
cane growth. During the past 30 years, annual sea 
surface temperatures in the main Atlantic hurricane 
development region increased nearly 2°F. This 

warming coincided with an increase in the 
destructive energy (as defined by the Power 
Dissipation Index, a combination of intensity, 
duration, and frequency) of Atlantic tropical 
storms and hurricanes. The strongest hurri-
canes (Category 4 and 5) have, in particular, 
increased in intensity.112 The graph below 
shows the strong correlation between hur-
ricane power and sea surface temperature in 
the Atlantic and the overall increase in both 
during the past 30 years. Climate models 
project that hurricane intensity will continue 
to increase, though at a lesser rate than that 
observed in recent decades.100

New evidence has emerged recently for other 
temperature related linkages that can help 

The total number of hurricanes and strongest hur-
ricanes (Category 4 and 5) observed from 1881 
through 2008 shows multi-decade periods of above 
average activity in the 1800s, the mid-1900s, and 
since 1995. The power and frequency of Atlantic 
hurricanes have increased substantially in recent 
decades.112 There has been little change in the total 
number of landfalling hurricanes, in part because 
a variety of factors affect whether a hurricane will 
make landfall. These include large-scale steer-
ing winds, atmospheric stability, wind shear, and 

Observed Relationship Between 
Sea Surface Temperatures and 

Hurricane Power in the North Atlantic Ocean

Observed sea surface temperature (blue) and the Power 
Dissipation Index (green), which combines frequency, intensity 
and duration for North Atlantic hurricanes.120 Hurricane rainfall 
and wind speeds are likely to increase in response to human-
caused warming. Analyses of model simulations suggest that 
for each 1.8ºF increase in tropical sea surface temperatures, 
rainfall rates will increase by 6 to 18 percent.68

Emanuel120

Atlantic Tropical Storms and Hurricanes

Top:  Tot a l  numbers o f 
N or t h  A t l a n t i c  n amed 
storms (tropical storms and 
hurricanes) (black) and total 
U.S. landfalling hurricanes 
(yellow) in 5-year periods 
based on annual data from 
1881 to 2008. The bar for the 
last 5-year period is based 
on the assumption that the 
level of activity from 2006 to 
2008 persists through 2010. 
In the era before satellites, 
indicated by the arrow above, 
the total number of named 
storms is less certain and 
has been adjusted upward to 
account for missing storms. 
Adjustments are based on relationships established during the satellite 
era between the number of observed storms and the number that 
would have been missed if satellite data had not been available. 
Bottom: Total number of strongest (Category 4 and 5) North Atlan-
tic basin hurricanes (purple) and strongest U.S. landfalling hurricanes 
(orange) in 5-year periods based on annual data from 1946 to 2008. 
The bar for the last 5-year period is based on the assumption that 
the level of activity from 2006 to 2008 persists through 2010. From 
1946 to the mid-1960s, as indicated by the arrow above, hurricane 
intensity was measured primarily by aircraft reconnaissance. Data 
prior to aircraft reconnaissance are not shown due to the greater 
uncertainty in estimates of a hurricane's maximum intensity. Satellites 
have increased the reliability of hurricane intensity estimates since 
the mid-1960s.  

NOAA121

Atlantic Basin
Strongest Hurricanes

NOAA121
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of model simulations suggest that for each 1.8°F 
increase in tropical sea surface temperatures, core 
rainfall rates will increase by 6 to 18 percent and 
the surface wind speeds of the strongest hurri-
canes will increase by about 1 to 8 percent.114 Even 
without further coastal development, storm surge 
levels and hurricane damages are likely to increase 
because of increasing hurricane intensity coupled 
with sea-level rise, the latter being a virtually cer-
tain outcome of the warming global climate.68

In the eastern Pacific, the strongest 
hurricanes have become stronger since 
the 1980s, even while the total number 
of storms has decreased.

Although on average more hurricanes form in the 
eastern Pacific than the Atlantic each year, cool 
ocean waters along the U.S. West Coast and atmo-
spheric steering patterns help protect the contigu-
ous U.S. from landfalls. Threats to the Hawaiian 
Islands are greater, but landfalling storms are rare 
in comparison to those of the U.S. East and Gulf 
Coasts. Nevertheless, changes in hurricane inten-
sity and frequency could influence the impact of 
landfalling Pacific hurricanes in the future.

The total number of tropical storms and hurricanes 
in the eastern Pacific on seasonal to multi-decade 
time periods is generally opposite to that observed 
in the Atlantic. For example, during El Niño events 
it is common for hurricanes in the Atlantic to be 
suppressed while the eastern Pacific is more active. 
This reflects the large-scale atmospheric circulation 
patterns that extend across both the Atlantic and the 
Pacific oceans.123,124

Within the past three decades the total number of 
tropical storms and hurricanes and their destructive 
energy have decreased in the eastern Pacific.68,124 
However, satellite observations have shown that 
like the Atlantic, the strongest hurricanes (the top 
5 percent), have gotten stronger since the early 
1980s.122,125 As ocean temperatures rise, the stron-
gest hurricanes are likely to increase in both the 
eastern Pacific and the Atlantic.68 

explain the increase in Atlantic hurricane activity. 
This includes the contrast in sea surface tempera-
ture between the main hurricane development 
region and the broader tropical ocean.99,118,119  
Other causes beyond the rise in ocean temperature, 
such as atmospheric stability and circulation,  
can also influence hurricane power. For these and 
other reasons, a confident assessment requires 
further study.68 

Evidence of increasing hurricane strength in the 
Atlantic and other oceans with linkages to rising 
sea surface temperatures is also supported by satel-
lite records dating back to 1981. An increase in the 
maximum wind speeds of the strongest hurricanes 
has been documented and linked to increasing sea 
surface temperatures.122

Projections are that sea surface temperatures in the 
main Atlantic hurricane development region will 
increase at even faster rates during the second half 
of this century under higher emissions scenarios. 

This highlights the need to better understand the 
relationship between increasing temperatures 
and hurricane intensity. As ocean temperatures 
continue to increase in the future, it is likely that 
hurricane rainfall and wind speeds will increase 
in response to human-caused warming.68 Analyses 

Observed and Projected Sea 
Surface Temperature Change 
Atlantic Hurricane Formation Region 

Observed (black) and projected temperatures (blue = lower scenario;  
red = higher scenario) in the Atlantic hurricane formation region. Increased 
intensity of hurricanes is linked to rising sea surface temperatures in the 
region of the ocean where hurricanes form. The shaded areas show the 
likely ranges while the lines show the central projections from a set of 
climate models.

CMIP3-A93
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Sea level has risen along most of the 
U.S. coast over the past 50 years, and 
will rise more in the future. 

Recent global sea-level rise has been caused by the 
warming-induced expansion of the oceans, ac-
celerated melting of most of the world’s glaciers, 
and loss of ice on the Greenland and Antarctic ice 
sheets.37 There is strong evidence that global sea 
level is currently rising at an increased rate.37,126 A 
warming global climate will cause further sea-
level rise over this century and beyond.90,105 

During the past 50 years, sea level has risen up to 
8 inches or more along some coastal areas of the 
United States, and has fallen in other locations. 
The amount of relative sea-level rise experienced 
along different parts of the U.S. coast depends on 
the changes in elevation of the land that occur as a 
result of subsidence (sinking) or uplift (rising), as 
well as increases in global sea level due to warm-
ing. In addition, atmospheric and oceanic circula-
tion, which will be affected by climate change, will 
influence regional sea level. Regional differences 

Relative Sea-Level Changes on U.S. Coastlines, 1958 to 2008

Observed changes in relative sea level from 1958 to 2008 for locations on the U.S. coast. Some areas along the Atlantic 
and Gulf coasts saw increases greater than 8 inches over the past 50 years. 

Updated from Zervas127

in sea-level rise are also expected to be related to 
where the meltwater originates.104 

Human-induced sea-level rise is occurring globally. 
Large parts of the Atlantic Coast and Gulf of Mexico 
Coast have experienced significantly higher rates of 
relative sea-level rise than the global average during 
the last 50 years, with the local differences mainly 
due to land subsidence.127 Portions of the Northwest 
and Alaska coast have, on the other hand, experi-
enced slightly falling sea level as a result of long-
term uplift as a consequence of glacier melting and 
other geological processes.

Regional variations in relative sea-level rise are 
expected in the future. For example, assuming 
historical geological forces continue, a 2-foot rise in 
global sea level (which is within the range of recent 
estimates) by the end of this century would result 
in a relative sea-level rise of 2.3 feet at New York 
City, 2.9 feet at Hampton Roads, Virginia, 3.5 feet at 
Galveston, Texas, and 1 foot at Neah Bay in Wash-
ington state.128 
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moisture and thus heavier snowstorms. Among re-
cent extreme lake-effect snow events was a Febru-
ary 2007 10-day storm total of over 10 feet of snow 
in western New York state. Climate models suggest 
that lake-effect snowfalls are likely to increase over 
the next few decades.130 In the longer term, lake-
effect snows are likely to decrease as temperatures 
continue to rise, with the precipitation then falling 
as rain.129 

Tornadoes and severe thunderstorms
Reports of severe weather including tornadoes and 
severe thunderstorms have increased during the 
past 50 years. However, the increase in the number 
of reports is widely believed to be due to improve-
ments in monitoring technologies such as Doppler 
radars combined with changes in population and 
increasing public awareness. When adjusted to ac-
count for these factors, there is no clear trend in the 
frequency or strength of tornadoes since the 1950s 
for the United States as a whole.112

The distribution by intensity for the strongest 10 
percent of hail and wind reports is little changed, 
providing no evidence of an observed increase in 
the severity of events.112 Climate models project 
future increases in the frequency of environmental 
conditions favorable to severe thunderstorms.131 But 
the inability to adequately model the small-scale 
conditions involved in thunderstorm development 
remains a limiting factor in projecting the future 
character of severe thunderstorms and other small-
scale weather phenomena.68

Cold-season storm tracks are shifting 
northward and the strongest storms are 
likely to become stronger and  
more frequent. 

Large-scale storm systems are the dominant 
weather phenomenon during the cold season in 
the United States. Although the analysis of these 
storms is complicated by a relatively short length of 
most observational records and by the highly vari-
able nature of strong storms, some clear patterns 
have emerged.112

Storm tracks have shifted northward over the 
last 50 years as evidenced by a decrease in the 
frequency of storms in mid-latitude areas of the 
Northern Hemisphere, while high-latitude activity 
has increased. There is also evidence of an increase 
in the intensity of storms in both the mid- and high-
latitude areas of the Northern Hemisphere, with 
greater confidence in the increases occurring in 
high latitudes.112 The northward shift is projected to 
continue, and strong cold season storms are likely 
to become stronger and more frequent, with greater 
wind speeds and more extreme wave heights.68

Snowstorms
The northward shift in storm tracks is reflected 
in regional changes in the frequency of snow-
storms. The South and lower Midwest saw reduced 
snowstorm frequency during the last century. In 
contrast, the Northeast and upper Midwest saw 
increases in snowstorms, although considerable 
decade-to-decade variations were present in all 
regions, influenced, for example, by the frequency 
of El Niño events.112

There is also evidence of an increase in lake-effect 
snowfall along and near the southern and eastern 
shores of the Great Lakes since 1950.97 Lake-effect 
snow is produced by the strong flow of cold air 
across large areas of relatively warmer ice-free 
water. As the climate has warmed, ice coverage on 
the Great Lakes has fallen. The maximum seasonal 
coverage of Great Lakes ice decreased at a rate of 
8.4 percent per decade from 1973 through 2008, 
amounting to a roughly 30 percent decrease in ice 
coverage (see Midwest region). This has created 
conditions conducive to greater evaporation of 

Areas in New York state east of Lake Ontario received  
over 10 feet of lake-effect snow during a 10-day period 
in early February 2007.
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Arctic sea ice is declining rapidly and 
this is very likely to continue. 

Sea ice is a very important part of the climate 
system. In addition to direct impacts on coastal 
areas of Alaska, it more broadly affects surface 
reflectivity, ocean currents, cloudiness, humid-
ity, and the exchange of heat and moisture at the 
ocean’s surface. Open ocean water is darker in 
color than sea ice, which causes it to absorb more 
of the Sun’s heat, which increases the warming of 
the water even more.40,132 

The most complete record of sea ice is provided 
by satellite observations of sea ice extent since the 
1970s. Prior to that, aircraft, ship, and coastal ob-
servations in the Arctic make it possible to extend 
the record of Northern Hemisphere sea ice extent 
back to at least 1900, although there is a lower 
level of confidence in the data prior to 1953.40 

Arctic sea ice extent has fallen at a rate of 3 to 4 
percent per decade over the last three decades. 
End-of-summer Arctic sea ice has fallen at an 
even faster rate of more than 11 percent per 
decade in that time. The observed decline in 
Arctic sea ice has been more rapid than projected 
by climate models.133 Year-to-year changes in 
sea ice extent and record low amounts are influenced by natural variations in atmospheric pressure and 
wind patterns.134 However, clear linkages between rising greenhouse gas concentrations and declines in 
Arctic sea ice have been identified in the climate record as far back as the early 1990s.61 The extreme loss 

in Arctic sea ice that occurred in 2007 would not 
have been possible without the long-term reductions 
that have coincided with a sustained increase in the 
atmospheric concentration of carbon dioxide and the 
rapid rise in global temperatures that have occurred 
since the mid-1970s.135 Although the 2007 record 
low was not eclipsed in 2008, the 2008 sea ice extent 
is well below the long-term average, reflecting a 
continuation of the long-term decline in Arctic sea 
ice. In addition, the total volume of Arctic sea ice 
in 2008 was likely a record low because the ice was 
unusually thin.136

It is expected that declines in Arctic sea ice will 
continue in the coming decades with year-to-year 
fluctuations influenced by natural atmospheric vari-
ability. The overall rate of decline will be influenced 
mainly by the rate at which carbon dioxide and other 
greenhouse gas concentrations increase.137 

Arctic Sea Ice Extent
Annual Average

Observations of annual average Arctic sea ice extent for 
the period 1900 to 2008. The gray shading indicates less 
confidence in the data before 1953. 

Johannessen135; Fetterer et al.139 

Arctic Sea Ice 
Annual Minimum

Arctic sea ice reaches its annual minimum in September. The 
satellite images above show September Arctic sea ice in 1979, 
the first year these data were available, and 2007.

NASA/GSFC138

NASA/GSFC138
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U.S. Emission and Absorption of Heat-Trapping Gases

Since the industrial revolution, the United States has been 
the world’s largest emitter of heat-trapping gases. With 
4.5 percent of world's population, the United States is 
responsible for about 28 percent of the human-induced 
heat-trapping gases in the atmosphere today.136 Although 
China has recently surpassed the United States in current 
total annual emissions, per capita emissions remain much 
higher in the United States. Carbon dioxide, the most 
important of the heat-trapping gases produced directly by 
human activities, is a cumulative problem because it has a 
long atmospheric lifetime. Roughly one-half of the carbon 
dioxide released from fossil fuel burning remains in the 
atmosphere after 100 years, and roughly one-fifth of it 
remains after 1,000 years.90 

U.S. carbon dioxide emissions grew dramatically over the past century. These emissions come almost 
entirely from burning fossil fuels. These sources of carbon dioxide are one side of the equation and on the 
other side are “sinks” that take up carbon dioxide. The growth of trees and other plants is an important 
natural carbon sink. In recent years, it is estimated that about 20 percent of U.S. carbon dioxide emissions 
have been offset by U.S. forest growth and other sinks (see figure below).140 It is not known whether 
U.S. forests and other sinks will continue to take up roughly this amount of carbon dioxide in the future 
as climate change alters carbon release and uptake. For example, a warming-induced lengthening of the 
growing season would tend to increase carbon uptake. On the other hand, the increases in forest fires and 
in the decomposition rate of dead plant matter would decrease uptake, and might convert the carbon sink 
into a source.140

The amount of carbon released and taken up by natural sources varies considerably from year to year 
depending on climatic and other conditions. For example, fires release carbon dioxide, so years with many 
large fires result in more carbon release and less uptake as natural sinks (the vegetation) are lost. Similarly, 

the trees destroyed by intense 
storms or droughts release carbon 
dioxide as they decompose, and the 
loss results in reduced strength of 
natural sinks until regrowth is well 
underway. For example, Hurricane 
Katrina killed or severely damaged 
over 320 million large trees. As these 
trees decompose over the next few 
years, they will release an amount 
of carbon dioxide equivalent to 
that taken up by all U.S. forests in 
a year.112 The net change in carbon 
storage in the long run will depend 
on how much is taken up by the 
regrowth as well as how much was 
released by the original disturbance.

U.S. carbon dioxide emissions and uptake in millions of tons of carbon per 
year in 2003. The bar marked “Emitted” indicates the amount of carbon as 
carbon dioxide added to the atmosphere from U.S. emissions. The bars marked 
“Absorbed” indicate amounts of carbon as carbon dioxide removed from the 
atmosphere. The thin lines on each bar indicate estimates of uncertainty.

Modified from CCSP SAP 2.2140

Marland et al.141

U.S. annual emissions of CO2 from fossil-fuel use.141
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Key Messages:
Climate change has already altered, and will continue to alter, the water cycle, • 
affecting where, when, and how much water is available for all uses.
Floods and droughts are likely to become more common and more intense as • 
regional and seasonal precipitation patterns change, and rainfall becomes more 
concentrated into heavy events (with longer, hotter dry periods in between).

   Precipitation and runoff are likely to increase in the Northeast and Midwest • 
in winter and spring, and decrease in the West, especially the Southwest, in 
spring and summer. 
In areas where snowpack dominates, the timing of runoff will continue to shift • 
to earlier in the spring and flows will be lower in late summer.
Surface water quality and groundwater quantity will be affected by a changing • 
climate.
Climate change will place additional burdens on already stressed water • 
systems.
The past century is no longer a reasonable guide to the future for water • 
management.

Changes in the water cycle, which are consistent 
with the warming observed over the past several 
decades, include: 

changes in precipitation patterns and intensity • 
changes in the incidence of drought• 
widespread melting of snow and ice• 
increasing atmospheric water vapor• 
increasing evaporation• 
increasing water temperatures• 
reductions in lake and river ice• 
changes in soil moisture and runoff• 

For the future, marked regional differences are 
projected, with increases in annual precipitation, 
runoff, and soil moisture in much of the Midwest 
and Northeast, and declines in much of the West, 
especially the Southwest. 

The impacts of climate change include too little wa-
ter in some places, too much water in other places, 
and degraded water quality. Some locations are ex-
pected to be subject to all of these conditions during 
different times of the year. Water cycle changes are 
expected to continue and to adversely affect energy 
production and use, human health, transportation, 
agriculture, and ecosystems (see table on page 50).142

Climate change has already altered, and 
will continue to alter, the water cycle, 
affecting where, when, and how much 
water is available for all uses.

Substantial changes to the water cycle are expected 
as the planet warms because the movement of water 
in the atmosphere and oceans is one of the primary 
mechanisms for the redistribution of heat around the 
world. Evidence is mounting that human-induced 
climate change is already altering many of the exist-
ing patterns of precipitation in the United States, 
including when, where, how much, and what kind of 
precipitation falls.68,142 A warmer climate increases 
evaporation of water from land and sea, and allows 
more moisture to be held in the atmosphere. For ev-
ery 1°F rise in temperature, the water holding capac-
ity of the atmosphere increases by about 4 percent.49 Skagit River and surrounding mountains in the Northwest

Key Sources
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In addition, changes in atmospheric circulation will tend to move storm tracks northward with the result that dry 
areas will become drier and wet areas wetter. Hence, the arid Southwest is projected to experience longer and more 
severe droughts from the combination of increased evaporation and reductions in precipitation.108 

The additional atmospheric moisture 
contributes to more overall precipita-
tion in some areas, especially in much 
of the Northeast, Midwest, and Alas-
ka. Over the past 50 years, precipita-
tion and streamflow have increased in 
much of the Northeast and Midwest, 
with a reduction in drought duration 
and severity. Much of the South-
east and West has had reductions in 
precipitation and increases in drought 
severity and duration, especially in 
the Southwest. 

In most areas of the country, the frac-
tion of precipitation falling as rain 
versus snow has increased during 
the last 50 years. Despite this general 
shift from snow to rain, snowfalls 

Projected Changes in the Water Cycle

The water cycle exhibits many changes as the Earth warms. Wet and dry areas respond differently. NOAA/NCDC 

Changes in Snowfall Contributions to Wintertime Precipitation 
1949 to 2005

Trends in winter snow-to-total precipitation ratio from 1949 to 2005. Red circles indicate 
less snow, while blue squares indicate more snow. Large circles and squares indicate 
the most significant trends.143 Areas south of 37ºN latitude were excluded from the 
analysis because most of that area receives little snowfall. White areas above that line 
have inadequate data for this analysis. 

Feng and Hu143



42 43

Global Climate Change Impacts in the United States Water Resources

42 43

Global Climate Change Impacts in the United States Water Resources

Observed Water-Related Changes During the Last Century142

Observed Change Direction of Change Region Affected
One to four week earlier peak streamflow 
due to earlier warming-driven snowmelt

Earlier West and Northeast

Proportion of precipitation falling as snow Decreasing West and Northeast

Duration and extent of snow cover Decreasing Most of the United States

Mountain snow water equivalent Decreasing West

Annual precipitation Increasing Most of the United States

Annual precipitation Decreasing Southwest

Frequency of heavy precipitation events Increasing Most of the United States

Runoff and streamflow Decreasing
Colorado and Columbia River 
Basins

Streamflow Increasing Most of East

Amount of ice in mountain glaciers Decreasing
U.S. western mountains, 
Alaska

Water temperature of lakes and streams Increasing Most of the United States

Ice cover on lakes and rivers Decreasing Great Lakes and Northeast

Periods of drought Increasing Parts of West and East

Salinization of surface waters Increasing Florida, Louisiana

Widespread thawing of permafrost Increasing Alaska

Observed Drought Trends 1958 to 2007

Trends in end-of-summer drought as measured by the Palmer Drought Severity Index from 1958 to  
2007 in each of 344 U.S. climate divisions.144 Hatching indicates significant trends.

Guttman and Quayle144
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along the downwind coasts of the Great Lakes 
have increased. Factors contributing to this 
increase include reduced ice cover due to 
warming, which lengthens the period of open 
water. In addition, cold air moving over rela-
tively warm, open lake water induces strong 
evaporation, often causing heavy lake-effect 
snow. Heavy snowfall and snowstorm fre-
quency have increased in many northern parts 
of the United States. In the South however, 
where temperatures are already marginal for 
heavy snowfall, climate warming has led to 
a reduction in heavy snowfall and snowstorm 
frequency. These trends suggest a northward 
shift in snowstorm occurrence.68

Floods and droughts are likely to 
become more common and more 
intense as regional and seasonal 
precipitation patterns change, and 
rainfall becomes more concentrated 
into heavy events (with longer, 
hotter dry periods in between).

While it sounds counterintuitive, a warmer 
world produces both wetter and drier conditions. 
Even though total global precipitation increases, the 
regional and seasonal distribution of precipitation 
changes, and more precipitation comes in heavier 
rains (which can cause flooding) rather than light 
events. In the past century, averaged over the 
United States, total precipitation has increased by 
about 7 percent, while the heaviest 1 percent of rain 
events increased by nearly 20 percent.68 This has 
been especially noteworthy in the Northeast, where 
the annual number of days with very heavy precipi-
tation has increased most in the past 50 years, as 
shown in the adjacent figure. Flooding often occurs 
when heavy precipitation persists for weeks to 
months in large river basins. Such extended periods 
of heavy precipitation have also been increasing 
over the past century, most notably in the past two 
to three decades in the United States.112 

Observations also show that over the past several 
decades, extended dry periods have become more 
frequent in parts of the United States, especially 
the Southwest and the eastern United States.146,147 
Longer periods between rainfalls, combined with 

Increases in the Number of Days with  
Very Heavy Precipitation (1958 to 2007)

The map shows the percentage increases in the average number 
of days with very heavy precipitation (defined as the heaviest  
1 percent of all events) from 1958 to 2007 for each region. There 
are clear trends toward more days with very heavy precipitation 
for the nation as a whole, and particularly in the Northeast  
and Midwest. 

Updated from Groisman et al.145

higher air temperatures, dry out soils and vegeta-
tion, causing drought. 

For the future, precipitation intensity is projected 
to increase everywhere, with the largest increases 
occurring in areas in which average precipitation 
increases the most. For example, the Midwest and 
Northeast, where total precipitation is expected 
to increase the most, would also experience the 
largest increases in heavy precipitation events. The 
number of dry days between precipitation events 
is also projected to increase, especially in the more 
arid areas. Mid-continental areas and the Southwest 
are particularly threatened by future drought. The 
magnitude of the projected changes in extremes is 
expected to be greater than changes in averages, 
and hence detectable sooner.49,68,90,142,148  
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Precipitation and runoff are likely 
to increase in the Northeast and 
Midwest in winter and spring,  
and decrease in the West, 
especially the Southwest, in  
spring and summer. 

Runoff, which accumulates as streamflow, 
is the amount of precipitation that is not 
evaporated, stored as snowpack or soil 
moisture, or filtered down to groundwater. 
The proportion of precipitation that runs off 
is determined by a variety of factors includ-
ing temperature, wind speed, humidity, solar 
intensity at the ground, vegetation, and soil 
moisture. While runoff generally tracks 
precipitation, increases and decreases in 
precipitation do not necessarily lead to equal 
increases and decreases in runoff. For ex-
ample, droughts cause soil moisture reduc-
tions that can reduce expected runoff until 
soil moisture is replenished. Conversely, water-sat-
urated soils can generate floods with only moderate 
additional precipitation. During the last century, 
consistent increases in precipitation have been 
found in the Midwest and Northeast along with 
increased runoff.149,150 Climate models consistently 
project that the East will experience increased run-
off, while there will be substantial declines in the 
interior West, especially the Southwest. Projections 
for runoff in California and other parts of the West 
also show reductions, although less than in the 
interior West. In short, wet areas are projected to 
get wetter and dry areas drier. Climate models also 
consistently project heat-related summer soil 
moisture reductions in the middle of  
the continent.115,142,146,149 

In areas where snowpack 
dominates, the timing of runoff will 
continue to shift to earlier in the 
spring and flows will be lower in 
late summer.

Large portions of the West and some ar-
eas in the Northeast rely on snowpack as a 
natural reservoir to hold winter precipita-
tion until it later runs off as streamflow in 
spring, summer, and fall. Over the last 50 

years, there have been widespread temperature-
related reductions in snowpack in the West, with 
the largest reductions occurring in lower elevation 
mountains in the Northwest and California where 
snowfall occurs at temperatures close to the freez-
ing point.142,153 The Northeast has also experienced 
snowpack reductions during a similar period. 
Observations indicate a transition to more rain and 
less snow in both the West and Northeast in the last 
50 years.143,154-156 Runoff in snowmelt-dominated 
areas is occurring up to 20 days earlier in the West, 
and up to 14 days earlier in the Northeast.157,158 Fu-
ture projections for most snowmelt-dominated ba-
sins in the West consistently indicate earlier spring 

Simulated Changes in Annual Runoff Pattern

General schematic of changes in the annual pattern of runoff for snowmelt-
dominated streams. Compared to the historical pattern, runoff peak is projected 
to shift to earlier in the spring and late summer flows are expected to be lower. The 
above example is for the Green River, which is part of the Colorado River watershed.

Christensen et al.152

Projected Changes in Annual Runoff

Projected changes in median runoff for 2041-2060, relative to a 1901-1970 
baseline, are mapped by water-resource region. Colors indicate percentage 
changes in runoff. Hatched areas indicate greater confidence due to strong 
agreement among model projections. White areas indicate divergence among 
model projections. Results are based on emissions in between the lower and 
higher emissions scenarios.91 

Milly et al.151
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Surface water quality and groundwater 
quantity will be affected by a  
changing climate.

Changes in water quality
Increased air temperatures lead to higher water 
temperatures, which have already been detected in 
many streams, especially during low-flow periods. 
In lakes and reservoirs, higher water temperatures 
lead to longer periods of summer stratification 
(when surface and bottom waters do not mix). 
Dissolved oxygen is reduced in lakes, reservoirs, 
and rivers at higher temperatures. Oxygen is an 
essential resource for many living things, and its 
availability is reduced at higher temperatures both 
because the amount that can be dissolved in water 
is lower and because respiration rates of living 
things are higher. Low oxygen stresses aquatic 
animals such as coldwater fish and the insects and 
crustaceans on which they feed.142 Lower oxygen 
levels also decrease the self-purification capabili-
ties of rivers.

The negative effects of water pollution, includ-
ing sediments, nitrogen from agriculture, disease 
pathogens, pesticides, herbicides, salt, and ther-
mal pollution, will be amplified by observed and 
projected increases in precipitation intensity and 
longer periods when streamflows are low.146 The 
U.S. Environmental Protection Agency expects the 
number of waterways considered “impaired” by 
water pollution to increase.162 Heavy downpours 
lead to increased sediment in runoff and outbreaks 
of waterborne diseases.163,164 Increases in pollution 
carried to lakes, estuaries, and the coastal ocean, 
especially when coupled with increased tempera-
ture, can result in blooms of harmful algae and 
bacteria. However, pollution has the potential  
of being diluted in regions that experience  
increased streamflow.

Water-quality changes during the last century were 
probably due to causes other than climate change, 
primarily changes in pollutants.149 

Changes in groundwater
Many parts of the United States are heavily de-
pendent on groundwater for drinking, residential, 
and agricultural water supplies.164 How climate 
change will affect groundwater is not well known, 

runoff, in some cases up to 60 days earlier.157,159 For 
the Northeast, projections indicate spring runoff 
will advance by up to 14 days.150 Earlier runoff 
produces lower late-summer streamflows, which 
stress human and environmental systems through 
less water availability and higher water tempera-
tures.145 Scientific analyses to determine the causes 
of recent changes in snowpack, runoff timing, and 
increased winter temperatures have attributed these 
changes to human-caused climate change.34,160,161 

Trends in Peak Streamflow Timing

Top map shows changes in runoff timing in snowmelt-driven streams 
from 1948 to 2002 with red circles indicating earlier runoff, and blue 
circles indicating later runoff. Bottom map shows projected changes 
in snowmelt-driven streams by 2080-2099, compared to 1951-1980, 
under a higher emissions scenario.91

Stewart et al.157
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but increased water demands by society in regions 
that already rely on groundwater will clearly stress 
this resource, which is often drawn down faster 
than it can be recharged.164 In many locations, 
groundwater is closely connected to surface water 
and thus trends in surface water supplies over time 
affect groundwater. Changes in the water cycle that 
reduce precipitation or increase evaporation and 
runoff would reduce the amount of water avail-
able for recharge. Changes in vegetation and soils 
that occur as temperature changes or due to fire or 
pest outbreaks are also likely to affect recharge by 
altering evaporation and infiltration rates. More 
frequent and larger floods are likely to increase 
groundwater recharge in semi-arid and arid areas, 

where most recharge occurs through dry stream-
beds after heavy rainfalls and floods.142 

Sea-level rise is expected to increase saltwater 
intrusion into coastal freshwater aquifers, making 
some unusable without desalination.146 Increased 
evaporation or reduced recharge into coastal 
aquifers exacerbates saltwater intrusion. Shallow 
groundwater aquifers that exchange water with 
streams are likely to be the most sensitive part of 
the groundwater system to climate change. Small 
reductions in groundwater levels can lead to large 
reductions in streamflow and increases in ground-
water levels can increase streamflow.165 Further, 
the interface between streams and groundwater is 
an important site for pollution removal by microor-
ganisms. Their activity will change in response to 
increased temperature and increased or decreased 
streamflow as climate changes, and this will affect 
water quality. Like water quality, research on the 
impacts of climate change on groundwater has  
been minimal.149 

Climate change will place additional 
burdens on already stressed  
water systems.

In many places, the nation’s water systems are al-
ready taxed due to aging infrastructure, population 
increases, and competition among water needs for 

farming, municipalities, hydropower, recre-
ation, and ecosystems.167-169 Climate change 
will add another factor to existing water 
management challenges, thus increasing 
vulnerability.170 The U.S. Bureau of Recla-
mation has identified many areas in the West 
that are already at risk for serious conflict 
over water, even in the absence of climate 
change171 (see figure next page). 

Adapting to gradual changes, such as 
changes in average amounts of precipitation, 
is less difficult than adapting to changes in 
extremes. Where extreme events, such as 
droughts or floods, become more intense or 
more frequent with climate change, the eco-
nomic and social costs of these events will 
increase.172 Water systems have life spans 
of many years and are designed with spare 

Heavy rain can cause sediments to become suspended in water, 
reducing its quality, as seen in the brown swath above in New 
York City’s Ashokan reservoir following Hurricane Floyd in 
September 1999.

Lake Superior Summer Air and Water Temperatures
1979 to 2006

The recent large jump in summer water temperature is related to the 
recent large reduction in ice cover (see Midwest region).

Austin and Colman166
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capacity. These systems are thus able to cope with small changes in average conditions.172 Water resource 
planning today considers a broad range of stresses and hence adaptation to climate change will be one factor 
among many in deciding what actions will be taken to minimize vulnerability.172-174

 
Rapid regional population growth
The U.S. population is estimated to have grown to more than 300 million people, nearly a 7 percent increase 
since the 2000 Census. Current Census Bureau projections are for this growth rate to continue, with the 
national population projected to reach 350 million by 2025 and 420 
million by 2050. The highest rates of population growth to 2025 are 
projected to occur in areas such as the Southwest that are at risk for 
reductions in water supplies due to climate change.167

Aging water infrastructure
The nation’s drinking water and wastewater infrastructure is aging. 
In older cities, some buried water mains are over 100 years old and 
breaks of these lines are a significant problem. Sewer overflows re-
sulting in the discharge of untreated wastewater also occur frequently. 
Heavier downpours will exacerbate existing problems in many cities, 
especially where stormwater catchments and sewers are combined. 
Drinking water and sewer infrastructure is very expensive to install and maintain. Climate change will 
present a new set of challenges for designing upgrades to the nation’s water delivery and sewage  
removal infrastructure.168

Existing water disputes across
the country
Many locations in the United States are 
already undergoing water stress. The Great 
Lakes states are establishing an interstate 
compact to protect against reductions in 
lake levels and potential water exports. 
Georgia, Alabama, and Florida are in a 
dispute over water for drinking, recreation, 
farming, environmental purposes, and 
hydropower in the Apalachicola–Chatta-
hoochee–Flint River system.175,176 

The State Water Project in California is 
facing a variety of problems in the Sacra-
mento Delta, including endangered species, 
saltwater intrusion, and potential loss of 
islands due to flood- or earthquake-caused 
levee failures.177-182 A dispute over endan-
gered fish in the Rio Grande has been on-
going for many years.183 The Klamath River 
in Oregon and California has been the 
location of a multi-year disagreement over 
native fish, hydropower, and farming.184,185 
The Colorado River has been the site of 
numerous interstate quarrels over the last 
century.186,187 Large, unquantified Native 

Potential Water Supply Conflicts by 2025

USBR171

The map shows regions in the West where water supply conflicts are likely to occur 
by 2025 based on a combination of factors including population trends and potential 
endangered species’ needs for water. The red zones are where the conflicts are 
most likely to occur. This analysis does not factor in the effects of climate change, 
which is expected to exacerbate many of these already-identified issues.171 

Damage to the city water system in Asheville, 
North Carolina, due to heavy rain in 2004.
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American water rights challenge existing uses in 
the West (see Southwest region).188 By changing 
the existing patterns of precipitation and runoff, 
climate change will add another stress to  
existing problems. 

Changing water demands
Water demands are expected to change with in-
creased temperatures. Evaporation is projected to 
increase over most of the United States as tempera-
tures rise. Higher temperatures and longer dry peri-
ods are expected to lead to increased water demand 
for irrigation. This may be partially offset by more 
efficient use of water by plants due to rising atmo-
spheric carbon dioxide. Higher temperatures are 
projected to increase cooling water withdrawals by 
electrical generating stations. In addition, greater 
cooling requirements in summer will increase elec-
tricity use, which in turn will require more cooling 
water for power plants. Industrial and municipal 
demands are expected to increase slightly.146

The past century is no longer a 
reasonable guide to the future for  
water management.

Water planning and management have been based 
on historical fluctuations in records of stream 
flows, lake levels, precipitation, temperature, 
and water demands. All aspects of water 
management including reservoir sizing, 
reservoir flood operations, maximum urban 
stormwater runoff amounts, and projected 
water demands have been based on these 
records. Water managers have proven adept 
at balancing supplies and demand through 
the significant climate variability of the 
past century.142 Because climate change 
will significantly modify many aspects 
of the water cycle, the assumption of an 
unchanging climate is no longer appropriate 
for many aspects of water planning. Past 
assumptions derived from the historical 
record about supply and demand will need to 
be revisited for existing and proposed water 
projects.142,151,174

Drought studies that consider the past 1,200 
years indicate that in the West, the last 

century was significantly wetter than most other 
centuries. Multi-decade “megadroughts” in the 
years 900 to 1300 were substantially worse than 
the worst droughts of the last century, including 
the Dust Bowl era. The causes of these events are 
only partially known; if they were to reoccur, they 
would clearly stress water management, even in the 
absence of climate change (see figure below).97,149,189 

The intersection of substantial changes in the water 
cycle with multiple stresses such as population 
growth and competition for water supplies means 
that water planning will be doubly challenging. 
The ability to modify operational rules and water 
allocations is likely to be critical for the protection 
of infrastructure, for public safety, to ensure reli-
ability of water delivery, and to protect the environ-
ment. There are, however, many institutional and 
legal barriers to such changes in both the short and 
long term.190 Four examples:

The allocation of the water in many interstate • 
rivers is governed by compacts, international 
treaties, federal laws, court decrees, and other 
agreements that are difficult to modify. 

Reservoir operations are governed by “rule • 
curves” that require a certain amount of space 
to be saved in a reservoir at certain times of 

Long-Term Aridity Changes in the West

The black line shows the percentage of the area affected by drought (Palmer 
Drought Severity Index less than –1) in the West over the past 1,200 years. 
The red line indicates the average drought area in the years 900 to 1300. The 
blue horizontal line in the yellow box indicates the average during the period 
from 1900 to 2000, illustrating that the most recent period, during which 
population and water infrastructure grew rapidly in the West, was wetter 
than the long-term average (thin horizontal black line).189 Droughts shown in 
the period 1100-1300 significantly exceed those that have occurred over the 
past 100 years. 

Cook et al.189
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In most parts of the West, water is allocated • 
based on a “first in time means first in right” 
system, and because agriculture was developed 
before cities were established, large volumes 
of water typically are allocated to agriculture. 
Transferring agricultural rights to municipali-
ties, even for short periods during drought, can 

involve substantial expense and time 
and can be socially divisive.

Conserving water does not neces-• 
sarily lead to a right to that saved 
water, thus creating a disincentive 
for conservation.

Total U.S. water diversions peaked in 
the 1980s, which implies that expand-
ing supplies in many areas to meet new 
needs are unlikely to be a viable option, 
especially in arid areas likely to experi-
ence less precipitation. However, over 
the last 30 years, per capita water use 
has decreased significantly (due, for 
example, to more efficient technologies 
such as drip irrigation) and it is antici-
pated that per capita use will continue 
to decrease, thus easing stress.149

year to capture a potential flood. Devel-
oped by the U.S. Army Corps of Engineers 
based on historical flood data, many of these 
rule curves have never been modified, and 
modifications might require Environmental 
Impact Statements.151 

Adaptation:   New York City Begins Planning for Climate Change

The New York City Department of Environmental Protection (DEP), the agency in charge of 
providing the city’s drinking water and wastewater treatment, is beginning to alter its planning to 
take into account the effects of climate change – sea-level rise, higher temperatures, increases in 
extreme events, and changing precipitation patterns – on the city’s water systems. In partnership with 
Columbia University, DEP is evaluating climate change projections, impacts, indicators, and adaptation 
and mitigation strategies.

City planners have begun to address these issues by defining risks using probabilistic climate scenarios 
and considering potential adaptations that relate to operations/management, infrastructure, and policy. 
For example, DEP is examining the feasibility of relocating critical control systems to higher floors in 
low-lying buildings or to higher ground, building flood walls, and modifying design criteria to reflect 
changing hydrologic processes.

Important near-term goals of the overall effort include updating the existing 100-year flood elevations 
using climate model projections and identifying additional monitoring stations needed to track changes. 
DEP will also establish a system for reporting the impacts of extreme weather events on the City’s 
watershed and infrastructure. In the immediate future, DEP will evaluate flood protection measures 
for three existing water pollution control plants that are scheduled for renovation.194

Highlights of Water-Related Impacts by Sector
Sector Examples of Impacts

Human Health
Heavy downpours increase incidence of waterborne dis-
ease and floods, resulting in potential hazards to human life  
and health.163

Energy Supply
and Use

Hydropower production is reduced due to low flows in 
some regions. Power generation is reduced in fossil fuel 
and nuclear plants due to increased water temperatures 
and reduced cooling water availability.191

Transportation
Floods and droughts disrupt transportation. Heavy down-
pours affect harbor infrastructure and inland waterways. 
Declining Great Lakes levels reduce freight capacity.192

Agriculture and 
Forests

Intense precipitation can delay spring planting and damage 
crops. Earlier spring snowmelt leads to increased number 
of forest fires.193

Ecosystems Coldwater fish threatened by rising water temperatures. 
Some warmwater fish will expand ranges.70
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Spotlight on the 
Colorado River The Colorado River system supplies water 

to over 30 million people in the Southwest 
including Los Angeles, Phoenix, Las Vegas, and 
Denver. Reservoirs in the system, including the 
giant lakes Mead and Powell, were nearly full in 
1999, with almost four times the annual flow of 
the river stored. By 2007, the system had lost 
approximately half of that storage after enduring 
the worst drought in 100 years of record 
keeping.29 Runoff was reduced due to low winter 
precipitation, and warm, dry, and windy spring 
seasons that substantially reduced snowpack.

Numerous studies over the last 30 years have 
indicated that the river is likely to experience 
reductions in runoff due to climate change. In 
addition, diversions from the river to meet the 
needs of cities and agriculture are approaching 
its average flow. Under current conditions, 
even without climate change, large year-to-year 
fluctuations in reservoir storage are possible.152 
If reductions in flow projected to accompany 
global climate change occur, water managers will 
be challenged to satisfy all existing demands, let 
alone the increasing demands of a rapidly  
growing population.167,195

Efforts are underway to address these challenges. 
In 2005, the Department of Interior’s Bureau 
of Reclamation began a process to formalize 
operating rules for lakes Mead and Powell during 
times of low flows and to apportion limited water 
among the states.196  Matching photographs taken 18 months apart during the most 

serious period of recent drought show a significant decrease in 
Lake Powell.

June 29, 2002

December 23, 2003

The filling of Lake Mead (green) was initiated in 1935, and that of Lake Powell 
(blue) in 1963. In 1999, the lakes were nearly full, but by 2007, the lakes had lost 
nearly half of their storage water after the worst drought in 100 years.

Change in Water Volume of Lakes Mead and Powell

USBR171
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:   Water and Energy Connections

Water and energy are tightly interconnected; water systems use large 
amounts of energy, and energy systems use large amounts of water. 
Both are expected to be under increasing pressure in the future 
and both will be affected by a changing climate. In the energy sector, 
water is used directly for hydropower, and cooling water is critical for 
nearly all other forms of electrical power generation. Withdrawals 
of freshwater used to cool power plants that use heat to generate 
electricity are very large, nearly equaling the water withdrawn for 
irrigation. Water consumption by power plants is about 20 percent of 
all non-agricultural uses, or half that of all domestic use.197 

In the water sector, two very unusual attributes of water, significant weight due to its relatively 
high density, and high heat capacity, make water use energy intensive. Large amounts of energy 
are needed for pumping, heating, and treating drinking water and wastewater. Water supply and 
treatment consumes roughly 4 percent of the nation’s power supply, and electricity accounts for 
about 75 percent of the cost of municipal water processing and transport. In California, 30 percent 
of all non-power plant natural gas is used for water-related activities.198,199 The energy required 
to provide water depends on its source (groundwater, surface water, desalinated water, treated 
wastewater, or recycled water), the distance the water is conveyed, the amount of water moved, and 
the local topography. Surface water often requires more treatment than groundwater. Desalination 
requires large amounts of energy to produce freshwater. Treated wastewater and recycled water 
(used primarily for agriculture and industry) require energy for treatment, but little energy for supply 
and conveyance. Conserving water has the dual benefit of conserving energy and potentially reducing 
greenhouse gas emissions if fossil fuels are the predominant source of that energy. 

U.S. DOE197

Water and energy are intimately connected. Water is used by the power generation sector for cooling, and energy is used 
by the water sector for pumping, drinking water treatment, and wastewater treatment. Without energy, there would be 
limited water distribution, and without water, there would be limited energy production.
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Global Climate Change Impacts in the United States Energy Supply and Use

Key Messages:
Warming will be accompanied by decreases in demand for heating energy and • 
increases in demand for cooling energy. The latter will result in significant 
increases in electricity use and higher peak demand in most regions.
Energy production is likely to be constrained by rising temperatures and limited • 
water supplies in many regions.
Energy production and delivery systems are exposed to sea-level rise and • 
extreme weather events in vulnerable regions.
Climate change is likely to affect some renewable energy sources across the • 
nation, such as hydropower production in regions subject to changing patterns 
of precipitation or snowmelt.

Energy is at the heart of the global warming 
challenge.3 It is humanity’s production and use of 
energy that is the primary cause of global warming, 
and in turn, climate change will eventually affect 
our production and use of energy. The vast majority 
of U.S. greenhouse gas emissions, about 87 percent, 
come from energy production and use.200

At the same time, other U.S. trends are increasing 
energy use: population shifts to the South, espe-
cially the Southwest, where 
air conditioning use is high, 
an increase in the square 
footage built per person, 
increased electrification of 
the residential and commer-
cial sectors, and increased 
market penetration of  
air conditioning.201

Many of the effects of 
climate change on energy 
production and use in the 
United States are not well 
studied. Some of the effects 
of climate change, however, 
have clear implications for 

energy production and use. For instance, rising 
temperatures are expected to increase energy re-
quirements for cooling and reduce energy require-
ments for heating.164,201 Changes in precipitation 
have the potential to affect prospects for hydropow-
er, positively or negatively.201 Increases in hurricane 
intensity are likely to cause further disruptions 
to oil and gas operations in the Gulf, like those 
experienced in 2005 with Hurricane Katrina and in 
2008 with Hurricane Ike.201 Concerns about climate 

Sources of U.S. Greenhouse Emissions (2003)

About 87 percent of U.S. greenhouse gas emissions come from energy production and use, as 
shown in the left pie chart. The right pie chart breaks down these emissions by greenhouse gas.

Adapted from U.S. EPA202

Key Sources
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change impacts will almost certainly alter percep-
tions and valuations of energy technology alterna-
tives. These effects are very likely to be relevant 
for energy policies, decisions, and institutions in 
the United States, affecting courses of action and 
appropriate strategies for risk management.201 

The overall scale of the national energy economy 
is very large, and the energy industry has both 
the financial and the managerial resources to be 
adaptive. Impacts due to climate change are likely 
to be most apparent at sub-national scales, such as 
regional effects of extreme weather events and re-
duced water availability, and effects of increased 
cooling demands on especially vulnerable places 
and populations.204 

Warming will be accompanied by 
decreases in demand for heating energy 
and increases in demand for cooling 
energy. The latter will result in significant 
increases in electricity use and higher 
peak demand in most regions.

Research on the effects of climate change on en-
ergy production and use has largely been limited 
to impacts on energy use in buildings. These 
studies have considered effects of global warming 
on energy requirements for heating and cooling 
in buildings in the United States.205 They find that 
the demand for cooling energy increases from 5 
to 20 percent per 1.8°F of warming, and the de-
mand for heating energy drops by 3 to 15 percent 
per 1.8°F of warming.205 These ranges reflect 
different assumptions about factors such as the 
rate of market penetration of improved building 
equipment technologies.205

Studies project that temperature increases due to 
global warming are very likely to increase peak 
demand for electricity in most regions of the 
country.205 An increase in peak demand can lead 
to a disproportionate increase in energy infra-
structure investment.205

Since nearly all of the cooling of buildings is 
provided by electricity use, whereas the vast 
majority of the heating of buildings is provided 
by natural gas and fuel oil,201,206 the projected 

Primary Energy Consumption
 by Major Source (1949 to 2007)

U.S. energy supply is dominated by fossil fuels. Petroleum, 
the top source of energy shown above, is primarily used for 
transportation (70 percent of oil use). Natural gas is used in 
roughly equal parts to generate electricity, power industrial 
processes, and heat water and buildings. Coal is primarily used 
to generate electricity (91 percent of coal use). Nuclear power 
is used entirely for electricity generation.

EIA203

U.S. Electricity Sources (2007) 

Coal, natural gas, and nuclear power plants together account for 
about 90 percent of current U.S. electricity production.

EIA203
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changes imply increased demands 
for electricity. This is especially the 
case where climate change would 
result in significant increases in the 
heat index in summer, and where 
relatively little space cooling has 
been needed in the past, but demands 
are likely to increase in the future.205 
The increase in electricity demand is 
likely to be accelerated by population 
movements to the South and South-
west, which are regions of especially 
high per capita electricity use, due to 
demands for cooling in commercial 
buildings and households.205 Because 
nearly half of the nation’s electric-
ity is currently generated from coal, 
these factors have the potential to 
increase total national carbon dioxide 
emissions in the absence of improved 
energy efficiency, development of 
non-carbon energy sources, and/or 
carbon capture and storage.205

 
Other effects of climate change on 
energy consumption are less clear, 
because little research has been done.205 
For instance, in addition to cooling, 
air conditioners also remove moisture 
from the air; thus the 
increase in humidity 
projected to accompany 
global warming is likely 
to increase electric-
ity consumption by 
air conditioners even 
further.205 As other ex-
amples, warming would 
increase the use of air 
conditioners in high-
way vehicles, and water 
scarcity in some regions 
has the potential to in-
crease energy demands 
for water pumping. It is 
important to improve 
the information avail-
able about these other 
kinds of effects.

Shifting Energy Demand in the United States by 2080-2099

“Degree days” are a way of measuring the energy needed for heating and cooling by adding up how many 
degrees hotter or colder each day’s average temperature is from 65ºF over the course of a year. Colder 
locations have high numbers of heating degree days and low numbers of cooling degree days, while hotter 
locations have high numbers of cooling degree days and low numbers of heating degree days. Nationally, 
the demand for energy will increase in summer and decrease in winter. Cooling uses electricity while 
heating uses a combination of energy sources, so the overall effect nationally and in most regions will be 
an increased need for electricity. The projections shown in the chart are for late this century. The higher 
emissions scenario91 used here is referred to as “even higher” on page 23.

CMIP3-B117

Change in Population
from 1970 to 2008

The map above, showing percentage changes in county population between 1970 and 
2008, graphically illustrates the large increases in places that require air conditioning.  
Areas with very large increases are shown in orange, red, and maroon. Some places had 
enormous growth, in the hundreds of thousands of people. For example, counties in the 
vicinity of South Florida, Atlanta, Los Angeles, Phoenix, Las Vegas, Denver, Dallas, and 
Houston all had very large increases.

U.S. Census207
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Energy production is likely to be 
constrained by rising temperatures and 
limited water supplies in many regions. 

In some regions, reductions in water supply due 
to decreases in precipitation and/or water from 
melting snowpack are likely to be significant, 
increasing the competition for water among vari-
ous sectors including energy production (see Water 
Resources sector).191,208

The production of energy from fossil fuels (coal, 
oil, and natural gas) is inextricably linked to the 
availability of adequate and sustainable supplies of 
water.191,208 While providing the United States with 
the majority of its annual energy needs, fossil fuels 
also place a high demand on the nation’s water 
resources in terms of both quantity and quality 
impacts.191,208 Generation of electricity in thermal 
power plants (coal, nuclear, gas, or oil) is water 
intensive. Power plants rank only slightly behind 
irrigation in terms of freshwater withdrawals in the 
United States.191 

There is a high likelihood that water shortages will 
limit power plant electricity production in many 
regions. Future water constraints on electricity 
production in thermal power plants are projected 
for Arizona, Utah, Texas, Louisiana, Georgia, Ala-
bama, Florida, California, Oregon, and Washington 
state by 2025.191 Additional parts of the United 
States could face similar constraints as a result 
of drought, growing populations, and increasing 
demand for water for various uses, at least season-
ally.209 Situations where the development of new 
power plants is being slowed down or halted due 
to inadequate cooling water are becoming more 
frequent throughout the nation.191 

The issue of competition among various water uses 
is dealt with in more detail in the Water Resources 
sector. In connection with these issues and other re-
gional water scarcity impacts, energy is likely to be 
needed to move and manage water. This is one of 
many examples of interactions among the impacts 
of climate change on various sectors that, in this 
case, affects energy requirements.

In addition to the problem of water availability, 
there are issues related to an increase in water 
temperature. Use of warmer water reduces the effi-
ciency of thermal power plant cooling technologies. 
And, warmer water discharged from power plants 
can alter species composition in aquatic ecosys-
tems.210 Large coal and nuclear plants have been 
limited in their operations by reduced river levels 
caused by higher temperatures and thermal limits 
on water discharge.191

The efficiency of thermal power plants, fossil 
or nuclear, is sensitive to ambient air and water 
temperatures; higher temperatures reduce power 
outputs by affecting the efficiency of cooling.191 
Although this effect is not large in percentage 
terms, even a relatively small change could have 
significant implications for total national electric 
power supply.191 For example, an average reduction 
of 1 percent in electricity generated by thermal 
power plants nationwide would mean a loss of 25 
billion kilowatt-hours per year,211 about the amount 
of electricity consumed by 2 million Americans, a 
loss that would need to be supplied in some other 
way or offset through measures that improve  
energy efficiency.

Nuclear, coal, and natural gas power plants require large 
amounts of water for cooling.191
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Energy production and delivery  
systems are exposed to sea-level 
rise and extreme weather events in 
vulnerable regions.

Sea-level rise 
A significant fraction of America’s energy infra-
structure is located near the coasts, from power 
plants, to oil refineries, to facilities that receive oil 
and gas deliveries.191 Rising sea levels are likely to 
lead to direct losses, such as equipment damage 
from flooding or erosion, and indirect effects, such 
as the costs of raising vulnerable assets to higher 
levels or building new facilities farther inland, in-
creasing transportation costs.191 The U.S. East Coast 
and Gulf Coast have been identified as particularly 
vulnerable to sea-level rise because the land is rela-
tively flat and also sinking in many places.191 

Extreme events
Observed and projected increases in a variety of 
extreme events will have significant impacts on the 
energy sector. As witnessed in 2005, hurricanes 
can have a debilitating impact on energy infrastruc-
ture. Direct losses to the energy industry in 2005 
are estimated at $15 billion,191 with millions more 
in restoration and recovery costs. As one example, 
the Yscloskey Gas Processing Plant (located on 

the Louisiana coast) was forced to close for six 
months following Hurricane Katrina, resulting in 
lost revenues to the plant’s owners and employees, 
and higher prices to consumers, as gas had to be 
procured from other sources.191

The impacts of an increase in severe weather are 
not limited to hurricane-prone areas. For example, 
rail transportation lines, which carry approxi-
mately two-thirds of the coal to the nation’s power 
plants,212 often follow riverbeds, especially in the 
Appalachian region.191 More intense rainstorms, 
which have been observed and projected,68,112 can 
lead to rivers flooding, which can “wash out” or 
degrade nearby railbeds and roadbeds.191 This is 
also a problem in the Midwest, which experienced 
major flooding of the Mississippi River in 1993  
and 2008.213

Development of new energy facilities could be re-
stricted by siting concerns related to sea-level rise, 
exposure to extreme events, and increased capital 
costs resulting from a need to provide greater pro-
tection from extreme events.191 

The electricity grid is also vulnerable to climate 
change effects, from temperature changes to severe 
weather events.191 The most familiar example is  

The Gulf Coast is home to the U.S. oil and gas industries, representing 
nearly 30 percent of the nation’s crude oil production and approximately 

20 percent of its natural gas production. One-third of the national refining 
and processing capacity lies on coastal plains adjacent to the Gulf of Mexico. 

Several thousand offshore drilling platforms, dozens of refineries, and thousands 
of miles of pipelines are vulnerable to damage and disruption due to sea-level rise 

and the high winds and storm surge associated with hurricanes and other tropical 
storms. For example, hurricanes Katrina and Rita halted all oil and gas production 

from the Gulf, disrupted nearly 20 percent of the nation’s refinery capacity, and closed 
many oil and gas pipelines.214 Relative sea-level rise in parts of the Gulf Coast region (Louisiana 

and East Texas) is projected to be as high as 2 to 4 feet by 2050 to 2100, due to the combination 
of global sea-level rise caused by warming oceans and melting ice and local land sinking.215 Combined 

with onshore and offshore storm activity, this would represent an increased threat to this regional energy 
infrastructure. Some adaptations to these risks are beginning to emerge (see Adaptation box, page 58).

Offshore oil production is particularly susceptible to extreme weather events. Hurricane Ivan in 2004 destroyed 
seven platforms in the Gulf of Mexico, significantly damaged 24 platforms, and damaged 102 pipelines. Hurricanes 
Katrina and Rita in 2005 destroyed more than 100 platforms and damaged 558 pipelines. For example, Chevron’s 
$250 million “Typhoon” platform was damaged beyond repair. Plans are being made to sink its remains to 
the seafloor.
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The number of incidents caused by extreme weather has increased tenfold since 1992. The portion of all events 
that are caused by weather-related phenomena has more than tripled from about 20 percent in the early 1990s 
to about 65 percent in recent years. The weather-related events are more severe, with an average of about 
180,000 customers affected per event compared to about 100,000 for non-weather-related events (and 50,000 
excluding the massive blackout of August 2003).201 The data shown include disturbances that occurred on the 
nation’s large-scale “bulk” electric transmission systems. Most outages occur in local distribution networks and 
are not included in the graph. Although the figure does not demonstrate a cause-effect relationship between 
climate change and grid disruption, it does suggest that weather and climate extremes often have important 
effects on grid disruptions. We do know that more frequent weather and climate extremes are likely in the 
future,68 which poses unknown new risks for the electric grid.

Significant Weather-Related U.S. Electric Grid Disturbances

EIA216

Adaptation:   Addressing Oil Infrastructure Vulnerabilities in the Gulf Coast

Port Fourchon, Louisiana, supports 75 percent of deepwater oil and gas 
production in the Gulf of Mexico, and its role in supporting oil production 
in the region is increasing. The Louisiana Offshore Oil Port, located 
about 20 miles offshore, links daily imports of 1 million barrels of oil and 
production of 300,000 barrels in the Gulf of Mexico to 50 percent of 
national refining capacity. One road, Louisiana Highway 1, connects Port 
Fourchon with the nation. It transports machinery, supplies, and workers 
and is the evacuation route for onshore and offshore workers. Responding 
to threats of storm surge and flooding, related in part to concerns about 
climate change, Louisiana is currently upgrading Highway 1, including 
elevating it above the 500-year flood level and building a higher bridge over 
Bayou LaFourche and the Boudreaux Canal.217 
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Northwest.191 It is likely to be significantly affected 
by climate change in regions subject to reduced 
precipitation and/or water from melting snowpack. 
Significant changes are already being detected in 
the timing and amount of streamflows in many 
western rivers,164 consistent with the predicted ef-
fects of global warming. More precipitation coming 
as rain rather than snow, reduced snowpack, earlier 
peak runoff, and related effects are beginning to 
affect hydropower availability.164 

Hydroelectric generation is very sensitive to chang-
es in precipitation and river discharge. For example, 
every 1 percent decrease in precipitation results 
in a 2 to 3 percent drop in streamflow;219 every 1 
percent decrease in streamflow in the Colorado 
River Basin results in a 3 percent drop in power 
generation.191 Such magnifying sensitivities occur 
because water flows through multiple power plants 
in a river basin.191 

Climate impacts on hydropower occur when either 
the total amount or the timing of runoff is altered, 
such as when natural water storage in snowpack 
and glaciers is reduced under hotter conditions. 
Glaciers, snowpack, and their associated runoff are 
already declining in the West, and larger declines 
are projected.164

Hydropower operations are also affected by chang-
es to air temperatures, humidity, or wind patterns 
due to climate change.191 These variables cause 
changes in water quantity and quality, including 
water temperature. Warmer air and water generally 
increase the evaporation of water from the surface 

effects of severe weather events on power lines, 
such as from ice storms, thunderstorms, and hur-
ricanes. In the summer heat wave of 2006, for 
example, electric power transformers failed in 
several areas (including St. Louis, Missouri, and 
Queens, New York) due to high temperatures, caus-
ing interruptions of electric power supply. It is not 
yet possible to project effects of climate change on 
the grid, because so many of the effects would be 
more localized than current climate change models 
can depict; but, weather-related grid disturbances 
are recognized as a challenge for strategic planning 
and risk management.

Climate change is likely to affect some 
renewable energy sources across the 
nation, such as hydropower production 
in regions subject to changing patterns 
of precipitation or snowmelt. 

Renewable sources currently account for about 
9 percent of electricity production in the United 
States.203 Hydroelectric power is by far the largest 
renewable contributor to electricity generation,191 
accounting for about 7 percent of total U.S. elec-
tricity.218 Like many things discussed in this report, 
renewable energy resources have strong interrela-
tionships with climate change; using renewable en-
ergy can reduce the magnitude of climate change, 
while climate change can affect the prospects for 
using some renewable energy sources.

Hydropower is a major source of electricity in 
some regions of the United States, notably in the 

Florida’s energy infrastructure is particularly vulnerable to sea-level 
rise and storm impacts. Most of the petroleum products consumed 

in Florida are 
delivered by barge to 

three ports, two on 
the east coast and one 

on the west coast. The 
interdependencies of natural 

gas distribution, transportation 
fuel distribution and delivery, and 

electrical generation and distribution 
were found to be major issues in Florida’s 

recovery from recent major hurricanes.191 
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winds affect wind power, and temperature and wa-
ter availability affect biomass production (particu-
larly related to water requirements for biofuels).191 
The limited research to date on these important is-
sues does not support firm conclusions about where 
such impacts would occur and how significant they 
would be.205 This is an area that calls for much 
more study (see An Agenda for Climate Impacts 
Science section, Recommendation 2).

of reservoirs, reducing the 
amount of water available 
for power production and 
other uses. Huge reservoirs 
with large surface areas, 
located in arid, sunny parts 
of the country, such as Lake 
Mead (located on Arizona-
Nevada border on the Colo-
rado River), are particularly 
susceptible to increased 
evaporation due to warming, 
meaning less water will be 
available for all uses, includ-
ing hydropower.191 And, 
where hydropower dams 
flow into waterways that 
support trout, salmon or other coldwater fisheries, 
warming of reservoir releases might have detrimen-
tal consequences that require changes in operations 
that reduce power production.191 Such impacts  
will increasingly translate into competition for 
water resources. 

Climate change is also likely to affect other renew-
able energy sources. For example, changing cloud 
cover affects solar energy resources, changes in 

Hydroelectric dam in the Northwest

Significant impacts of warming on the energy sector can 
already be observed in Alaska, where temperatures have risen 

about twice as much as the rest of the nation. In Alaska, frozen 
ground and ice roads are an important means of winter travel, 

and warming has resulted in a much shorter cold season. Impacts 
on the oil and natural gas industries on Alaska’s North Slope have 

been one of the results. For example, the season during which oil 
and gas exploration and extraction equipment can be operated on the 

tundra has been shortened due to warming. In addition, the thawing of 
permafrost, on which buildings, pipelines, airfields, and coastal installations 

supporting oil and gas development are located, adversely affects these structures 
and increases the cost of maintaining them.191 

Different energy impacts are expected in the marine environment as sea 
ice continues to retreat and thin. These trends are expected to improve 
shipping accessibility, including oil and gas transport by sea, around 
the margins of the Arctic Basin, at least in the summer. The improved 
accessibility, however, will not be uniform throughout the different 
regions. Offshore oil exploration and extraction might benefit from 
less extensive and thinner sea ice, although equipment will have to be 
designed to withstand increased wave forces and ice movement.191,220



The U.S. transport sector is a significant source of greenhouse gases, accounting for 27 percent 
of U.S. emissions.221 While it is widely recognized that emissions from transportation have  
a major impact on climate, climate change will also have a major impact  
on transportation. 

Climate change impacts pose significant challenges to our nation’s multi-
modal transportation system and cause disruptions in other sectors across 
the economy. For example, major flooding in the Midwest in 1993 and 2008 
restricted regional travel of all types, and disrupted freight and rail shipments 
across the country, such as those bringing coal to power plants and chlorine 
to water treatment systems. The U.S. transportation network is vital to the na-
tion’s economy, safety, and quality of life.

Extreme events present major challenges for transportation, and such events 
are becoming more frequent and intense. Historical weather patterns are no 
longer a reliable predictor of the future.222 Transportation planners have not 
typically accounted for climate change in their long-term planning and project 
development. The longevity of transportation infrastructure, the long-term 
nature of climate change, and the potential impacts identified by recent studies 
warrant serious attention to climate change in planning new or rehabilitated 
transportation systems.223

The strategic examination of national, regional, state, and local networks is an important step 
toward understanding the risks posed by climate change. A range of adaptation responses can be 
employed to reduce risks through redesign or relocation of infrastructure, increased redundancy 
of critical services, and operational improvements. Adapting to climate change is an evolutionary 
process. Through adoption of longer planning horizons, risk management, and adaptive respons-
es, vulnerable transportation infrastructure can be made more resilient.215 

Transportation
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Key Messages:
Sea-level rise and storm surge will increase the risk of major coastal impacts, • 
including both temporary and permanent flooding of airports, roads, rail lines, 
and tunnels.
Flooding from increasingly intense downpours will increase the risk of • 
disruptions and delays in air, rail, and road transportation, and damage from 
mudslides in some areas.
The increase in extreme heat will limit some transportation operations and • 
cause pavement and track damage. Decreased extreme cold will provide some 
benefits such as reduced snow and ice removal costs.
Increased intensity of strong hurricanes would lead to more evacuations, • 
infrastructure damage and failure, and transportation interruptions.
Arctic warming will continue to reduce sea ice, lengthening the ocean • 
transport season, but also resulting in greater coastal erosion due to waves. 
Permafrost thaw in Alaska will damage infrastructure. The ice road season will 
become shorter.

Buildings and debris float up against 
a railroad bridge on the Cedar River 
during record flooding in June 2008, 
in Cedar Rapids, Iowa.

Key Sources



Sea-level rise and storm surge will 
increase the risk of major coastal 
impacts, including both temporary and 
permanent flooding of airports, roads, 
rail lines, and tunnels.

Sea-level rise
Transportation infrastructure in U.S. coastal areas 
is increasingly vulnerable to sea-level rise. Given 
the high population density near the coasts, the 
potential exposure of transportation infrastructure 
to flooding is immense. Population swells in these 
areas during the summer months because beaches 
are very important tourist destinations.222 

In the Gulf Coast area alone, an estimated 2,400 
miles of major roadway and 246 miles of freight 
rail lines are at risk of permanent flooding 
within 50 to 100 years as global warming and 
land subsidence (sinking) combine to produce an 
anticipated relative sea-level rise in the range of 4 
feet.217 Since the Gulf Coast region’s transportation 
network is interdependent and relies on minor roads 
and other low-lying infrastructure, the risks of 
service disruptions due to sea-level rise are likely to 
be even greater.217 

Coastal areas are also major centers of economic 
activity. Six of the nation’s top 10 freight gateways 
(measured by the value of shipments) will be threat-
ened by sea-level rise.222 Seven of the 10 largest 
ports (by tons of traffic) are located on the Gulf 
Coast.222 The region is also home to the U.S. oil and 
gas industry, with its offshore drilling platforms, 
refineries, and pipelines. Roughly two-thirds of 
all U.S. oil imports are transported through this 
region224 (see Energy sector). Sea-level rise would 
potentially affect commercial transportation activ-
ity valued in the hundreds of billions of dollars an-
nually through inundation of area roads, railroads, 
airports, seaports, and pipelines.217

Storm surge
More intense storms, especially when coupled 
with sea-level rise, will result in far-reaching and 
damaging storm surges. An estimated 60,000 miles 
of coastal highway are already exposed to periodic 
flooding from coastal storms and high waves.222 
Some of these highways currently serve as evacu-
ation routes during hurricanes and other coastal 
storms, and these routes could become seriously 
compromised in the future. 
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Gulf Coast Area Roads at Risk from Sea-Level Rise

Within 50 to 100 years, 2,400 miles of major roadway are projected to be inundated by sea-level rise in the Gulf Coast region. 
The map shows roadways at risk in the event of a sea-level rise of about 4 feet, within the range of projections for this region 
in this century under medium- and high-emissions scenarios.91 In total, 24 percent of interstate highway miles and 28 percent 
of secondary road miles in the Gulf Coast region are at elevations below 4 feet.217  

CCSP SAP 4.7217



With the potential for 
significant sea-level rise 

estimated under continued high levels of 
emissions, the combined effects of sea-level 
rise and storm surge are projected to increase 
the frequency of flooding. What is currently 
called a 100-year storm is projected to occur 
as often as every 10 years by late this century. 
Portions of lower Manhattan and coastal areas 
of Brooklyn, Queens, Staten Island, and Nassau 
County, would experience a marked increase 
in flooding frequency. Much of the critical 
transportation infrastructure, including tunnels, 
subways, and airports, lies well within the range 
of projected storm surge and would be flooded 
during such events.222,225,369 

Regional Spotlight: 
New York  
Metropolitan Area

ground. Underground tunnels and other low-lying 
infrastructure will experience more frequent and 
severe flooding. Higher sea levels and storm surges 
will also erode road base and undermine bridge 
supports. The loss of coastal wetlands and barrier 
islands will lead to further coastal erosion due to 
the loss of natural protection from wave action.

Water
Impacts on harbor infrastructure from wave dam-
age and storm surges are projected to increase. 
Changes will be required in harbor and port 
facilities to accommodate higher tides and storm 
surges. There will be reduced clearance under some 
waterway bridges for boat traffic. Changes in the 
navigability of channels are expected; some will 
become more accessible (and extend farther inland) 
because of deeper waters, while others will be 
restricted because of changes in sedimentation rates 
and sandbar locations. In some areas, waterway 
systems will become part of open water as barrier 
islands disappear. Some channels are likely to have 
to be dredged more frequently as has been done 
across large open-water bodies in Texas.222 

Coastal areas are projected to experience 
continued development pressures as both 
retirement and tourist destinations. Many of the 
most populous counties of the Gulf Coast, which 
already experience the effects of tropical storms, 
are expected to grow rapidly in the coming 
decades.222 This growth will generate demand for 
more transportation infrastructure and services, 
challenging transportation planners to meet the 
demand, address current and future flooding, and 
plan for future conditions.223

Land
More frequent inundation and interruptions in 
travel on coastal and low-lying roadways and rail 
lines due to storm surge are projected, potentially 
requiring changes to minimize disruptions. More 
frequent evacuations due to severe storm surges 
are also likely. Across the United States, many 
coastal cities have subways, tunnels, parking lots, 
and other transportation infrastructure below 

62 63

Global Climate Change Impacts in the United States Transportation

62 63

Global Climate Change Impacts in the United States Transportation

Sea-level rise, 
combined with high 
rates of subsidence 
in some areas, 
will make much 
of the existing 
infrastructure more 
prone to frequent 
or permanent 
inundation; 27 

percent of the major roads, 9 percent of the rail 
lines, and 72 percent of the ports in the area 
shown on the map on the previous page are 
built on land at or below 4 feet in elevation, a 
level within the range of projections for relative 
sea-level rise in this region in this century. 
Increased storm intensity may lead to increased 
service disruption and infrastructure damage. 
More than half of the area’s major highways (64 
percent of interstates, 57 percent of arterials), 
almost half of the rail miles, 29 airports, and 
virtually all of the ports, are below 23 feet in 
elevation and subject to flooding and damage 
due to hurricane storm surge. These factors 
merit consideration in today’s transportation 
decisions and planning processes.217

Regional 
Spotlight: 
Gulf Coast



Air
Airports in coastal cities are often located adjacent 
to rivers, estuaries, or open ocean. Airport runways 
in coastal areas face inundation unless effective 
protective measures are taken. There is the po-
tential for closure or restrictions for several of the 
nation’s busiest airports that lie in coastal zones, 
affecting service to the highest density populations 
in the United States. 

Flooding from increasingly intense 
downpours will increase the risk of 
disruptions and delays in air, rail, and 
road transportation, and damage from 
mudslides in some areas.

Heavy downpours have already increased substan-
tially in the United States; the heaviest 1 percent 
of precipitation events increased by 20 percent, 
while total precipitation increased by only 7 percent 
over the past century.112 Such intense precipitation 
is likely to increase the frequency and severity 
of events such as the Great Flood of 1993, which 
caused catastrophic flooding along 500 miles of 
the Mississippi and Missouri river system, paralyz-
ing surface transportation systems, including rail, 
truck, and marine traffic. Major east-west traffic 
was halted for roughly six weeks in an area stretch-
ing from St. Louis, Missouri, west to Kansas City, 
Missouri and north to Chicago, Illinois, affecting 
one-quarter of all U.S. freight, which either origi-
nated or terminated in the flood-affected region.222

The June 2008 Midwest flood was the second 
record-breaking flood in the past 15 years. Dozens 
of levees were breached or overtopped in Iowa, 
Illinois, and Missouri, flooding huge areas, includ-
ing nine square miles in and around Cedar Rapids, 
Iowa. Numerous highway and rail bridges were 
impassable due to flooding of approaches and 
transport was shut down along many stretches of 
highway, rail lines, and normally navigable water-
ways.

Planners have generally relied on weather extremes 
of the past as a guide to the future, planning, for 
example, for a “100-year flood,” which is now 
likely to come more frequently as a result of 

climate change. Historical analysis of weather data 
has thus become less reliable as a forecasting tool. 
The accelerating changes in climate make it more 
difficult to predict the frequency and intensity of 
weather events that can affect transportation.222

 
Land
The increase in heavy precipitation will inevita-
bly cause increases in weather-related accidents, 
delays, and traffic disruptions in a network already 
challenged by increasing congestion.215 There will 
be increased flooding of evacuation routes, and 
construction activities will be disrupted. Changes 
in rain, snowfall, and seasonal flooding will impact 
safety and maintenance operations on the nation’s 
roads and railways. For example, if more precipita-
tion falls as rain rather than snow in winter and 
spring, there will be an increased risk of landslides, 
slope failures, and floods from the runoff, causing 
road closures as well as the need for road repair and 
reconstruction222 (see Water Resources sector).

Increased flooding of roadways, rail lines, and 
underground tunnels is expected. Drainage systems 
will be overloaded more frequently and severely, 
causing backups and street flooding. Areas where 
flooding is already common will face more fre-
quent and severe problems. For example, Louisiana 
Highway 1, a critical link in the transport of oil 
from the Gulf of Mexico, has recently experienced 
increased flooding, prompting authorities to elevate 
the road (see Adaptation Box page 58).217 Increases 
in road washouts, damage to railbed support struc-
tures, and landslides and mudslides that damage 
roads and other infrastructure are expected. If soil 
moisture levels become too high, the structural 
integrity of roads, bridges, and tunnels, which in 
some cases are already under age-related stress and 
in need of repair, could be compromised. Stand-
ing water will have adverse impacts on road base. 
For example, damage due to long term submersion 
of roadways in Louisiana was estimated to be $50 
million for just 200 miles of state-owned highway. 
The Louisiana Department of Transportation and 
Development noted that a total of 1,800 miles of 
roads were under water for long periods, requiring 
costly repairs.217 Pipelines are likely to be damaged 
because intense precipitation can cause the ground 
to sink underneath the pipeline; in shallow river-
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beds, pipelines are more exposed to the elements 
and can be subject to scouring and shifting due to 
heavy precipitation.217

Water
Facilities on land at ports and harbors will be vul-
nerable to short term flooding from heavy down-
pours, interrupting shipping service. Changes in 
silt and debris buildup resulting from extreme pre-
cipitation events will affect channel depth, increas-
ing dredging costs. The need to expand stormwater 
treatment facilities, which can be a significant ex-
pense for container and other terminals with large 
impermeable surfaces, will increase.

Air
Increased delays due to heavy downpours are 
likely to affect operations, causing increasing flight 
delays and cancellations.222 Stormwater runoff that 
exceeds the capacity of collection and drainage 
systems will cause flooding, delays, and airport 
closings. Heavy downpours will affect the struc-
tural integrity of airport facilities, such as through 
flood damage to runways and other infrastructure. 
All of these impacts have implications for emer-
gency evacuation planning, facility maintenance, 
and safety.222

The increase in extreme heat will limit 
some transportation operations and 
cause pavement and track damage. 
Decreased extreme cold will provide 
some benefits such as reduced snow and 
ice removal costs.

Land
Longer periods of extreme heat in summer can 
damage roads in several ways, including softening 
of asphalt that leads to rutting from heavy traffic.164 
Sustained air temperature over 90°F is a significant 
threshold for such problems (see maps page 34). 
Extreme heat can cause deformities in rail tracks,  
at minimum resulting in speed restrictions and,  
at worst, causing derailments. Air temperatures 
above 100°F can lead to equipment failure (see 
maps page 90). Extreme heat also causes thermal 
expansion of bridge joints, adversely affecting 
bridge operations and increasing maintenance 
costs. Vehicle overheating and tire deterioration are 
additional concerns.222 Higher temperatures will 
also increase refrigeration needs for goods during 
transport, particularly in the South, raising trans-
portation costs.217

Increases in very hot days and heat waves are ex-
pected to limit construction activities due to health 
and safety concerns for highway workers. Guid-
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Adaptation:   Climate Proofing a Road

Completion of a road around the 42-square mile 
island of Kosrae in the U.S.-affiliated Federated 
States of Micronesia provides a good example of 
adaptation to climate change. A road around the 
island’s perimeter existed, except for a 10-mile gap. 
Filling this gap would provide all-weather land access 
to a remote village and allow easier access to the 
island’s interior. 

In planning this new section of road, authorities decided to “climate-proof” it against 
projected increases in heavy downpours and sea-level rise. This led to the section of road 
being placed higher above sea level and with an improved drainage system to handle the 
projected heavier rainfall. While there were additional capital costs for incorporating 
this drainage system, the accumulated costs, including repairs and maintenance, would be 
lower after about 15 years, equating to a good rate of return on investment. Adding this 
improved drainage system to roads that are already built is more expensive than on new 
construction, but still has been found to be cost effective.226



ance from the U.S. Occupational Safety and Health 
Administration states that concern for heat stress 
for moderate to heavy work begins at about 80°F 
as measured by an index that combines tempera-
ture, wind, humidity, and direct sunlight. For dry 
climates, such as Phoenix and Denver, National 
Weather Service heat indices above 90°F might 
allow work to proceed, while higher humidity areas 
such as New Orleans or Miami should consider 80 
to 85°F as an initial level for work restrictions.227 
These trends and associated impacts will be exac-
erbated in many places by urban heat island effects 
(see Human Health and Society sectors). 

Wildfires are projected to increase, especially in 
the Southwest (see Southwest region), threatening 
communities and infrastructure directly and bring-
ing about road and rail closures in affected areas. 

In many northern states, warmer winters will bring 
about reductions in snow and ice removal costs, 
lessen adverse environmental impacts from the use 
of salt and chemicals on roads and bridges, extend 
the construction season, and improve the mobility 
and safety of passenger and freight travel through 
reduced winter hazards. On the other hand, more 
freeze-thaw conditions are projected to occur in 
northern states, creating frost heaves and potholes 
on road and bridge surfaces and resulting in load 
restrictions on certain roads to minimize the dam-
age. With the expected earlier onset of seasonal 
warming, the period of springtime load restrictions 
might be reduced in some areas, but it is likely to 
expand in others with shorter winters but longer 
thaw seasons. Longer construction seasons will be 
a benefit in colder locations.222

Water
Warming is projected to mean a longer shipping 
season but lower water levels for the Great Lakes 
and St. Lawrence Seaway. Higher temperatures, 
reduced lake ice, and increased evaporation are 
expected to combine to produce lower water levels 
as climate warming proceeds (see Midwest re-
gion). With lower lake levels, ships will be unable 
to carry as much cargo and hence shipping costs 
will increase. A recent study, for example, found 
that the projected reduction in Great Lakes water 
levels would result in an estimated 13 to 29 percent 
increase in shipping costs for Canadian commercial 
navigation by 2050, all else remaining equal.222

If low water levels become more common because 
of drier conditions due to climate change, this could 
create problems for river traffic, reminiscent of the 
stranding of more than 4,000 barges on the Mis-
sissippi River during the drought in 1988. Freight 
movements in the region could be seriously im-
paired, and extensive dredging could be required 
to keep shipping channels open. On the other hand, 
a longer shipping season afforded by a warmer 
climate could offset some of the resulting adverse 
economic effects. 
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An example of intense precipitation affecting 
transportation infrastructure was the record-
breaking 24-hour rainstorm in July 1996, which 
resulted in flash flooding in Chicago and its 
suburbs, with major impacts. Extensive travel 
delays occurred on metropolitan highways and 
railroads, and streets and bridges were damaged. 
Commuters were unable to reach Chicago for 
up to three days, and more than 300 freight 
trains were delayed or rerouted.222

The June 2008 Midwest floods caused I-80 
in eastern Iowa to be closed for more than 
five days, disrupting major east-west shipping 
routes for trucks and the east-west rail lines 
through Iowa. These floods exemplify the kind 
of extreme precipitation events and their direct 
impacts on transportation that are likely to 
become more frequent in a warming world. 
These extremes create new and more difficult 
problems that must be addressed in the design, 
construction, rehabilitation, and operation of 
the nation’s transportation infrastructure.

Regional Spotlight:  
the Midwest



In cold areas, the projected decrease in very cold 
days will mean less ice accumulation on vessels, 
decks, riggings, and docks; less ice fog; and fewer 
ice jams in ports.222 

Air 
Rising temperatures will affect airport ground 
facilities, runways in particular, in much the same 
way they affect roads. Airports in some areas are 
likely to benefit from reduction in the cost of snow 
and ice removal and the impacts of salt and chemi-
cal use, though some locations have seen increases 
in snowfall. Airlines could benefit from reduced 
need to de-ice planes. 

More heat extremes will create added operational 
difficulties, for example, causing greater energy 
consumption by planes on the ground. Extreme 
heat also affects aircraft lift; because hotter air is 
less dense, it reduces the lift produced by the wing 
and the thrust produced by the engine – problems 
exacerbated at high altitudes and high tempera-
tures. As a result, planes need to take off faster, 
and if runways are not sufficiently long for aircraft 
to build up enough speed to generate lift, aircraft 
weight must be reduced. Thus, increases in ex-
treme heat will result in payload restrictions, could 
cause flight cancellations and service disruptions 

at affected airports, and could require 
some airports to lengthen runways. 
Recent hot summers have seen flights 
cancelled due to heat, especially in 
high altitude locations. Economic 
losses are expected at affected air-
ports. A recent illustrative analysis 
projects a 17 percent reduction in 
freight carrying capacity for a single 
Boeing 747 at the Denver airport by 
2030 and a 9 percent reduction at the 
Phoenix airport due to increased tem-
perature and water vapor.222 

Drought
Rising air temperatures increase 
evaporation, contributing to dry 
conditions, especially when accompa-
nied by decreasing precipitation. Even 
where total annual precipitation does 
not decrease, precipitation is projected 
to become less frequent in many parts 

of the country.68 Drought is expected to be an in-
creasing problem in some regions; this, in turn, has 
impacts on transportation. For example, increased 
susceptibility to wildfires during droughts could 
threaten roads and other transportation infrastruc-
ture directly, or cause road closures due to fire 
threat or reduced visibility such as has occurred 
in Florida and California in recent years. There is 
also increased susceptibility to mudslides in areas 
deforested by wildfires. Airports could suffer from 
decreased visibility due to wildfires. River trans-
port is seriously affected by drought, with reduc-
tions in the routes available, shipping season, and 
cargo carrying capacity.

Increased intensity of strong hurricanes 
would lead to more evacuations, 
infrastructure damage and failure, and 
transportation interruptions.

More intense hurricanes in some regions are a 
projected effect of climate change. Three aspects 
of tropical storms are relevant to transportation: 
precipitation, winds, and wind-induced storm 
surge. Stronger hurricanes have longer periods of 
intense precipitation, higher wind speeds (dam-
age increases exponentially with wind speed228), 
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Navigable Inland Waterways

Inland waterways are an important part of the transportation network in 
various parts of the United States. For example, these waterways provide 
20 states with access to the Gulf of Mexico.217 As conditions become drier, 
these main transportation pathways are likely to be adversely affected by the 
resulting lower water levels, creating problems for river traffic. Names of 
navigable rivers are shown above.

CCSP SAP 4.7217



Development spent $74 million for debris removal 
alone in the wake of hurricanes Katrina and Rita. 
The Mississippi Department of Transportation  
expected to spend in excess of $1 billion to re-
place the Biloxi and Bay St. Louis bridges, repair 
other portions of roadway, and remove debris. As 
of June 2007, more than $672 million had  
been spent.

There will be more frequent and potentially 
more extensive emergency evacuations. Dam-
age to signs, lighting fixtures, and supports will 
increase. The lifetime of highways that have been 
exposed to flooding is expected to decrease. Road 
and rail infrastructure for passenger and freight 
services are likely to face increased flooding by 
strong hurricanes. In the Gulf Coast, more than 
one-third of the rail miles are likely to flood when 
subjected to a storm surge of 18 feet.217

and higher storm surge and waves. Transporta-
tion planners, designers, and operators may need 
to adopt probabilistic approaches to developing 
transportation projects rather than relying on 
standards and the deterministic approaches of the 
past. The uncertainty associated with projecting 
impacts over a 50- to 100-year time period makes 
risk management a reasonable approach for realis-
tically incorporating climate change into decision 
making and investment.215

Land
There will be a greater probability of infrastruc-
ture failures such as highway and rail bridge 
decks being displaced and railroad tracks being 
washed away. Storms leave debris on roads and 
rail lines, which can damage the infrastructure 
and interrupt travel and shipments of goods. In 
Louisiana, the Department of Transportation and 
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Hurricane Katrina was one of the most 
destructive and expensive natural disasters in 

U.S. history, claiming more than 1,800 lives and 
causing an estimated $134 billion in damage.217,229 It 

also seriously disrupted transportation systems as key 
highway and railroad bridges were heavily damaged or de-

stroyed, necessitating rerouting of traffic and placing increased 
strain on other routes, particularly other rail lines. Replacement of 

major infrastructure took from months to years. The CSX Gulf Coast line 
was re-opened after five months and $250 million in reconstruction costs, while the 

Biloxi-Ocean Springs Bridge took more than two years to reopen. Barge shipping was halted, as 
was grain export out of the Port of New Orleans, the nation’s largest site of grain exports. The extensive 
oil and gas pipeline network was shut down by the loss of electrical power, producing shortages of natural 
gas and petroleum products. Total recovery costs for the roads, bridges, and utilities as well as debris 
removal have been estimated at $15 billion to $18 billion.217 

Redundancies in the transportation system, as well as the storm 
timing and track, helped keep the storm from having major or 
long-lasting impacts on national-level freight flows. For example, 
truck traffic was diverted from the collapsed bridge that carries 
highway I-10 over Lake Pontchartrain to highway I-12, which 
parallels I-10 well north of the Gulf Coast. The primary north-
south highways that connect the Gulf Coast with major inland 
transportation hubs were not damaged and were open for nearly 
full commercial freight movement within days. The railroads were 
able to route some traffic not bound directly for New Orleans through Memphis and other Midwest rail 
hubs. While a disaster of historic proportions, the effects of Hurricane Katrina could have been even 
worse if not for the redundancy and resilience of the transportation network in the area.

Spotlight on 
Hurricane Katrina

Hurricane Katrina damage to bridge



Water
All aspects of shipping are disrupted by major 
storms. For example, freight shipments need to 
be diverted from the storm region. Activities at 
offshore drilling sites and coastal pumping facili-
ties are generally suspended and extensive damage 
to these facilities can occur, as was amply demon-
strated during the 2005 hurricane season. Refiner-
ies and pipelines are also vulnerable to damage 
and disruption due to the high winds and storm 
surge associated with hurricanes and other tropical 
storms (see Energy sector). Barges that are unable 
to get to safe harbors can be destroyed or severely 
damaged. Waves and storm surge will damage 
harbor infrastructure such as cranes, docks, and 
other terminal facilities. There are implications for 
emergency evacuation planning, facility mainte-
nance, and safety management. 

Air
More frequent interruptions in air service and 
airport closures can be expected. Airport facili-
ties including terminals, navigational equipment, 
perimeter fencing, and signs are likely to sustain 
increased wind damage. Airports are frequently 
located in low-lying areas and can be expected to 
flood with more intense storms. As a response to 
this vulnerability, some airports, such as LaGuar-
dia in New York City, are already protected by 
levees. Eight airports in the Gulf Coast region of 
Louisiana and Texas are located in historical 100-
year flood plains; the 100-year flood events will be 
more frequent in the future, creating the likelihood 
of serious costs and disruption.217

Arctic warming will continue to 
reduce sea ice, lengthening the ocean 
transport season, but also resulting in 
greater coastal erosion due to waves. 
Permafrost thaw in Alaska will damage 
infrastructure. The ice road season will 
become shorter.

Special issues in Alaska
Warming has been most rapid in high northern 
regions. As a result, Alaska is warming at twice the 
rate of the rest of the nation, bringing both major 
opportunities and major challenges. Alaska’s trans-
portation infrastructure differs sharply from that of 

the lower 48 states. Although Alaska is twice the 
size of Texas, its population and road mileage are 
more like Vermont’s. Only 30 percent of Alaska’s 
roads are paved. Air travel is much more common 
than in other states. Alaska has 84 commercial air-
ports and more than 3,000 airstrips, many of which 
are the only means of transport for rural communi-
ties. Unlike other states, over much of Alaska, the 
land is generally more accessible in winter, when 
the ground is frozen and ice roads and bridges 
formed by frozen rivers are available.

Sea ice decline
The striking thinning and downward trend in the 
extent of Arctic sea ice is regarded as a consider-
able opportunity for shippers. Continued reduction 
in sea ice should result in opening of additional 
ice-free ports, improved access to ports and natu-
ral resources in remote areas, and longer shipping 
seasons, but it is likely to increase erosion rates on 
land as well, raising costs for maintaining ports and 
other transportation infrastructure.132,220 

Later this century and beyond, shippers are looking 
forward to new Arctic shipping routes, including 
the fabled Northwest Passage, which could provide 
significant costs savings in shipping times and 
distances. However, the next few decades are likely 
to be very unpredictable for shipping through these 
new routes. The past three decades have seen very 
high year-to-year variability of sea ice extent in the 
Canadian Arctic, despite the overall decrease in 
September sea ice extent. The loss of sea ice from 
the shipping channels of the Canadian Archipelago 
might actually allow more frequent intrusions of 
icebergs, which would continue to impede shipping 
through the Northwest Passage.

Lack of sea ice, especially on the northern shores of 
Alaska, creates conditions whereby storms produce 
waves that cause serious coastal erosion.137,219 Al-
ready a number of small towns, roads, and airports 
are threatened by retreating coastlines, necessitat-
ing the planned relocation of these communities 
(see Alaska region).132,220

Thawing ground
The challenges warming presents for transportation 
on land are considerable.164 For highways, thawing 
of permafrost causes settling of the roadbed and 
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sediment in rivers and scouring of bridge sup-
porting piers and abutments. Temporary ice roads 
and bridges are commonly used in many parts of 
Alaska to access northern communities and provide 
support for the mining and oil and gas industries. 
Rising temperatures have already shortened the 
season during which these critical facilities can be 
used. Like the highway system, the Alaska Rail-
road crosses permafrost terrain, and frost heave and 
settlement from thawing affect some portions of the 
track, increasing maintenance costs.28,132,220

A significant number of Alaska’s airstrips in the 
southwest, northwest, and interior of the state are 
built on permafrost. These airstrips will require 
major repairs or relocation if their foundations are 
compromised by thawing.

The cost of maintaining Alaska’s public infrastruc-
ture is projected to increase 10 to 20 percent by 
2030 due to warming, costing the state an addition-
al $4 billion to $6 billion, with roads and airports 
accounting for about half of this cost.230 Private 
infrastructure impacts have not been evaluated.217

The Trans-Alaska Pipeline System, which stretches 
from Prudhoe Bay in the north to the ice-free port 
of Valdez in the south, crosses a wide range of per-
mafrost types and varying temperature conditions. 
More than half of the 800-mile pipeline is elevated 
on vertical supports over potentially unstable per-
mafrost. Because the system was designed in the 
early 1970s on the basis of permafrost and climate 
conditions of the 1950 to 1970 period, it requires 
continuous monitoring and some supports have had 
to be replaced. 

Travel over the tundra for oil and gas exploration 
and extraction is limited to the period when the 
ground is sufficiently frozen to avoid damage to 
the fragile tundra. In recent decades, the number 
of days that exploration and extraction equipment 
could be used has dropped from 200 days to 100 
days per year due to warming.220 With continued 
warming, the number of exploration days is expect-
ed to decline even more. 

frost heaves that adversely affect the integrity of 
the road structure and its load-carrying capacity. 
The majority of Alaska’s highways are located in 
areas where permafrost is discontinuous, and deal-
ing with thaw settlement problems already claims a 
significant portion of highway maintenance dollars.

Bridges and large culverts are particularly sensitive 
to movement caused by thawing permafrost and 
are often much more difficult than roads to repair 
and modify for changing site conditions. Thus, 
designing these facilities to take climate change 
into account is even more critical than is the case 
for roads. 

Another impact of climate change on bridges is in-
creased scouring. Hotter, drier summers in Alaska 
have led to increased glacial melting and longer pe-
riods of high streamflows, causing both increased 
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Arctic Sea Ice Decline

The pink line shows the average September sea ice 
extent from 1979 through the present. The white area 
shows September 2007 sea ice extent. In 2008, the 
extent was slightly larger than 2007, but the ice was 
thinner, resulting in a lower total volume of sea ice. In 
addition, recent years have had less ice that persisted 
over numerous years and more first-year ice, which 
melts more quickly.139

NSIDC139
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Agriculture
Key Messages:

Many crops show positive responses to elevated carbon dioxide and low • 
levels of warming, but higher levels of warming often negatively affect 
growth and yields.
Extreme events such as heavy downpours and droughts are likely to reduce • 
crop yields because excesses or deficits of water have negative impacts on 
plant growth.
Weeds, diseases, and insect pests benefit from warming, and weeds also • 
benefit from a higher carbon dioxide concentration, increasing stress on 
crop plants and requiring more attention to pest and weed control. 
Forage quality in pastures and rangelands generally declines with increasing • 
carbon dioxide concentration because of the effects on plant nitrogen and 
protein content, reducing the land’s ability to supply adequate livestock feed. 
Increased heat, disease, and weather extremes are likely to reduce livestock • 
productivity.

Agriculture in the United States is extremely diverse in the range of crops 
grown and animals raised, and produces over $200 billion a year in food com-
modities, with livestock accounting for more than half. Climate change will 
increase productivity in certain crops and regions and reduce productivity in 
others (see for example Midwest and Great Plains regions).193

While climate change clearly affects agriculture, climate is also affected by 
agriculture, which contributes 13.5 percent of all human-induced greenhouse 
gas emissions globally. In the United States, agriculture represents 8.6 percent 
of the nation’s total greenhouse gas emissions, 
including 80 percent of its nitrous oxide emissions 
and 31 percent of its methane emissions.231

Increased agricultural productivity will be required 
in the future to supply the needs of an increasing 
population. Agricultural productivity is depen-
dent upon the climate and land resources. Climate 
change can have both beneficial and detrimental 
impacts on plants. Throughout history, agricultural 
enterprises have coped with changes in climate 
through changes in management and in crop or 
animal selection. However, under higher heat-trap-
ping gas emissions scenarios, the projected climate 
changes are likely to increasingly challenge U.S. 
capacity to as efficiently produce food, feed, fuel, 
and livestock products. 

Relative Contributions to  
Agricultural Products, 2002

NASS232

Market Value of Agricultural Products Sold, 2002

NASS232

Key Sources
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the fruit or grain. Further, as temperatures continue 
to rise and drought periods increase, crops will be 
more frequently exposed to temperature thresholds 
at which pollination and grain-set processes begin 
to fail and quality of vegetable crops decreases. 
Grain, soybean, and canola crops have relatively 
low optimal temperatures, and thus will have re-
duced yields and will increasingly begin to expe-
rience failure as warming proceeds.193 Common 
snap beans show substantial yield reduction when 
nighttime temperatures exceed 80°F.

Higher temperatures will mean a longer grow-
ing season for crops that do well in the heat, such 
as melon, okra, and sweet potato, but a shorter 
growing season for crops more suited to cooler 
conditions, such as potato, lettuce, broccoli, and 
spinach.193 Higher temperatures also cause plants to 
use more water to keep cool. This is one example of 
how the interplay between rising temperatures and 
water availability is critical to how plants respond 
to climate change. But fruits, vegetables, and grains 
can suffer even under well-watered conditions if 
temperatures exceed the maximum level for pol-
len viability in a particular plant; if temperatures 
exceed the threshold for that plant, it won’t produce 
seed and so it won’t reproduce.193

Temperature increases will cause the optimum 
latitude for crops to move northward; decreases in 
temperature would cause shifts toward the equa-
tor. Where plants can be efficiently grown depends 
upon climate conditions, of which temperature is 
one of the major factors.

Plants need adequate water to 
maintain their temperature within 
an optimal range. Without water 
for cooling, plants will suffer heat 
stress. In many regions, irrigation 
water is used to maintain adequate 
temperature conditions for the 
growth of cool season plants (such 
as many vegetables), even in warm 
environments. With increasing de-
mand and competition for freshwater 
supplies, the water needed for these 
crops might be increasingly limited. 
If water supply variability increases, 
it will affect plant growth and cause 

Many crops show positive responses  
to elevated carbon dioxide and low 
levels of warming, but higher levels of 
warming often negatively affect growth 
and yields.

Crop responses in a changing climate reflect the 
interplay among three factors: rising temperatures, 
changing water resources, and increasing carbon 
dioxide concentrations. Warming generally causes 
plants that are below their optimum temperature to 
grow faster, with obvious benefits. For some plants, 
such as cereal crops, however, faster growth means 
there is less time for the grain itself to grow and 
mature, reducing yields.193 For some annual crops, 
this can be compensated for by adjusting the plant-
ing date to avoid late season heat stress.164

The grain-filling period (the time when the seed 
grows and matures) of wheat and other small grains 
shortens dramatically with rising temperatures. 
Analysis of crop responses suggests that even mod-
erate increases in temperature will decrease yields 
of corn, wheat, sorghum, bean, rice, cotton, and 
peanut crops.193 

Some crops are particularly sensitive to high night-
time temperatures, which have been rising even 
faster than daytime temperatures.68 Nighttime 
temperatures are expected to continue to rise in the 
future. These changes in temperature are espe-
cially critical to the reproductive phase of growth 
because warm nights increase the respiration rate 
and reduce the amount of carbon that is captured 
during the day by photosynthesis to be retained in 

Corn and Soybean Temperature Response

For each plant variety, there is an optimal temperature for vegetative growth, with growth 
dropping off as temperatures increase or decrease. Similarly, there is a range of temperatures 
at which a plant will produce seed. Outside of this range, the plant will not reproduce. 
As the graphs show, corn will fail to reproduce at temperatures above 95°F and soybean 
above 102°F.

ARS USDA
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reduced yields. The amount and timing of precipi-
tation during the growing season are also critical, 
and will be affected by climate change. Changes  
in season length are also important and affect  
crops differently.193

Higher carbon dioxide levels generally cause plants 
to grow larger. For some crops, this is not necessar-
ily a benefit because they are often less nutritious, 
with reduced nitrogen and protein content. Carbon 
dioxide also makes some plants more water-use 
efficient, meaning they produce more plant mate-
rial, such as grain, on less water.193 This is a benefit 
in water-limited areas and in seasons with less than 
normal rainfall amounts. 

In some cases, adapting to climate change could 
be as simple as changing planting dates, which can 
be an effective no- or low-cost option for taking 
advantage of a longer growing season or avoiding 
crop exposure to adverse climatic conditions such 
as high temperature stress or low rainfall periods. 
Effectiveness will depend on the region, crop, and 
the rate and amount of warming. It is unlikely to be 
effective if a farmer goes to market when the sup-
ply-demand balance drives prices down. Predicting 
the optimum planting date for maximum profits 
will be more challenging in a future with increased 

uncertainty regarding climate effects on not 
only local productivity, but also on supply 
from competing regions.193

Another adaptation strategy involves 
changing to crop varieties with improved 
tolerance to heat or drought, or those that 
are adapted to take advantage of a longer 
growing season. This is less likely to be 
cost-effective for perennial crops, for which 
changing varieties is extremely expensive 
and new plantings take several years to 
reach maximum productivity. Even for an-
nual crops, changing varieties is not always 
a low-cost option. Seed for new stress-
tolerant varieties can be expensive, and 
new varieties often require investments in 
new planting equipment or require adjust-
ments in a wide range of farming practices. 
In some cases, it is difficult to breed for 
genetic tolerance to elevated temperature 
or to identify an alternative variety that is 

adapted to the new climate and to local soils, prac-
tices, and market demands.

Fruits that require long winter chilling periods will 
experience declines. Many varieties of fruits (such 
as popular varieties of apples and berries) require 
between 400 and 1,800 cumulative hours below 
45°F each winter to produce abundant yields the 
following summer and fall. By late this century, 
under higher emissions scenarios,91 winter tempera-
tures in many important fruit-producing regions 
such as the Northeast will be too consistently warm 
to meet these requirements. Cranberries have a par-
ticularly high chilling requirement, and there are no 
known low-chill varieties. Massachusetts and New 
Jersey supply nearly half the nation’s cranberry 
crop. By the middle of this century, under higher 
emissions scenarios,91 it is unlikely that these areas 
will support cranberry production due to a lack of 
the winter chilling they need.233,234 Such impacts 
will vary by region. For example, though there will 
still be risks of early-season frosts and damaging 
winter thaws, warming is expected to improve the 
climate for fruit production in the Great Lakes 
region.164 

A seemingly paradoxical impact of warming is that 
it appears to be increasing the risk of plant frost 

Increase in Percent of Very Warm Nights

The graph shows the observed and projected change in percent of very 
warm nights from the 1950-1990 average in the United States. Under 
the lower emissions scenario,91 the percentage of very warm nights 
is projected to increase about 20 percent by 2100. Under the higher 
emissions scenario,91 it is projected to increase by about 40 percent.68 
The shaded areas show the likely ranges while the lines show the central 
projections from a set of climate models. The projections appear 
smooth because they show the calculated average of many models. 

Adapted from CCSP SAP 3.368
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damage. Mild winters and warm, early springs, 
which are beginning to occur more frequently 
as climate warms, induce premature plant devel-
opment and blooming, resulting in exposure of 
vulnerable young plants and plant tissues to sub-
sequent late-season frosts. For example, the 2007 
spring freeze in the eastern United States caused 
widespread devastation of crops and natural vegeta-
tion because the frost occurred during the flower-
ing period of many trees and during early grain 
development on wheat plants.235 Another example is 
occurring in the Rocky Mountains where in addi-
tion to the process described above, reduced snow 
cover leaves young plants unprotected from spring 
frosts, with some plant species already beginning 
to suffer as a result236 (see Ecosystems sector).

Extreme events such as heavy 
downpours and droughts are likely to 
reduce crop yields because excesses or 
deficits of water have negative impacts 
on plant growth.

One of the most pronounced effects of climate 
change is the increase in heavy downpours. Pre-
cipitation has become less frequent but more 
intense, and this pattern is projected to continue 
across the United States.112 One consequence of 
excessive rainfall is delayed spring planting, which 
jeopardizes profits for farmers paid a premium for 
early season production of high-value crops such 
as melon, sweet corn, and tomatoes. Field flood-
ing during the growing season causes crop losses 
due to low oxygen levels in the soil, increased 
susceptibility to root diseases, and increased soil 
compaction due to the use of heavy farm equipment 
on wet soils. In spring 2008, heavy rains caused the 
Mississippi River to rise to about 7 feet above flood 

stage, inundating hundreds of thousands of acres of 
cropland. The flood hit just as farmers were prepar-
ing to harvest wheat and plant corn, soybeans, and 
cotton. Preliminary estimates of agricultural losses 
are around $8 billion.213 Some farmers were put out 
of business and others will be recovering for years 
to come. The flooding caused severe erosion in 
some areas and also caused an increase in runoff 
and leaching of agricultural chemicals into surface 
water and groundwater.233

Another impact of heavy downpours is that wet 
conditions at harvest time result in reduced quality 
of many crops. Storms with heavy rainfall often are 
accompanied by wind gusts, and both strong winds 
and rain can flatten crops, causing significant dam-
age. Vegetable and fruit crops are sensitive to even 
short-term, minor stresses, and as such are par-

Effects of Increased Air Pollution on Crop Yields

Ground-level ozone (a component of smog) is an air pollutant that is formed when nitrogen 
oxides emitted from fossil fuel burning interact with other compounds, such as unburned gasoline 
vapors, in the atmosphere,237 in the presence of sunlight. Higher air temperatures result in greater 
concentrations of ozone. Ozone levels at the land surface have risen in rural areas of the United 
States over the past 50 years, and they are forecast to continue increasing with warming, especially 
under higher emissions scenarios.91 Plants are sensitive to ozone, and crop yields are reduced as 
ozone levels increase. Some crops that are particularly sensitive to ozone pollution include soybeans, 
wheat, oats, green beans, peppers, and some types of cotton.193

U.S. Corn Yields 1960 to 2008

While technological improvements have resulted in a general 
increase in corn yields, extreme weather events have caused 
dramatic reductions in yields in particular years. Increased 
variation in yield is likely to occur as temperatures increase 
and rainfall becomes more variable during the growing 
season. Without dramatic technological breakthroughs, 
yields are unlikely to continue their historical upward trend 
as temperatures rise above the optimum level for vegetative 
and reproductive growth. 

Updated from NAST219
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ticularly vulnerable to weather extremes.193 More 
rainfall concentrated into heavy downpours also in-
creases the likelihood of water deficiencies at other 
times because of reductions in rainfall frequency.

Drought frequency and severity are projected to in-
crease in the future over much of the United States, 
particularly under higher emissions scenarios.90,91 
Increased drought will be occurring at a time when 
crop water requirements also are increasing due to 
rising temperatures. Water deficits are detrimental 
for all crops.233

Temperature extremes will also pose problems. 
Even crop species that are well-adapted to warmth, 
such as tomatoes, can have reduced yield and/
or quality when daytime maximum temperatures 
exceed 90°F for even short periods during critical 
reproductive stages (see maps page 34).112 For many 
high-value crops, just hours or days of moderate 
heat stress at critical growth stages can reduce 
grower profits by negatively affecting visual or fla-
vor quality, even when total yield is not reduced.238

 

Weeds, diseases, and insect pests 
benefit from warming, and weeds also 
benefit from a higher carbon dioxide 
concentration, increasing stress  
on crop plants and requiring 
more attention to pest and  
weed control. 
 
Weeds benefit more than cash crops from 
higher temperatures and carbon dioxide 
levels.193 One concern with continued 
warming is the northward expansion of in-
vasive weeds. Southern farmers currently 
lose more of their crops to weeds than do 
northern farmers. For example, southern 
farmers lose 64 percent of the soybean 
crop to weeds, while northern farmers lose 
22 percent.239 Some extremely aggressive 
weeds plaguing the South (such as kudzu) 
have historically been confined to areas 
where winter temperatures do not drop 
below specific thresholds. As temperatures 
continue to rise, these weeds will expand 
their ranges northward into important ag-

ricultural areas.240 Kudzu currently has invaded 2.5 
million acres of the Southeast and is a carrier  
of the fungal disease soybean rust, which repre-
sents a major and expanding threat to U.S.  
soybean production.234

Controlling weeds currently costs the United States 
more than $11 billion a year, with the majority 
spent on herbicides;241 so both herbicide use and 
costs are likely to increase as temperatures and 
carbon dioxide levels rise. At the same time, the 
most widely used herbicide in the United States, 
glyphosate (RoundUp®), loses its efficacy on weeds 
grown at carbon dioxide levels that are projected 
to occur in the coming decades (see photos below). 
Higher concentrations of the chemical and more 
frequent spraying thus will be needed, increasing 
economic and environmental costs associated with 
chemical use.233 

Many insect pests and crop diseases thrive due to 
warming, increasing losses and necessitating great-
er pesticide use. Warming aids insects and diseases 
in several ways. Rising temperatures allow both 
insects and pathogens to expand their ranges north-
ward. In addition, rapidly rising winter tempera-
tures allow more insects to survive over the winter, 
whereas cold winters once controlled their popula-
tions. Some of these insects, in addition to directly 

Herbicide Loses Effectiveness at Higher CO2

     Current CO2 (380 ppm)      Potential Future CO2 (680 ppm)
The left photo shows weeds in a plot grown at a carbon dioxide (CO2) concentration 
of about 380 parts per million (ppm), which approximates the current level. The 
right photo shows a plot in which the CO2 level has been raised to about 680 ppm. 
Both plots were equally treated with herbicide.233
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damaging crops, also carry diseases 
that harm crops. Crop diseases in 
general are likely to increase as 
earlier springs and warmer winters 
allow proliferation and higher sur-
vival rates of disease pathogens and 
parasites.193,234 The longer growing 
season will allow some insects to 
produce more generations in a single 
season, greatly increasing their 
populations. Finally, plants grown 
in higher carbon dioxide conditions 
tend to be less nutritious, so insects 
must eat more to meet their protein 
requirements, causing greater de-
struction to crops.193 

Due to the increased presence of 
pests, spraying is already much 
more common in warmer areas than 
in cooler areas. For example, Florida 
sweet corn growers spray their fields 
15 to 32 times a year to fight pests such as corn 
borer and corn earworm, while New York farmers 
average zero to five times.193 In addition, higher 
temperatures are known to reduce the effectiveness 
of certain classes of pesticides (pyrethroids  
and spinosad). 

A particularly unpleasant example of how carbon 
dioxide tends to favor undesirable plants is found in 
the response of poison ivy to rising carbon dioxide 
concentrations. Poison ivy thrives in air with extra 
carbon dioxide in it, growing bigger and producing 
a more toxic form of the oil, urushiol, which causes 
painful skin reactions in 80 percent of people. 
Contact with poison ivy is one of the most widely 
reported ailments at poison centers in the United 
States, causing more than 350,000 cases of contact 
dermatitis each year. The growth stimulation of 
poison ivy due to increasing carbon dioxide con-
centration exceeds that of most other woody spe-
cies. Given continued increases in carbon dioxide 
emissions, poison ivy is expected to become more 
abundant and more toxic in the future, with impli-
cations for forests and human health.234

Higher temperatures, longer growing seasons, and 
increased drought will lead to increased agricul-
tural water use in some areas. Obtaining the maxi-

mum “carbon dioxide fertilization” benefit often 
requires more efficient use of water and fertilizers 
that better synchronize plant demand with supply. 
Farmers are likely to respond to more aggressive 
and invasive weeds, insects, and pathogens with 
increased use of herbicides, insecticides, and fun-
gicides. Where increases in water and chemical in-
puts become necessary, this will increase costs for 
the farmer, as well as having society-wide impacts 
by depleting water supply, increasing reactive ni-
trogen and pesticide loads to the environment, and 
increasing risks to food safety and human exposure 
to pesticides.

Forage quality in pastures and 
rangelands generally declines with 
increasing carbon dioxide concentration 
because of the effects on plant nitrogen 
and protein content, reducing the land’s 
ability to supply adequate livestock feed.  

Beef cattle production takes place in every state 
in the United States, with the greatest number 
raised in regions that have an abundance of native 
or planted pastures for grazing. Generally, eastern 
pasturelands are planted and managed, whereas 
western rangelands are native pastures, which are 

Winter Temperature Trends, 1975 to 2007

Temperatures are rising faster in winter than in any other season, especially in 
many key agricultural regions. This allows many insect pests and crop diseases to 
expand and thrive, creating increasing challenges for agriculture. As indicated by 
the map, the Midwest and northern Great Plains have experienced increases of 
more than 7ºF in average winter temperatures over the past 30 years. 

NOAA/NCDC107
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not seeded and receive much less rainfall. There are 
transformations now underway in many semi-arid 
rangelands as a result of increasing atmospheric 
carbon dioxide concentration and the associated 
climate change. These transformations include 
which species of grasses dominate, as well as the 
forage quality of the dominant grasses. Increases in 
carbon dioxide are generally reducing the quality 
of the forage, so that more acreage is needed to 
provide animals with the same nutritional value, 
resulting in an overall decline in livestock pro-
ductivity. In addition, woody shrubs and invasive 
cheatgrass are encroaching into grasslands, further 
reducing their forage value.193 The combination  
of these factors leads to an overall decline in live-
stock productivity. 

While rising atmospheric carbon dioxide concen-
tration increases forage quantity, it has negative  
impacts on forage quality because plant nitrogen 
and protein concentrations often decline with high-
er concentrations of carbon dioxide.193 This reduc-
tion in protein reduces forage quality and counters 

the positive effects of carbon dioxide enrichment on 
carbohydrates. Rising carbon dioxide concentration 
also has the potential to reduce the digestibility of 
forages that are already of poor quality. Reductions 
in forage quality could have pronounced detrimen-
tal effects on animal growth, reproduction, and 
survival, and could render livestock production 
unsustainable unless animal diets are supplemented 
with protein, adding more costs to production. On 
shortgrass prairie, for example, a carbon dioxide 
enrichment experiment reduced the protein con-
centration of autumn forage below critical main-
tenance levels for livestock in 3 out of 4 years and 
reduced the digestibility of forage by 14 percent in 
mid-summer and by 10 percent in autumn. Signifi-
cantly, the grass type that thrived the most under 
excess carbon dioxide conditions also had the low-
est protein concentration.193 

At the scale of a region, the composition of forage 
plant species is determined mostly by climate and 
soils. The primary factor controlling the distribu-
tion and abundance of plants is water: both the 

The colors show the percent of the county that is cattle pasture or rangeland, with red indicating the highest percentage. 
Each dot represents 10,000 cattle. Livestock production occurs in every state. Increasing concentration of carbon dioxide 
reduces the quality of forage, necessitating more acreage and resulting in a decline in livestock productivity.

Distribution of Beef Cattle and Pasture/Rangeland in Continental U.S.
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amount of water plants use and water availability 
over time and space. The ability to anticipate veg-
etation changes at local scales and over shorter pe-
riods is limited because at these scales the response 
of vegetation to global-scale changes depends on 
a variety of local processes including the rate of 
disturbances such as fire and grazing, and the rate 
at which plant species can move across sometimes-
fragmented landscapes. Nevertheless, some general 
patterns of vegetation change are beginning to 
emerge. For example, experiments indicate that a 
higher carbon dioxide concentration favors weeds 
and invasive plants over native species because 
invasives have traits (such as rapid growth rate and 
prolific seed production) that allow a larger growth 
response to carbon dioxide. In addition, the effect 
of a higher carbon dioxide concentration on plant 
species composition appears to be greatest where 
the land has been disturbed (such as by fire or graz-
ing) and nutrient and light availability are high.193

Increases in temperature lengthen the growing sea-
son, and thus are likely to extend forage production 
into the late fall and early spring. However, overall 
productivity remains dependent on precipitation 
during the growing season.193 

Increased heat, disease, and weather 
extremes are likely to reduce  
livestock productivity.

Like human beings, cows, pigs, and poultry are 
warm-blooded animals that are sensitive to heat. In 
terms of production efficiency, studies show that 
the negative effects of hotter summers will out-
weigh the positive effects of warmer winters. The 
more the U.S. climate warms, the more production 
will fall. For example, an analysis projected that a 
warming in the range of 9 to 11°F (as in the higher 
emissions scenarios91) would cause a 10 percent 
decline in livestock yields in cow/calf and dairy 
operations in Appalachia, the Southeast (including 
the Mississippi Delta), and southern Plains regions, 
while a warming of 2.7°F would cause less than a 1 
percent decline. 

Temperature and humidity interact to cause stress 
in animals, just as in humans; the higher the heat 
and humidity, the greater the stress and discomfort, 

and the larger the reduction in the animals’ ability 
to produce milk, gain weight, and reproduce. Milk 
production declines in dairy operations, the number 
of days it takes for cows to reach their target weight 
grows longer in meat operations, conception rate in 
cattle falls, and swine growth rates decline due to 
heat. As a result, swine, beef, and milk production 
are all projected to decline in a warmer world.193 

The projected increases in air temperatures will 
negatively affect confined animal operations (dairy, 
beef, and swine) located in the central United 
States, increasing production costs as a result of 
reductions in performance associated with lower 
feed intake and increased requirements for energy 
to maintain healthy livestock. These costs do not 
account for the increased death of livestock as-
sociated with extreme weather events such as heat 
waves. Nighttime recovery is an essential element 
of survival when livestock are stressed by extreme 
heat. A feature of recent heat waves is the lack of 
nighttime relief. Large numbers of deaths have oc-
curred in recent heat waves, with individual states 
reporting losses of 5,000 head of cattle in a single 
heat wave in one summer.193 

Warming also affects parasites and disease patho-
gens. The earlier arrival of spring and warmer 
winters allow greater proliferation and survival 
of parasites and disease pathogens.193 In addition, 
changes in rainfall distributions are likely to lead 
to changes in diseases sensitive to moisture. Heat 
stress reduces animals’ ability to cope with other 
stresses, such as diseases and parasites. Further-
more, changes in rainfall distributions could lead to 
changes in diseases sensitive to relative humidity.

Maintaining livestock production would require 
modifying facilities to reduce heat stress on ani-
mals, using the best understanding of the chronic 
and acute stresses that livestock will encounter to 
determine the optimal modification strategy.193

Changing livestock species as an adaptation strat-
egy is a much more extreme, high-risk, and, in 
most cases, high-cost option than changing crop 
varieties. Accurate predictions of climate trends 
and development of the infrastructure and market 
for the new livestock products are essential to mak-
ing this an effective response.
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Key Messages:
Ecosystem processes, such as those that control growth and decomposition, • 
have been affected by climate change.
Large-scale shifts have occurred in the ranges of species and the timing of the • 
seasons and animal migration, and are very likely to continue. 
Fires, insect pests, disease pathogens, and invasive weed species have increased, • 
and these trends are likely to continue.
Deserts and drylands are likely to become hotter and drier, feeding a self-• 
reinforcing cycle of invasive plants, fire, and erosion.
Coastal and near-shore ecosystems are already under multiple stresses. • 
Climate change and ocean acidification will exacerbate these stresses.
Arctic sea ice ecosystems are already being adversely affected by the loss of • 
summer sea ice and further changes are expected.
The habitats of some mountain species and coldwater fish, such as salmon and • 
trout, are very likely to contract in response to warming.
Some of the benefits ecosystems provide to society will be threatened by • 
climate change, while others will be enhanced.
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The natural functioning of the environment pro-
vides both goods – such as food and other products 
that are bought and sold – and services, which our 
society depends upon. For example, ecosystems 
store large amounts of carbon in plants and soils; 
they regulate water flow and water quality; and 
they stabilize local climates. These services are 
not assigned a financial value, but society nonethe-
less depends on them. Ecosystem processes are the 
underpinning of these services: photosynthesis, 
the process by which plants capture carbon dioxide 
from the atmosphere and create new growth; the 
plant and soil processes that recycle nutrients from 
decomposing matter and maintain soil fertility; and 
the processes by which plants draw water from soils 
and return water to the atmosphere. These ecosys-
tem processes are affected by climate and by the 
concentration of carbon dioxide in the atmosphere.70

The diversity of living things (biodiversity) in 
ecosystems is itself an important resource that 
maintains the ability of these systems to provide the 
services upon which society depends. Many factors 
affect biodiversity including: climatic conditions; 
the influences of competitors, predators, parasites, 
and diseases; disturbances such as fire; and other 
physical factors. Human-induced climate change, 

in conjunction with other stresses, is exerting major 
influences on natural environments and biodiver-
sity, and these influences are generally expected to 
grow with increased warming.70

Ecosystem processes, such as those that 
control growth and decomposition, have 
been affected by climate change.

Climate has a strong influence on the processes 
that control growth and development in ecosystems. 
Temperature increases generally speed up plant 
growth, rates of decomposition, and how rapidly the 
cycling of nutrients occurs, though other factors, 
such as whether sufficient water is available, also 
influence these rates. The growing season is length-
ening as higher temperatures occur earlier in the 
spring. Forest growth has risen over the past several 
decades as a consequence of a number of factors – 
young forests reaching maturity, an increased con-
centration of carbon dioxide in the atmosphere, a 
longer growing season, and increased deposition of 
nitrogen from the atmosphere. Based on the current 
understanding of these processes, the individual 
effects are difficult to disentangle.243 

Key Sources
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A higher atmospheric carbon dioxide concentration causes trees and other 
plants to capture more carbon from the atmosphere, but experiments show 
that trees put much of this extra carbon into producing fine roots and twigs, 
rather than new wood. The effect of carbon dioxide in increasing growth 
thus seems to be relatively modest, and generally is seen most strongly in 
young forests on fertile soils where there is also sufficient water to sustain 
this growth. In the future, as atmospheric carbon dioxide continues to rise, 
and as climate continues to change, forest growth in some regions is pro-
jected to increase, especially in relatively young forests on fertile soils.243 

Forest productivity is thus projected to increase in much of the East, while 
it is projected to decrease in much of the West where water is scarce and 
projected to become more so. Wherever droughts increase, forest produc-
tivity will decrease and tree death will increase. In addition to occurring in 
much of the West, these conditions are projected to occur in parts of Alaska 
and in the eastern part of the Southeast.243

Large-scale shifts have occurred in the ranges of species 
and the timing of the seasons and animal migration, and 
are very likely to continue. 

Climate change is already having impacts on animal and plant species 
throughout the United States. Some of the most obvious changes are related 
to the timing of the seasons: when plants bud in spring, when birds and 
other animals migrate, and so on. In the United States, spring now arrives 
an average of 10 days to two weeks earlier than it did 20 years ago. The 
growing season is lengthening over much of the continental United States. 
Many migratory bird species are arriving earlier. For example, a study of 
northeastern birds that migrate long distances found that birds wintering in 
the southern United States now arrive back in the Northeast an average of 
13 days earlier than they did during the first half of the last century. Birds 
wintering in South America arrive back in the Northeast an average of four 
days earlier.70 

Another major change is in the geographic distribution of species. The 
ranges of many species in the United States have shifted northward and 
upward in elevation. For example, the ranges of many butterfly species 
have expanded northward, contracted at the southern edge, and shifted to 
higher elevations as warming has continued. A study of Edith’s checker-
spot butterfly showed that 40 percent of the populations below 2,400 feet 
have gone extinct, despite the availability of otherwise suitable habitat and 
food supply. The checkerspot’s most southern populations also have gone 
extinct, while new populations have been established north of the previous 
northern boundary for the species.70 

For butterflies, birds, and other species, one of the concerns with such changes in geographic range and tim-
ing of migration is the potential for mismatches between species and the resources they need to survive. The 
rapidly changing landscape, such as new highways and expanding urban areas, can create barriers that limit 
habitat and increase species loss. Failure of synchronicity between butterflies and the resources they depend 

Butterfly Range  
Shifts Northward

As climate warms, many species in the United 
States are shifting their ranges northward 
and to higher elevations. The map shows the 
response of Edith’s checkerspot butterfly 
populations to a warming climate over the 
past 136 years in the American West. Over 
70 percent of the southernmost populations 
(shown in yellow) have gone extinct. The 
northernmost populations and those above 
8,000 feet elevation in the cooler climate 
of California’s Sierra Nevada (shown in 
green) are still thriving. These differences 
in numbers of population extinctions across 
the geographic range of the butterfly have 
resulted in the average location shifting 
northward and to higher elevations over 
the past century, illustrating how climate 
change is altering the ranges of many species. 
Because their change in range is slow, most 
species are not expected to be able to keep 
up with the rapid climate change projected 
in the coming decades.244

Parmesan244
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upon has led to local population extinctions of the 
checkerspot butterfly during extreme drought and 
low-snowpack years in California.70 

Tree species shifts
Forest tree species also are expected to shift their 
ranges northward and upslope in response to cli-
mate change, although specific quantitative predic-
tions are very difficult to make because of the com-
plexity of human land use and many other factors. 
This would result in major changes in the character 
of U.S. forests and the types of forests that will be 
most prevalent in different regions. In the United 
States, some common forests types are projected to 
expand, such as oak-hickory; others are projected 
to contract, such as maple-beech-birch. Still others, 
such as spruce-fir, are likely to disappear from the 
United States altogether.243 

In Alaska, vegetation changes are already under-
way due to warming. Tree line is shifting north-
ward into tundra, encroaching on the habitat for 
many migratory birds and land animals such as car-
ibou that depend on the open tundra landscape.245

Marine species shifts and effects on fisheries
The distribution of marine fish and plankton are 
predominantly determined by climate, so it is not 
surprising that marine species in U.S. waters are 
moving northward and that the timing of plankton 
blooms is shifting. Extensive shifts in the ranges 
and distributions of both warmwater 
and coldwater species of fish have been 
documented.70 For example, in the waters 
around Alaska, climate change already is 
causing significant alterations in marine 
ecosystems with important implications 
for fisheries and the people who depend 
on them (see Alaska region). 

In the Pacific, climate change is expected 
to cause an eastward shift in the location 
of tuna stocks.246 It is clear that such shifts 
are related to climate, including natural 
modes of climate variability such as the 
cycles of El Niño and La Niña. However, 
it is unclear how these modes of ocean 
variability will change as global climate 
continues to change, and therefore it is 
very difficult to predict quantitatively how 

marine fish and plankton species’ distributions 
might shift as a function of climate change.70

Breaking up of existing ecosystems
As warming drives changes in timing and geo-
graphic ranges for various species, it is important  
to note that entire communities of species do 
not shift intact. Rather, the range and timing of 
each species shifts in response to its sensitivity 
to climate change, its mobility, its lifespan, and 
the availability of the resources it needs (such as 
soil, moisture, food, and shelter). The speed with 
which species can shift their ranges is influenced 
by factors including their size, lifespan, and seed 
dispersal techniques in plants. In addition, migra-
tory pathways must be available, such as northward 
flowing rivers which serve as conduits for fish. 
Some migratory pathways may be blocked by de-
velopment and habitat fragmentation. All of these 
variations result in the breakup of existing  
ecosystems and formation of new ones, with un-
known consequences.220 

Extinctions and climate change
Interactions among impacts of climate change 
and other stressors can increase the risk of species 
extinction. Extinction rates of plants and animals 
have already risen considerably, with the vast 
majority of these extinctions attributed to loss of 
habitat or over-exploitation.247 Climate change has 
been identified as a serious risk factor for the fu-

Projected Shifts in Forest Types

The maps show current and projected forest types. Major changes are projected for 
many regions. For example, in the Northeast, under a mid-range warming scenario, 
the currently dominant maple-beech-birch forest type is projected to be completely 
displaced by other forest types in a warmer future.243

NAST219
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ture, however, since it is one of the environmental 
stresses on species and ecosystems that is continu-
ing to increase.247 The Intergovernmental Panel on 
Climate Change has estimated that if a warming of 
3.5 to 5.5°F occurs, 20 to 30 percent of species that 
have been studied would be in climate zones that 
are far outside of their current ranges, and would 
therefore likely be at risk of extinction.248 One rea-
son this percentage is so high is that climate change 
would be superimposed on other stresses including 
habitat loss and continued overharvesting of some 
species, resulting in considerable stress on popula-
tions and species.

Fires, insect pests, disease pathogens, 
and invasive weed species have 
increased, and these trends are likely   
to continue.

Forest fires
In the western United States, both the frequency 
of large wildfires and the length of the fire season 
have increased substantially in recent decades, due 
primarily to earlier spring snowmelt and higher 
spring and summer temperatures.294 These changes 
in climate have reduced the availability of moisture, 
drying out the vegetation that provides the fuel for 
fires. Alaska also has experienced large increases 
in fire, with the area burned more than doubling 
in recent decades. As in the western United States, 
higher air temperature is a key factor. In Alaska, 
for example, June air temperatures alone explained 
approximately 38 percent of the increase in the area 
burned annually from 1950 to 2003.243 

Insect pests
Insect pests are economically important stresses 
on forest ecosystems in the United States. Coupled 
with pathogens, they cost $1.5 billion in damage 
per year. Forest insect pests are sensitive to climatic 
variations in many stages of their lives. Changes 
in climate have contributed significantly to several 
major insect pest outbreaks in the United States 
and Canada over the past several decades. The 
mountain pine beetle has infested lodgepole pine in 
British Columbia. Over 33 million acres of forest 
have been affected, by far the largest such outbreak 
in recorded history. Another 1.5 million acres have 
been infested by pine beetle in Colorado. Spruce 
beetle has affected more than 2.5 million acres in 
Alaska (see Alaska region) and western Canada. 
The combination of drought and high temperatures 
also has led to serious insect infestations and death 
of piñon pine in the Southwest, and to various 
insect pest attacks throughout the forests of the 
eastern United States.243

Rising temperatures increase insect outbreaks in a 
number of ways. First, winter temperatures above 
a certain threshold allow more insects to survive 
the cold season that normally limits their num-
bers. Second, the longer warm season allows them 
to develop faster, sometimes completing two life 
cycles instead of one in a single growing season. 
Third, warmer conditions help expand their ranges 
northward. And fourth, drought stress reduces 
trees’ ability to resist insect attack (for example, by 
pushing back against boring insects with the pres-
sure of their sap). Spruce beetle, pine beetle, spruce 
budworm, and woolly adelgid (which attacks east-
ern hemlocks) are just some of the insects that are 
proliferating in the United States, devastating many 
forests. These outbreaks are projected to increase 
with ongoing warming. Trees killed by insects also 
provide more dry fuel for wildfires.70,243,250

Disease pathogens and their carriers
One consequence of a longer, warmer growing sea-
son and less extreme cold in winter is that opportu-
nities are created for many insect pests and disease 
pathogens to flourish. Accumulating evidence 
links the spread of disease pathogens to a warming 
climate. For example, a recent study showed that 
widespread amphibian extinctions in the mountains 
of Costa Rica are linked to changes in climatic 

Size of U.S. Wildfires, 1983 to 2008

Data on wildland fires in the United States show that the number of 
acres burned per fire has increased since the 1980s. 

National Interagency Fire Center249
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conditions which are thought to have enabled the 
proliferation of an amphibian disease.70,251

Diseases that affect wildlife and the living things 
that carry these diseases have been expanding their 
geographic ranges as climate heats up. Depending 
on their specific adaptations to current climate, 
many parasites, and the insects, spiders, and 
scorpions that carry and transmit diseases, die 
or fail to develop below threshold temperatures. 
Therefore, as temperatures rise, more of these 
disease-carrying creatures survive. For some 
species, rates of reproduction, population growth, 
and biting, tend to increase with increasing 
temperatures, up to a limit. Some parasites’ 
development rates and infectivity periods also 
increase with temperature.70 An analysis of diseases 
among marine species found that diseases were 
increasing for mammals, corals, turtles, and 
mollusks, while no trends were detected for sharks, 
rays, crabs, and shrimp.70

Invasive plants
Problems involving invasive plant species arise 
from a mix of human-induced changes, including 
disturbance of the land surface (such as through 
over grazing or clearing natural vegetation for 
development), deliberate or accidental transport of 
non-native species, the increase in available nitro-
gen through over-fertilization of crops, and the ris-
ing carbon dioxide concentration and the resulting 
climate change.243 Human-induced climate change 
is not generally the initiating factor, nor the 
most important one, but it is becoming a more 
important part of the mix. 

The increasing carbon dioxide concentration 
stimulates the growth of most plant species, 
and some invasive plants respond with greater 
growth rates than native plants. Beyond this, 
invasive plants appear to better tolerate a wider 
range of environmental conditions and may be 
more successful in a warming world because 
they can migrate and establish themselves in 
new sites more rapidly than native plants.70 
They are also not usually dependent on external 
pollinators or seed dispersers to reproduce. For 
all of these reasons, invasive plant species pres-
ent a growing problem that is extremely diffi-
cult to control once unleashed.70 

Deserts and drylands are likely to 
become hotter and drier, feeding a self-
reinforcing cycle of invasive plants, fire, 
and erosion. 

The arid Southwest is projected to become even 
drier in this century. There is emerging evidence 
that this is already underway.34 Deserts in the 
United States are also projected to expand to the 
north, east, and upward in elevation in response to 
projected warming and associated changes  
in climate. 

Increased drying in the region contributes to a 
variety of changes that exacerbate a cycle of de-
sertification. Increased drought conditions cause 
perennial plants to die due to water stress and 
increased susceptibility to plant diseases. At the 
same time, non-native grasses have invaded the re-
gion. As these grasses increase in abundance, they 
provide more fuel for fires, causing fire frequency 
to increase in a self-reinforcing cycle that leads to 
further losses of vegetation. When it does rain, the 
rain tends to come in heavy downpours, and since 
there is less vegetation to protect the soil, water 
erosion increases. Higher air temperatures and de-
creased soil moisture reduce soil stability, further 
exacerbating erosion. And with a growing popula-
tion needing water for urban uses, hydroelectric 
generation, and agriculture, there is increasing 
pressure on mountain water sources that would oth-
erwise flow to desert river areas.70,149 

The photo series shows the progression from arid grassland to desert 
(desertification) over a 100-year period. The change is the result of grazing 
management and reduced rainfall in the Southwest.250,252,253

CCSP SAP 4.3243

Desertification of Arid Grassland
near Tucson, Arizona, 1902 to 2003
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The response of arid lands to climate change also 
depends on how other factors interact with climate 
at local scales. Large-scale, unregulated livestock 
grazing in the Southwest during the late 1800s and 
early 1900s is widely regarded as having contrib-
uted to widespread desertification. Grazing peaked 
around 1920 on public lands in the West. By the 
1970s, grazing had been reduced by about 70 
percent, but the arid lands have been very slow to 
recover from its impacts. Warmer and drier climate 
conditions are expected to slow recovery even 
more. In addition, the land resource in the South-
west is currently managed more for providing water 
for people than for protecting the productivity of the 
landscape. As a result, the land resource is likely to 
be further degraded and its recovery hampered.243

Coastal and near-shore ecosystems are 
already under multiple stresses. Climate 
change and ocean acidification will 
exacerbate these stresses.

Coastal and near-shore marine ecosystems are vul-
nerable to a host of climate change-related effects 
including increasing air and water temperatures, 
ocean acidification, changes in runoff from the 
land, sea-level rise, and altered currents. Some of 
these changes have already led to coral bleaching, 
shifts in species ranges, increased storm intensity in 
some regions, dramatic reductions in sea ice extent 
and thickness along the Alaskan coast,137 and other 
significant changes to the nation’s coastlines and 
marine ecosystems.70

The interface between land and sea is important, 
as many species, including many endangered spe-
cies, depend on it at some point in their life cycle. 
In addition, coastal areas buffer inland areas from 
the effects of wave action and storms.247 Coastal 
wetlands, intertidal areas, and other near-shore 
ecosystems are subject to a variety of environmen-
tal stresses.254,255 Sea-level rise, increased coastal 
storm intensity, and rising temperatures contrib-
ute to increased vulnerability of coastal wetland 
ecosystems. It has been estimated that 3 feet of 
sea-level rise (within the range of projections for 
this century) would inundate about 65 percent of the 
coastal marshlands and swamps in the contiguous 
United States.256 The combination of sea-level rise, 

local land sinking, and related factors already have 
resulted in substantially higher relative sea-level 
rise along the Gulf of Mexico and the mid-Atlantic 
coast, more so than on the Pacific Coast.43,254 In 
Louisiana alone, over one-third of the coastal plain 
that existed a century ago has since been lost,254 
which is mostly due to local land sinking.70 Barrier 
islands are also losing land at an increasing rate257 
(see Southeast region), and they are particularly im-
portant in protecting the coastline in some regions 
vulnerable to sea-level rise and storm surge.

Coral reefs
Coral reefs are very diverse ecosystems that sup-
port many other species by providing food and 
habitat. In addition to their ecological value, coral 
reefs provide billions of dollars in services includ-
ing tourism, fish breeding habitat, and protection of 
coastlines. Corals face a host of challenges associ-
ated with human activities such as poorly regulated 
tourism, destructive fishing, and pollution, in addi-
tion to climate change-related stresses.70 

Corals are marine animals that host symbiotic algae 
which help nourish the animals and give the corals 
their color. When corals are stressed by increases 
in water temperatures or ultraviolet light, they lose 
their algae and turn white, a process called coral 
bleaching. If the stress persists, the corals die. 
Intensities and frequencies of bleaching events, 
clearly driven by warming in surface water, have 
increased substantially over the past 30 years, lead-
ing to the death or severe damage of about one-
third of the world’s corals.70

The United States has extensive coral reef eco-
systems in the Caribbean, Atlantic, and Pacific 
oceans. In 2005, the Caribbean basin experienced 
unprecedented water temperatures that resulted 
in dramatic coral bleaching with some sites in the 
U.S. Virgin Islands seeing 90 percent of the coral 
bleached. Some corals began to recover when water 
temperatures decreased, but later that year disease 
appeared, striking the previously bleached and 
weakened coral. To date, 50 percent of the corals 
in Virgin Islands National Park have died from the 
bleaching and disease events. In the Florida Keys, 
summer bleaching in 2005 was also followed by 
disease in September.70 
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But rising temperature is not the only stress coral 
reefs face. As the carbon dioxide concentration in 
the air increases, more carbon dioxide is absorbed 
into the world’s oceans, leading to their acidifica-
tion. This makes less calcium carbonate available 
for corals and other sea life to build their skeletons 
and shells.258 If carbon dioxide concentrations 
continue to rise and the resulting acidification pro-
ceeds, eventually, corals and other ocean life that 
rely on calcium carbonate will not be able to build 
these skeletons and shells at all. The implications of 
such extreme changes in ocean ecosystems are not 
clear, but there is now evidence that in some ocean 
areas, such as along the Northwest coast, acidifica-
tion is already occurring70,259 (see Coasts region for 
more discussion of ocean acidification).

Arctic sea ice ecosystems are already 
being adversely affected by the loss of 
summer sea ice and further changes  
are expected.

Perhaps most vulnerable of all to the impacts of 
warming are Arctic ecosystems that rely on sea ice, 
which is vanishing rapidly and is projected to dis-
appear entirely in summertime within this century. 
Algae that bloom on the underside of the sea ice 
form the base of a food web linking microscopic 
animals and fish to seals, whales, polar bears, and 
people. As the sea ice disappears, so too do these 
algae. The ice also provides a vital platform for 
ice-dependent seals (such as the ringed seal) to give 
birth, nurse their pups, and rest. Polar bears use the 
ice as a platform from which to hunt their prey. The 
walrus rests on the ice near the continental shelf 
between its dives to eat clams and other shellfish. 
As the ice edge retreats away from the shelves to 
deeper areas, there will be no clams nearby.70,132,220

The Bering Sea, off the west coast of Alaska, 
produces our nation’s largest commercial fish 
harvests as well as providing food for many Native 
Alaskan peoples. Ultimately, the fish populations 
(and animals including seabirds, seals, walruses, 
and whales) depend on plankton blooms regulated 
by the extent and location of the ice edge in spring. 
As the sea ice continues to decline, the location, 
timing, and species composition of the blooms is 
changing. The spring melt of sea ice in the  

Bering Sea has long provided material that feeds 
the clams, shrimp, and other life forms on the 
ocean floor that, in turn, provide food for the 
walruses, gray whales, bearded seals, eider ducks, 
and many fish. The earlier ice melt resulting from 
warming, however, leads to later phytoplankton 
blooms that are largely consumed by microscopic 
animals near the sea surface, vastly decreasing the 
amount of food reaching the living things on the 
ocean floor. This will radically change the species 
composition of the fish and other creatures, with 
significant repercussions for both subsistence and 
commercial fishing.70 

Ringed seals give birth in snow caves on the sea 
ice, which protect their pups from extreme cold 
and predators. Warming leads to earlier snow melt, 
which causes the snow caves to collapse before the 
pups are weaned. The small, exposed pups may die 
of hypothermia or be vulnerable to predation by 
arctic foxes, polar bears, gulls, and ravens. Gulls 
and ravens are arriving in the Arctic earlier as 
springs become warmer, increasing the birds’  
opportunity to prey on the seal pups.70 

Polar bears are the top predators of the sea ice 
ecosystem. Because they prey primarily on ice-
associated seals, they are especially vulnerable to 
the disappearance of sea ice. The bears’ ability to 
catch seals depends on the presence of sea ice. In 
that habitat, polar bears take advantage of the fact 
that seals must surface to breathe in limited open-
ings in the ice cover. In the open ocean, bears lack 
a hunting platform, seals are not restricted in where 
they can surface, and successful hunting is very 
rare. On shore, polar bears feed little, if at all.

About two-thirds of the world’s polar bears are projected to be 
gone by the middle of this century. It is projected that there will 
be no wild polar bears in Alaska in 75 years.70
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In addition, the rapid rate of warming in 
Alaska and the rest of the Arctic in recent 
decades is sharply reducing the snow cover 
in which polar bears build dens and the sea 
ice they use as foraging habitat. Female polar 
bears build snow dens in which they hiber-
nate for four to five months each year and 
in which they give birth to their cubs. Born 
weighing only about 1 pound, the tiny cubs 
depend on the snow den for warmth.

About two-thirds of the world’s polar bears 
are projected to be gone by the middle of this 
century. It is projected that there will be no 
wild polar bears left in Alaska in 75 years.70

Continued warming will inevitably entail 
major changes in the sea ice ecosystem, to 
the point that its viability is in jeopardy. 
Some species will become extinct, while oth-
ers might adapt to new habitats. The chances 
of species surviving the current changes may 
depend critically on the rate of change. The current 
rates of change in the sea ice ecosystem are very 
rapid relative to the life spans of animals including 
seals, walruses, and polar bears, and as such, are a 
major threat to their survival.70

The habitats of some 
mountain species and 
coldwater fish, such as 
salmon and trout, are 
very likely to contract in 
response to warming.

Animal and plant species that 
live in the mountains are among 
those particularly sensitive to 
rapid climate change. They 
include animal species such 
as the grizzly bear, bighorn 
sheep, pika, mountain goat, 
and wolverine. Major changes 
have already been observed in 
the pika as previously reported 
populations have disappeared 
entirely as climate has warmed 
over recent decades.70 One 
reason mountain species are so 

vulnerable is that their suitable habitats are be-
ing compressed as climatic zones shift upward in 
elevation. Some species try to shift uphill with the 
changing climate, but may face constraints related 
to food, other species present, and so on. In addi-
tion, as species move up the mountains, those near 
the top simply run out of habitat.70 

Fewer wildflowers are projected to grace the slopes 
of the Rocky Mountains as global warming causes 
earlier spring snowmelt. Larkspur, aspen fleabane, 
and aspen sunflower grow at an altitude of about 
9,500 feet where the winter snows are deep. Once 
the snow melts, the flowers form buds and prepare 
to bloom. But warmer springs mean that the snow 
melts earlier, leaving the buds exposed to frost. 
(The percentage of buds that were frosted has 
doubled over the past decade.) Frost does not kill 
the plants, but it does make them unable to seed 
and reproduce, meaning there will be no next gen-
eration. Insects and other animal species depend 
on the flowers for food, and other species depend 
on those species, so the loss is likely to propagate 
through the food chain.236

Shifts in tree species on mountains in New Eng-
land, where temperatures have risen 2 to 4°F in 
the last 40 years, offer another example. Some 
mountain tree species have shifted uphill by 350 

The pika, pictured above, is a 
small mammal whose habitat is 
limited to cold areas near the 
tops of mountains. As climate 
warms, little suitable habitat 
is left. Of 25 pika populations 
studied in the Great Basin be-
tween the Rocky Mountains and 
the Sierra Nevada, more than 
one-third have gone extinct in 
recent decades.261,262

Forest Species Shift Upslope

As climate warms, hardwood trees out-compete evergreen trees 
that are adapted to colder conditions. 

Beckage et al.260/Adapted from Boston Globe/Landov
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feet in the last 40 years. Tree communities were 
relatively unchanged at low and high elevations, but 
in the transition zone in between (at about 2,600 
feet elevation) the changes have been dramatic. 
Cold-loving tree species declined from 43 to 18 
percent, while warmer-loving trees increased from 
57 to 82 percent. Overall, the transition zone has  
shifted about 350 feet uphill in just a few decades, 
a surprisingly rapid rate since these are trees that 
live for hundreds of years. One possibility is that as 
trees were damaged or killed by air pollution, it left 
an opportunity for the warming-induced transition 
to occur more quickly. These results indicate that 
the composition of high elevation forests is chang-
ing rapidly.260 

Coldwater fish
Salmon and other coldwater fish species in the 
United States are at particular risk from warming. 
Salmon are under threat from a variety of human 
activities, but global warming is a growing source 
of stress. Rising temperatures affect salmon in sev-
eral important ways. As precipitation increasingly 
falls as rain rather than snow, it feeds floods that 
wash away salmon eggs incubating in the stream-
bed. Warmer water leads eggs to hatch earlier in 
the year, so the young are smaller and more vulner-
able to predators. Warmer conditions increase the 
fish’s metabolism, taking energy away from growth 
and forcing the fish to find more food, but earlier 
hatching of eggs could put them out of sync with 
the insects they eat. Earlier melting of snow leaves 
rivers and streams warmer and shallower in sum-
mer and fall. Diseases and parasites tend to flour-
ish in warmer water. Studies suggest that up to 40 
percent of Northwest salmon populations may be 
lost by 2050.263

Large declines in trout populations are also pro-
jected to occur around the United States. Over half 
of the wild trout populations are likely to disappear 
from the southern Appalachian Mountains because 
of the effects of rising stream temperatures. Losses 
of western trout populations may exceed 60 percent 
in certain regions. About 90 percent of bull trout, 
which live in western rivers in some of the coun-
try’s most wild places, are projected to be lost due 
to warming. Pennsylvania is predicted to lose 50 
percent of its trout habitat in the coming decades. 
Projected losses of trout habitat for some warmer 

states, such as North Carolina and Virginia, are up 
to 90 percent.264

Some of the benefits ecosystems 
provide to society will be threatened by 
climate change, while others will  
be enhanced.

Human well-being depends on the Earth’s ecosys-
tems and the services that they provide to sustain 
and fulfill human life.265 These services are impor-
tant to human well-being because they contribute 
to basic material needs, physical and psychological 
health, security, and economic activity. A recent 
assessment reported that of 24 vital ecosystem ser-
vices, 15 were being degraded by human activity.247 
Climate change is one of several human-induced 
stresses that threaten to intensify and extend these 
adverse impacts to biodiversity, ecosystems, and 
the services they provide. Two of many possible 
examples follow.

Forests and carbon storage
Forests provide many services important to the 
well-being of Americans: air and water quality 
maintenance, water flow regulation, and watershed 
protection; wildlife habitat and biodiversity conser-
vation; recreational opportunities and aesthetic and 
spiritual fulfillment; raw materials for wood and 
paper products; and climate regulation and carbon 
storage. A changing climate will alter forests and 
the services they provide. Most of these changes 
are likely to be detrimental.

In the United States, forest growth and long-lived 
forest products currently offset about 20 percent of 
U.S. fossil fuel carbon emissions.140,257 This carbon 
“sink” is an enormous service provided by forests 
and its persistence or growth will be important to 
limiting the atmospheric carbon dioxide concentra-
tion. The scale of the challenge of increasing this 
sink is very large. To offset an additional 10 percent 
of U.S. emissions through tree planting would re-
quire converting one-third of current croplands  
to forests.243

Recreational opportunities
Tourism is one of the largest economic sec-
tors in the world, and it is also one of the fastest 
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growing;266 the jobs created by recreational tourism 
provide economic benefits not only to individu-
als but also to communities. Slightly more than 90 
percent of the U.S. population participates in some 
form of outdoor recreation, representing nearly 
270 million participants,267 and several billion days 
spent each year in a wide variety of outdoor recre-
ation activities.

Since much recreation and tourism occurs outside, 
increased temperature and precipitation have a 
direct effect on the enjoyment of these activities, 
and on the desired number of visitor days and as-
sociated level of visitor spending as well as tourism 
employment. Weather conditions are an important 
factor influencing tourism visits. In addition, out-
door recreation and tourism often depends on the 
availability and quality of natural resources,268 such 
as beaches, forests, wetlands, snow, and wildlife, all 
of which will be affected by climate change. 

Thus, climate change can have direct effects on the 
natural resources that people enjoy. The length of 
the season for, and desirability of, several of the 
most popular activities – walking; visiting a beach, 
lakeshore, or river; sightseeing; swimming; and 
picnicking267 – are likely to be enhanced by small 
near-term increases in temperature. Other activities 
are likely to be harmed by even small increases in 
warming, such as snow- and ice-dependent activi-
ties including skiing, snowmobiling, and  
ice fishing.

The net economic effect of near-term climate 
change on recreational activities is likely to be posi-
tive. In the longer term, however, as climate change 
effects on ecosystems and seasonality become more 
pronounced, the net economic effect on tourism 
and recreation is not known with certainty.172 

Adaptation:   Preserving Coastal Wetlands

Coastal wetlands are rich ecosystems 
that protect the shore from damage 
during storm surges and provide 
society with other services. One 
strategy designed to preserve coastal 
wetlands as sea level rises is the “rolling 
easement.” Rolling easements allow 
some development near the shore, but 
prohibit construction of seawalls or 
other armoring to protect buildings; 
they recognize nature’s right-of-way 
to advance inland as sea level rises. 
Massachusetts and Rhode Island prohibit 
shoreline armoring along the shores of 
some estuaries so that ecosystems can 
migrate inland, and several states limit 
armoring along ocean shores.269,270 

In the case shown here, the coastal marsh would reach the footprint of the house 40 years in the 
future. Because the house is on pilings, it could still be occupied if it is connected to a community 
sewage treatment system; a septic system would probably fail due to proximity to the water table. 
After 80 years, the marsh would have taken over the yard, and the footprint of the house would extend 
onto public property. The house could still be occupied but reinvestment in the property would be 
unlikely. After 100 years, this house would be removed, although some other houses in the area could 
still be occupied. Eventually, the entire area would return to nature. A home with a rolling easement 
would depreciate in value rather than appreciate like other coastal real estate. But if the loss were 
expected to occur 100 years from now, it would only reduce the current property value by 1 to 5 
percent, for which the owner could be compensated.271 

Modified from CCSP SAP 4.1271
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Key Messages:
Increases in the risk of illness and death related to extreme heat and heat • 
waves are very likely. Some reduction in the risk of death related to extreme 
cold is expected.
Warming is likely to make it more challenging to meet air quality standards • 
necessary to protect public health. 
Extreme weather events cause physical and mental health problems. Some of • 
these events are projected to increase. 
Some diseases transmitted by food, water, and insects are likely to increase. • 
Rising temperature and carbon dioxide concentration increase pollen • 
production and prolong the pollen season in a number of plants with highly 
allergenic pollen, presenting a health risk.
Certain groups, including children, the elderly, and the poor, are most • 
vulnerable to a range of climate-related health effects. 

Climate change poses unique challenges to human health. Unlike health threats caused by a particular toxin 
or disease pathogen, there are many ways that climate change can lead to potentially harmful health effects. 
There are direct health impacts from heat waves and severe storms, ailments caused or exacerbated by air 
pollution and airborne allergens, and many climate-sensitive infectious diseases.163 

Realistically assessing the potential health effects of 
climate change must include consideration of the capac-
ity to manage new and changing climate conditions.163 
Whether or not increased health risks due to climate 
change are realized will depend largely on societal re-
sponses and underlying vulnerability. The probability of 
exacerbated health risks due to climate change points to a 
need to maintain a strong public health infrastructure to 
help limit future impacts.163 

Increased risks associated with diseases originating 
outside the United States must also be considered be-
cause we live in an increasingly globalized world. Many 
poor nations are expected to suffer even greater health 
consequences from climate change.272 With global trade 
and travel, disease flare-ups in any part of the world can 
potentially reach the United States. In addition, weather 
and climate extremes such as severe storms and drought 
can undermine public health infrastructure, further stress 
environmental resources, destabilize economies, and 
potentially create security risks both within the United 
States and internationally.219 

Key Sources

The pie chart shows the distribution of deaths for 11 hazard 
categories as a percent of the total 19,958 deaths due to 
these hazards from 1970 to 2004. Heat/drought ranks 
highest, followed by severe weather, which includes events 
with multiple causes such as lightning, wind, and rain.273 This 
analysis ended prior to the 2005 hurricane season which 
resulted in approximately 2,000 deaths.229

Hazard-Related Deaths in the U.S.

Borden and Cutter273
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Increases in the risk of illness and death 
related to extreme heat and heat waves 
are very likely. Some reduction in the 
risk of death related to extreme cold  
is expected.

Temperatures are rising and the probability of 
severe heat waves is increasing. Analyses sug-
gest that currently rare extreme heat waves will 
become much more common in the future (see 
National Climate Change).68 At the same time, the 
U.S. population is aging, and older people are more 
vulnerable to hot weather and heat waves. The per-
centage of the U.S. population over age 65 is cur-
rently 12 percent and is projected to be 21 percent 
by 2050 (over 86 million people).163,274 Diabetics are 
also at greater risk of heat-related death, and the 
prevalence of obesity and diabetes is increasing. 
Heat-related illnesses range from heat exhaustion 
to kidney stones.275,276 

Heat is already the leading cause of weather-related 
deaths in the United States. More than 3,400 deaths 
between 1999 and 2003 were reported as result-
ing from exposure to excessive heat.277 An analysis 
of nine U.S. cities shows that deaths due to heat 
increase with rising temperature and humidity.278 
From the 1970s to the 1990s, however, heat-related 
deaths declined.279 This likely resulted from a rapid 

increase in the use of air conditioning. In 1978, 44 
percent of households were without air condition-
ing, whereas in 2005, only 16 percent of the U.S. 
population lived without it (and only 3 percent did 
not have it in the South).280,281 With air conditioning 
reaching near saturation, a recent study found that 
the general decline in heat-related deaths seems to 
have leveled off since the mid-1990s.282 

Increases in heat-related deaths are projected in cities 
around the nation, especially under higher emissions 
scenarios.91 This analysis included some, but not all 
possible, adaptation measures. The graph shows the 
projected number of deaths per year, averaged over a 
three-decade period around 1975, 2055, and 2085 for the 
City of Chicago under lower and higher emissions.91 

Hayhoe et al.283

Projected Increase in  
Heat-Related Deaths in Chicago

Number of Days Over 100°F

The number of days in which the temperature exceeds 
100°F by late this century, compared to the 1960s and 
1970s, is projected to increase strongly across the 
United States. For example, parts of Texas that recently 
experienced about 10 to 20 days per year over 100°F are 
expected to experience more than 100 days per year in 
which the temperature exceeds 100°F by the end of the 
century under the higher emissions scenario.91

CMIP3-B117
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Adaptation:   Reducing Deaths During Heat Waves

In the mid-1990s, Philadelphia became the first U.S. city to implement a system for reducing the risk 
of death during heat waves. The city focuses its efforts on the elderly, homeless, and poor. During 
a heat wave, a heat alert is issued and news organizations are provided with tips on how vulnerable 
people can protect themselves. The health department and thousands of block captains use a buddy 
system to check on elderly residents in their homes; electric utilities voluntarily refrain from shutting 
off services for non-payment; and public cooling places extend their hours. The city operates a 
“Heatline” where nurses are standing by to assist callers experiencing health problems; if callers 
are deemed “at risk,” mobile units are dispatched to the residence. The city has also implemented 
a “Cool Homes Program” for elderly, low-income residents, which provides measures such as roof 
coatings and roof insulation that save energy and lower indoor temperatures. Philadelphia’s system is 
estimated to have saved 117 lives over its first 3 years of operation.287,288 

As human-induced warming is projected to raise 
average temperatures by about 6 to 11°F in this 
century under a higher emissions scenario,91 heat 
waves are expected to continue to increase in 
frequency, severity, and duration.68,112 For example, 
by the end of this century, the number of heat-wave 
days in Los Angeles is projected to double,284 and 
the number in Chicago to quadruple,285 if emissions 
are not reduced.

Projections for Chicago suggest that the average 
number of deaths due to heat waves would more 
than double by 2050 under a lower emissions 
scenario91 and quadruple under a high emissions 
scenario91 (see figure page 90).283 

A study of climate change impacts in California 
projects that, by the 2090s, annual heat-related 
deaths in Los Angeles would increase by two to 
three times under a lower emissions scenario and 
by five to seven times under a higher emissions 
scenario, compared to a 1990s baseline of about 
165 deaths. These estimates assume that people 
will have become somewhat more accustomed to 
higher temperatures. Without such acclimatization, 
these estimates are projected to be about 20 to 25 
percent higher.284

The full effect of global warming on heat-related 
illness and death involves a number of factors 
including actual changes in temperature (averages, 
highs, and lows); and human population character-
istics, such as age, wealth, and fitness. In addition, 
adaptation at the scale of a city includes options 
such as heat wave early warning systems, urban 

design to reduce heat loads, and enhanced services 
during heat waves.163

Reduced extreme cold
In a warmer world, the number of deaths caused 
by extremely low temperatures would be expected 
to drop, although in general, it is uncertain how 
climate change will affect net mortality.163 Never-
theless, a recent study that analyzed daily mortality 
and weather data with regard to 6,513,330 deaths 
in 50 U.S. cities between 1989 and 2000 shows a 
marked difference between deaths resulting from 
hot and cold temperatures. The researchers found 
that, on average, cold snaps increased death rates 

Urban Heat Island Effect

Large amounts of concrete and asphalt in cities absorb and hold heat. 
Tall buildings prevent heat from dissipating and reduce air flow. At 
the same time, there is generally little vegetation to provide shade 
and evaporative cooling. As a result, parts of cities can be up to 
10ºF warmer than the surrounding rural areas, compounding the 
temperature increases that people experience as a result of human-
induced warming.313

Lemmen and Warren286
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by 1.6 percent, while heat waves triggered a 5.7 per-
cent increase in death rates.289 The analysis found 
that the reduction in deaths as a result of relatively 
milder winters attributable to global warming will 
be substantially less than the increase in deaths due 
to summertime heat extremes.

Many factors contribute to winter deaths, includ-
ing highly seasonal diseases such as influenza and 
pneumonia. It is unclear how these diseases are 
affected by temperature.163

Warming is likely to make it more 
challenging to meet air quality standards 
necessary to protect public health. 

Poor air quality, especially in cities, is a serious 
concern across the United States. Half of all Ameri-
cans, 158 million people, live in counties where 
air pollution exceeds national health standards.290 
While the Clean Air Act has improved air qual-
ity, higher temperatures and associated stagnant 
air masses are expected to make it more challeng-
ing to meet air quality standards, particularly for 
ground-level ozone (a component of smog).13 It 

Projected Change in Ground-Level Ozone, 2090s

The maps show projected changes in ground-level ozone (a component of smog) for the 2090s, averaged over the sum-
mer months (June through August), relative to 1996-2000, under lower and higher emissions scenarios, which include 
both greenhouse gases and emissions that lead to ozone formation (some of which decrease under the lower emissions 
scenario).91 By themselves, higher temperatures and other projected climate changes would increase ozone levels under 
both scenarios. However, the maps indicate that future projections of ozone depend heavily on emissions, with the higher 
emissions scenario91 increasing ozone by large amounts, while the lower emissions scenario91 results in an overall decrease 
in ground-level ozone by the end of the century.291

Tao et al.291

Temperature and Ozone

The graphs illustrate the observed association between ground-level 
ozone (a component of smog) concentration in parts per billion (ppb) 
and temperature in Atlanta and New York City (May to October 1988 
to 1990).219 The projected higher temperatures across the United 
States in this century are likely to increase the occurrence of high 
ozone concentrations, although this will also depend on emissions of 
ozone precursors and meteorological factors. Ground-level ozone 
can exacerbate respiratory diseases and cause short-term reductions 
in lung function.

NAST219
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has been firmly established that breathing ozone 
results in short-term decreases in lung function and 
damages the cells lining the lungs. It also increases 
the incidence of asthma-related hospital visits and 
premature deaths.272 Vulnerability to ozone effects 
is greater for those who spend time outdoors, espe-
cially with physical exertion, because this results 

in a higher cumulative dose to their lungs. As a 
result, children, outdoor workers, and athletes are 
at higher risk for these ailments.163 

Ground-level ozone concentrations are affected by 
many factors including weather conditions, emis-
sions of gases from vehicles and industry that lead 

Adaptation:   Improving Urban Air Quality

Because ground-level ozone is related to temperature (see figure at top of previous page), air 
quality is projected to become worse with human-induced climate change. Many areas in the 
country already have plans in place for responding to air quality problems. For example, the Air 
Quality Alert program in Rhode Island encourages residents to reduce air pollutant emissions by 
limiting car travel and the use of small engines, lawn mowers, and charcoal lighter fluids on days 
when ground-level ozone is high. Television weather reports include alerts when ground-level 
ozone is high, warning especially susceptible people to limit their time outdoors. To help cut down 
on the use of cars, all regular bus routes are free on Air Quality Alert days.295

Pennsylvania offers the following suggestions for high ozone days:
Refuel vehicles after dark. Avoid spilling gasoline and stop fueling when the pump shuts off • 
automatically.
Conserve energy. Do not overcool homes. Turn off lights and appliances that are not in use. • 
Wash clothes and dishes only in full loads.
Limit daytime driving. Consider carpooling or taking public transportation. Properly maintain • 
vehicles, which also helps to save fuel.
Limit outdoor activities, such as mowing the lawn or playing sports, to the evening hours.• 
Avoid burning leaves, trash, and other materials.• 

Traffic restrictions imposed during the 1996 summer Olympics in Atlanta quantified the direct 
respiratory health benefits of reducing the number of cars and the amount of their tailpipe 
emissions from an urban environment. Peak morning traffic decreased by 23 percent, and peak 
ozone levels dropped by 28 percent. As a result, childhood asthma-related emergency room visits 
fell by 42 percent.296 

Californians currently experience the worst air 
quality in the nation. More than 90 percent of the 

population lives in areas that violate state air quality 
standards for ground-level ozone or small particles. These 

pollutants cause an estimated 8,800 deaths and over a billion 
dollars in health care costs every year in California.292 Higher 

temperatures are projected to increase the frequency, intensity, 
and duration of conditions conducive to air pollution formation, 

potentially increasing the number of days conducive to air pollution by 75 
to 85 percent in Los Angeles and the San Joaquin Valley, toward the end of this 

century, under a higher emissions scenario, and by 25 to 35 percent under a lower 
emissions scenario.293 Air quality could be further compromised by wildfires, which are 

already increasing as a result of warming.252,294

Spotlight on Air Quality  
in California



U.S. Global Change Research Program

94 95

Global Climate Change Impacts in the United States Human Health

94 95

Global Climate Change Impacts in the United States Human Health

to ozone formation (especially nitrogen oxides 
and volatile organic compounds [VOCs]), natu-
ral emissions of VOCs from plants, and pollution 
blown in from other places.290,297 A warmer climate 
is projected to increase the natural emissions of 
VOCs, accelerate ozone formation, and increase the 
frequency and duration of stagnant air masses that 
allow pollution to accumulate, which will exacer-
bate health symptoms.298 Increased temperatures 
and water vapor due to human-induced carbon di-
oxide emissions have been found to increase ozone 
more in areas with already elevated concentrations, 
meaning that global warming tends to exacerbate 
ozone pollution most in already polluted areas. Un-
der constant pollutant emissions, by the middle of 
this century, Red Ozone Alert Days (when the air 
is unhealthy for everyone) in the 50 largest cities in 
the eastern United States are projected to increase 
by 68 percent due to warming alone.298 Such condi-
tions would challenge the ability of communities 
to meet health-based air quality standards such as 
those in the Clean Air Act. 

Health risks from heat waves and air pollution 
are not necessarily independent. The formation of 
ground-level ozone occurs under hot and stagnant 
conditions – essentially the same weather condi-
tions accompanying heat waves (see box page 102). 
Such interactions among risk factors are likely to 
increase as climate change continues.

Extreme weather events cause physical 
and mental health problems. Some of 
these events are projected to increase.

Injury, illness, emotional trauma, and death are 
known to result from extreme weather events.68 
The number and intensity of some of these events 
are already increasing and are projected to increase 
further in the future.68,112 Human health impacts in 
the United States are generally expected to be less 
severe than in poorer countries where the emergen-
cy preparedness and public health infrastructure 
is less developed. For example, early warning and 
evacuation systems and effective sanitation lessen 
the health impacts of extreme events.68 

This assumes that medical and emergency relief 
systems in the United States will function well and 

that timely and effective adaptation measures will 
be developed and deployed. There have already 
been serious failures of these systems in the af-
termath of hurricanes Katrina and Rita, so coping 
with future impacts will require significant  
improvements.

Extreme storms
Over 2,000 Americans were killed in the 2005 
hurricane season, more than double the average 
number of lives lost to hurricanes in the United 
States over the previous 65 years.163 But the human 
health impacts of extreme storms go beyond direct 
injury and death to indirect effects such as carbon 
monoxide poisoning from portable electric genera-
tors in use following hurricanes, an increase in 
stomach and intestinal illness among evacuees, and 
mental health impacts such as depression and post-
traumatic stress disorder.163 Failure to fully account 
for both direct and indirect health impacts might 
result in inadequate preparation for and response to 
future extreme weather events.163 

Floods
Heavy downpours have increased in recent decades 
and are projected to increase further as the world 
continues to warm.68,112 In the United States, the 
amount of precipitation falling in the heaviest 1 
percent of rain events increased by 20 percent in 
the past century, while total precipitation increased 
by 7 percent. Over the last century, there was a 
50 percent increase in the frequency of days with 
precipitation over 4 inches in the upper Midwest.112 
Other regions, notably the South, have also seen 
strong increases in heavy downpours, with most of 
these coming in the warm season and almost all of 
the increase coming in the last few decades.

Heavy rains can lead to flooding, which can cause 
health impacts including direct injuries as well as 
increased incidence of waterborne diseases due to 
pathogens such as Cryptosporidium and Giardia.163 
Downpours can trigger sewage overflows, contami-
nating drinking water and endangering beachgoers. 
The consequences will be particularly severe in the 
roughly 770 U.S. cities and towns, including New 
York, Chicago, Washington DC, Milwaukee, and 
Philadelphia, that have “combined sewer systems;” 
an older design that carries storm water and sew-
age in the same pipes.299 During heavy rains, these 
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systems often cannot handle the volume, and  
raw sewage spills into lakes or waterways, includ-
ing drinking-water supplies and places where 
people swim.252

In 1994, the Environmental Protection Agency 
(EPA) established a policy that mandates that 
communities substantially reduce or eliminate 
their combined sewer overflow, but this mandate 
remains unfulfilled.300 In 2004, the EPA estimated 
it would cost $55 billion to correct combined sewer 
overflow problems in publicly owned wastewater 
treatment systems.301

Using 2.5 inches of precipitation in one day as the 
threshold for initiating a combined sewer overflow 
event, the frequency of these events in Chicago is 
expected to rise by 50 percent to 120 percent by the 
end of this century,302 posing further risks to drink-
ing and recreational water quality.

Wildfires
Wildfires in the United States are already increas-
ing due to warming. In the West, there has been 
a nearly fourfold increase in large wildfires in 
recent decades, with greater fire frequency, lon-
ger fire durations, and longer wildfire seasons. 

This increase is strongly associated with increased 
spring and summer temperatures and earlier spring 
snowmelt, which have caused drying of soils and 
vegetation.163,252,294 In addition to direct injuries and 
deaths due to burns, wildfires can cause eye  
and respiratory illnesses due to fire-related  
air pollution.163

Some diseases transmitted by food, 
water, and insects are likely to increase. 

A number of important disease-causing agents 
(pathogens) commonly transmitted by food, water, 

The first outbreak of West Nile virus in the United States occurred 
in the summer of 1999, likely a result of international air transport. 

Within five years, the disease had spread across the continental United 
States, transmitted by mosquitoes that acquire the virus from infected 

birds. While bird migrations were the primary mode of disease spread, 
during the epidemic summers of 2002 to 2004, epicenters of West Nile virus 

were linked to locations with either drought or above average temperatures. 

Since 1999, West Nile virus has caused over 28,000 reported cases, and over 1,100 
Americans have died from it.303 During 2002, a more virulent strain of West Nile virus 

emerged in the United States. Recent analyses indicate that this mutated strain responds strongly 
to higher temperatures, 
suggesting that greater risks 
from the disease may result 
from increases in the frequency 
of heatwaves,304 though the 
risk will also depend on the 
effectiveness of mosquito 
control programs.

While West Nile virus causes 
mild flu-like symptoms in 
most people, about one in 
150 infected people develop 
serious illness, including the 
brain inflammation diseases 
encephalitis and meningitis. 
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or animals are susceptible to changes in replication, 
survival, persistence, habitat range, and transmis-
sion as a result of changing climatic conditions 
such as increasing temperature, precipitation, and 
extreme weather events.163 

Cases of food poisoning due to • Salmonella and 
other bacteria peak within one to six weeks of 
the highest reported ambient temperatures.163

Cases of waterborne • Cryptosporidium and 
Giardia increase following heavy downpours. 
These parasites can be transmitted in drinking 
water and through recreational water use.163 
Climate change affects the life cycle and dis-• 
tribution of the mosquitoes, ticks, and rodents 
that carry West Nile virus, equine encephali-
tis, Lyme disease, and hantavirus. However, 
moderating factors such as housing quality, 
land use patterns, pest control programs, and a 
robust public health infrastructure are likely to 
prevent the large-scale spread of these diseases 
in the United States.163,305

Heavy rain and flooding can contaminate • 
certain food crops with feces from nearby 
livestock or wild animals, increasing the 
likelihood of food-borne disease associated 
with fresh produce.163

Vibrio•	  sp. (shellfish poisoning) accounts for 20 
percent of the illnesses and 95 percent of 
the deaths associated with eating infected 
shellfish, although the overall incidence 
of illness from Vibrio infection remains 
low. There is a close association between 
temperature, Vibrio sp. abundance, and 
clinical illness. The U.S. infection rate 
increased 41 percent from 1996 to 2006,163 
concurrent with rising temperatures. 
As temperatures rise, tick populations that • 
carry Rocky Mountain spotted fever are 
projected to shift from south to north.306 
The introduction of disease-causing agents • 
from other regions of the world is an 
additional threat.163 

While the United States has programs such as 
the Safe Drinking Water Act that help protect 
against some of these problems, climate change 
will present new challenges. 

Rising temperature and carbon 
dioxide concentration increase pollen 
production and prolong the pollen 
season in a number of plants with  
highly allergenic pollen, presenting a 
health risk.

Rising carbon dioxide levels have been observed to 
increase the growth and toxicity of some plants that 
cause health problems. Climate change has caused 
an earlier onset of the spring pollen season in the 
United States.272 It is reasonable to conclude that 
allergies caused by pollen have also experienced 
associated changes in seasonality.272 Several labora-
tory studies suggest that increasing carbon dixoide 
concentrations and temperatures increase ragweed 
pollen production and prolong the ragweed 
pollen season.163,272

Poison ivy growth and toxicity is also greatly 
increased by carbon dioxide, with plants growing 
larger and more allergenic. These increases exceed 
those of most beneficial plants. For example, poison 
ivy vines grow twice as much per year in air with 
a doubled preindustrial carbon dioxide concentra-
tion as they do in unaltered air; this is nearly five 
times the increase reported for tree species in 

Pollen Counts Rise with  
Increasing Carbon Dioxide

Pollen production from ragweed grown in chambers at the carbon 
dioxide concentration of a century ago (about 280 parts per million 
[ppm]) was about 5 grams per plant; at today’s approximate carbon 
dioxide level, it was about 10 grams; and at a level projected to 
occur about 2075 under the higher emissions scenario,91 it was 
about 20 grams.307

Ziska and Caulfield307
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other analyses.308 Recent and projected increases in 
carbon dioxide also have been shown to stimulate 
the growth of stinging nettle and leafy spurge, two 
weeds that cause rashes when they come into con-
tact with human skin.309,310

Certain groups, including children, 
the elderly, and the poor, are most 
vulnerable to a range of climate-related 
health effects. 

Infants and children, pregnant women, the elderly, 
people with chronic medical conditions, outdoor 
workers, and people living in poverty are especially 
at risk from a variety of climate related health ef-
fects. Examples of these effects include increasing 
heat stress, air pollution, extreme weather events, 
and diseases carried by food, water, and insects.163 

Children’s small ratio of body mass to surface area 
and other factors make them vulnerable to heat-
related illness and death. Their increased breathing 
rate relative to body size, additional time spent out-
doors, and developing respiratory tracts, heighten 
their sensitivity to air pollution. In addition, chil-
dren’s immature immune systems increase their 
risk of serious consequences from waterborne and 
food-borne diseases, while developmental factors 
make them more vulnerable to complications from 
severe infections such as E. coli or Salmonella.163

The greatest health burdens related to climate 
change are likely to fall on the poor, especially 

Poison ivy

those lacking adequate shelter and access to other 
resources such as air conditioning.163

Elderly people are more likely to have debilitating 
chronic diseases or limited mobility. The elderly 
are also generally more sensitive to extreme heat 
for several reasons. They have a reduced ability to 
regulate their own body temperature or sense when 
they are too hot. They are at greater risk of heart 
failure, which is further exacerbated when cardiac 
demand increases in order to cool the body during 
a heat wave.318 Also, people taking medications, 
such as diuretics for high blood pressure, have a 
higher risk of dehydration.163 

The multiple health risks associated with diabetes 
will increase the vulnerability of the U.S. popula-
tion to increasing temperatures. The number of 
Americans with diabetes has grown to about 24 
million people, or roughly 8 percent of the U.S. 
population. Almost 25 percent of the population 
60 years and older had diabetes in 2007.311 Fluid 
imbalance and dehydration create higher risks for 
diabetics during heat waves. People with diabetes-
related heart disease are at especially increased risk 
of dying in heat waves.318

High obesity rates in the United States are a con-
tributing factor in currently high levels of diabe-
tes. Similarly, a factor in rising obesity rates is a 
sedentary lifestyle and automobile dependence; 60 
percent of Americans do not meet minimum daily 
exercise requirements. Making cities more walk-
able and bikeable would thus have multiple ben-
efits: improved personal fitness and weight loss; 
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reduced local air pollution and associated respirato-
ry illness; and reduced greenhouse gas emissions.312 

The United States has considerable capacity to 
adapt to climate change, but during recent extreme 
weather and climate events, actual practices have 
not always protected people and property. Vulner-
ability to extreme events is highly variable, with 
disadvantaged groups and communities (such as the 
poor, infirm, and elderly) experiencing consider-

able damage and disruptions to their lives. Adapta-
tion tends to be reactive, unevenly distributed, and 
focused on coping rather than preventing problems. 
Future reduction in vulnerability will require 
consideration of how best to incorporate planned 
adaptation into long-term municipal and public ser-
vice planning, including energy, water, and health 
services, in the face of changing climate-related 
risks combined with ongoing changes in population 
and development patterns.163,164 

Geographic Vulnerability of U.S. Residents to  
Selected Climate-Related Health Impacts

Maps indicating U.S. counties, or in some cases states, with existing vulnerability to climate-sensitive health out-
comes: a) location of hurricane landfalls; b) extreme heat events (defined by the Centers for Disease Control 
as temperatures 10 or more degrees F above the average high temperature for the region and lasting for sev-
eral weeks); c) percentage of population over age 65 (dark blue indicates that percentage is over 17.6 percent, light 
blue 14.4 to 17.5 percent); d) locations of West Nile virus cases reported in 2004. These examples demonstrate 
both the diversity of climate-sensitive health outcomes and the geographic variability of where they occur. Events 
over short time spans, in particular West Nile virus cases, are not necessarily predictive of future vulnerability.

CCSP SAP 4.6163
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Key Messages:
Population shifts and development choices are making more Americans • 
vulnerable to the expected impacts of climate change.
Vulnerability is greater for those who have few resources and few choices. • 
City residents and city infrastructure have unique vulnerabilities to • 
climate change.
Climate change affects communities through changes in climate-sensitive • 
resources that occur both locally and at great distances.
Insurance is one of the industries particularly vulnerable to increasing • 
extreme weather events such as severe storms, but it can also help 
society manage the risks.
The United States is connected to a world that is unevenly vulnerable to • 
climate change and thus will be affected by impacts in other parts of  
the world.

Climate change will affect society through impacts 
on the necessities and comforts of life: water, energy, 
housing, transportation, food, natural ecosystems, and 
health. This section focuses on some characteristics of 
society that make it vulnerable to the potential impacts 
of climate change and how the risks and costs may be 
distributed. Many impacts of climate change on society, 
for example, sea-level rise and increased water scarcity, 
are covered in other sections of this report. This section 
is not a comprehensive analysis of societal vulnerabili-
ties, but rather highlights key examples.

Because societies and their built environments have de-
veloped under a climate that has fluctuated within 
a relatively confined range of conditions, most 
impacts of a rapidly changing climate will pres-
ent challenges. Society is especially vulnerable to 
extremes, such as heat waves and floods, many of 
which are increasing as climate changes.313 And 
while there are likely to be some benefits and 
opportunities in the early stages of warming, as 
climate continues to change, negative impacts are 
projected to dominate.164

Climate change will affect different segments 
of society differently because of their varying 
exposures and adaptive capacities. The impacts 
of climate change also do not affect society in 

isolation. Rather, impacts can be exacerbated when 
climate change occurs in combination with the effects 
of an aging and growing population, pollution, poverty, 
and natural environmental fluctuations.164,172,274 Unequal 
adaptive capacity in the world as a whole also will pose 
challenges to the United States. Poorer countries are 
projected to be disproportionately affected by the im-
pacts of climate change and the United States is strongly 
connected to the world beyond its borders through 
markets, trade, investments, shared resources, migrat-
ing species, health, travel and tourism, environmental 
refugees (those fleeing deteriorating environmental 
conditions), and security.

Cedar Rapids, Iowa, June 12, 2008

Key Sources
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Population shifts and development 
choices are making more Americans 
vulnerable to the expected impacts of 
climate change. 

Climate is one of the key factors in Americans’ 
choices of where to live. As the U.S. population 
grows, ages, and becomes further concentrated 
in cities and coastal areas, society is faced with 
additional challenges. Climate change is likely to 
exacerbate these challenges as changes in tempera-
ture, precipitation, sea levels, and extreme weather 
events increasingly affect homes, communities, 
water supplies, land resources, transportation, ur-
ban infrastructure, and regional characteristics that 
people have come to value and depend on. 

Population growth in the United States over the 
past century has been most rapid in the South, near 
the coasts, and in large urban areas (see figure on 
page 55 in the Energy sector). The four most popu-
lous states in 2000 – California, Texas, Florida, and 
New York – accounted for 38 percent of the total 
growth in U.S. population during that time, and 
share significant vulnerability to coastal storms, 
severe drought, sea-level rise, air pollution, and ur-
ban heat island effects.313 But migration patterns are 
now shifting: the population of the Mountain West 
(Montana, Idaho, Wyoming, Nevada, Utah, Colo-
rado, Arizona, and New Mexico) is projected to in-
crease by 65 percent from 2000 to 2030, represent-
ing one-third of all U.S. population growth.274,314 
Southern coastal areas on both the Atlantic and 
the Gulf of Mexico are projected to continue to see 
population growth.313 

Overlaying projections of future climate change and 
its impacts on expected changes in U.S. population 
and development patterns reveals a critical insight: 
more Americans will be living in the areas that are 
most vulnerable to the effects of climate change.274

America’s coastlines have seen pronounced popu-
lation growth in regions most at risk of hurricane 
activity, sea-level rise, and storm surge – putting 
more people and property in harm’s way as the 
probability of harm increases.274 On the Atlantic 
and Gulf coasts where hurricane activity is preva-
lent, the coastal land in many areas is sinking while 
sea level is rising. Human activities are exacerbat-

ing the loss of coastal wetlands that once helped 
buffer the coastline from erosion due to storms. The 
devastation caused by recent hurricanes highlights 
the vulnerability of these areas.224 

The most rapidly growing area of the country is 
the Mountain West, a region projected to face more 
frequent and severe wildfires and have less water 
available, particularly during the high-demand 
period of summer. Continued population growth in 
these arid and semi-arid regions would stress water 
supplies. Because of high demand for irrigating ag-
riculture, overuse of rivers and streams is common 
in the arid West, particularly along the Front Range 
of the Rocky Mountains in Colorado, in Southern 
California, and in the Central Valley of California. 
Rapid population and economic growth in these 
arid and semi-arid regions has dramatically in-
creased vulnerability to water shortages (see Water 
Resources sector and Southwest region).274 

Many questions are raised by ongoing development 
patterns in the face of climate change. Will growth 
continue as projected in vulnerable areas, despite 
the risks? Will there be a retreat from the coastline 
as it becomes more difficult to insure vulnerable 
properties? Will there be pressure for the govern-
ment to insure properties that private insurers 
have rejected? How can the vulnerability of new 
development be minimized? How can we ensure 
that communities adopt measures to manage the 
significant changes that are projected in sea level, 
temperature, rainfall, and extreme weather events? 

Development choices are based on people’s needs 
and desires for places to live, economies that pro-
vide employment, ecosystems that provide services, 
and community-based social activities. Thus, the 
future vulnerability of society will be influenced 
by how and where people choose to live. Some 
choices, such as expanded development in coastal 
regions, can increase vulnerabilities to climate-
related events, even without any change in climate.

Vulnerability is greater for those who 
have few resources and few choices.  

Vulnerabilities to climate change depend not only 
on where people are but also on their circumstanc-
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es. In general, groups that are especially vul-
nerable include the very young, the very old, 
the sick, and the poor. These groups represent a 
more significant portion of the total population 
in some regions and localities than others. For 
example, the elderly more often cite a warm 
climate as motivating their choice of where 
to live and thus make up a larger share of the 
population in warmer areas.305

In the future (as in the past), the impacts of 
climate change are likely to fall disproportion-
ately on the disadvantaged.313  People with few 
resources often live in conditions that increase 
their vulnerability to the effects of climate 
change.172 For example, the experience with 
Hurricane Katrina showed that the poor and 
elderly were the most vulnerable because of 
where they lived and their limited ability to 
get out of harm’s way. Thus, those who had 
the least proportionately lost the most. And it is 
clear that people with access to financial resources, 
including insurance, have a greater capacity to 
adapt to, recover, or escape from adverse impacts 
of climate change than those who do not have such 
access.305, 316 The fate of the poor can be permanent 
dislocation, leading to the loss of social relation-
ships and community support networks provided 
by schools, churches, and neighborhoods. 

Native American communities have unique vul-
nerabilities. Native Americans who live on estab-
lished reservations are restricted to reservation 
boundaries and therefore have limited relocation 
options.219 In Alaska, over 100 villages on the coast 
and in low-lying areas along rivers are subject to 
increased flooding and erosion due to warming.315 
Warming also reduces the availability and acces-
sibility of many traditional food sources for Native 
Alaskans, such as seals that live on ice and caribou 
whose migration patterns depend on being able to 
cross frozen rivers and wetlands. These vulnerable 
people face losing their current livelihoods, their 
communities, and in some cases, their culture, 
which depends on traditional ways of collect-
ing and sharing food.132,220 Native cultures in the 
Southwest are particularly vulnerable to impacts of 
climate change on water quality and availability. 

City residents and city infrastructure 
have unique vulnerabilities to  
climate change.

Over 80 percent of the U.S. population resides in 
urban areas, which are among the most rapidly 
changing environments on Earth. In recent de-
cades, cities have become increasingly spread out, 
complex, and interconnected with regional and 
national economies and infrastructure.319 Cities 
also experience a host of social problems, includ-
ing neighborhood degradation, traffic congestion, 
crime, unemployment, poverty, and inequities in 
health and well-being.320 Climate-related changes 
such as increased heat, water shortages, and 
extreme weather events will add further stress to 
existing problems. The impacts of climate change 
on cities are compounded by aging infrastructure, 
buildings, and populations, as well as air pollu-
tion and population growth. Further, infrastructure 
designed to handle past variations in climate can 
instill a false confidence in its ability to handle 
future changes. However, urban areas also present 
opportunities for adaptation through technology, 
infrastructure, planning, and design.313 

As cities grow, they alter local climates through the 
urban heat island effect. This effect occurs because 
cities absorb, produce, and retain more heat than 
the surrounding countryside. The urban heat island 

Chalmette, Louisiana after Hurricane 
Katrina



U.S. Global Change Research Program

102 103

Global Climate Change Impacts in the United States Society

102 103

Global Climate Change Impacts in the United States Society

effect has raised average urban air temperatures 
by 2 to 5°F more than surrounding areas over the 
past 100 years, and by up to 20°F more at night.321 
Such temperature increases, on top of the general 
increase caused by human-induced warming, affect 
urban dwellers in many ways, influencing health, 
comfort, energy costs, air quality, water quality 
and availability, and even violent crime (which 
increases at high temperatures) (see Human Health, 
Energy, and Water Resources sectors).172,313,322,323

More frequent heavy downpours and floods in 
urban areas will cause greater property damage, a 
heavier burden on emergency management, in-
creased clean-up and rebuilding costs, and a grow-
ing financial toll on businesses and homeowners. 
The Midwest floods of 2008 provide a recent vivid 
example of such tolls. Heavy downpours and urban 
floods can also overwhelm combined sewer and 
storm-water systems and release pollutants to wa-
terways.313 Unfortunately, for many cities, current 

planning and existing infrastructure are designed 
for the historical one-in-100 year event, whereas 
cities are likely to experience this same flood level 
much more frequently as a result of the climate 
change projected over this century.146,164,324 

Cities are also likely to be affected by climate 
change in unforeseen ways, necessitating diversion 
of city funds for emergency responses to extreme 
weather.313 There is the potential for increased sum-
mer electricity blackouts owing to greater demand 
for air conditioning.325 For example, there were 
widespread power outages in Chicago during the 
1995 heat wave and in some parts of New York City 
during the 1999 heat wave. In southern California’s 
cities, additional summer electricity demand will 
intensify conflicts between hydropower and flood-
control objectives.164 Increased costs of repairs 
and maintenance are projected for transportation 
systems, including roads, railways, and airports, as 
they are negatively affected by heavy downpours 

Heat, Drought, and Stagnant Air Degrade Air Quality and Quality of Life

Heat waves and poor air quality already threaten the lives of thousands of people each year.292 Experience 
and research have shown that these events are interrelated as the atmospheric conditions that produce 
heat waves are often accompanied by stagnant air and poor air quality.326 The simultaneous occurrence of 
heat waves, drought, and stagnant air negatively affects quality of life, especially in cities. 

One such event occurred in the United States during the summer of 1988, causing 5,000 to 10,000 deaths 
and economic losses of more than $70 billion (in 2002 dollars).229,327 Half of the nation was affected by 
drought, and 5,994 all-time daily high temperature 
records were set around the country in July alone 
(more than three times the most recent 10-year 
average).328,329 Poor air quality resulting from the lack 
of rainfall, high temperatures, and stagnant conditions 
led to an unprecedented number of unhealthy air 
quality days throughout large parts of the country.327,329 
Continued climate change is projected to increase the 
likelihood of such episodes.68,330 

Interactions such as those between heat wave and 
drought will affect adaptation planning. For example, 
electricity use increases during heat waves due to 
increased air conditioning demand.330,331 During 
droughts, cooling water availability is at its lowest. 
Thus, during a simultaneous heat wave and drought, 
electricity demand for cooling will be high when power 
plant cooling water availability is at its lowest.340

The map shows the frequency of occurrence of stagnant 
air conditions when heat wave conditions were also 
present. Since 1950, across the Southeast, southern Great 
Plains, and most of the West, the air was stagnant more 
than 25 percent of the time during heat waves.

NOAA/NCDC333

Stagnation When Heat Waves Exist 
Summer, 1950 to 2007
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and extreme heat190 (see Transportation sector). 
Coping with increased flooding will require re-
placement or improvements in storm drains, flood 
channels, levees, and dams.

In addition, coastal cities are also vulnerable to 
sea-level rise, storm surge, and increased hurricane 
intensity. Cities such as New Orleans, Miami, and 
New York are particularly at risk, and would have 
difficulty coping with the sea-level rise projected 
by the end of the century under a higher emissions 
scenario.91,164 Remnants of hurricanes moving in-
land also threaten cities of the Appalachian Moun-
tains, which are vulnerable if hurricane frequency 
or intensity increases. Since most large U.S. cities 
are on coasts, rivers, or both, climate change will 
lead to increased potential flood damage. The larg-
est impacts are expected when sea-level rise, heavy 
runoff, high tides, and storms coincide.313 Analyses 
of New York and Boston indicate that the potential 
impacts of climate change are likely to be negative, 
but that vulnerability can be reduced by behavioral 
and policy changes.313,334-336 

Urban areas concentrate the human activities that 
are largely responsible for heat-trapping emissions. 
The demands of urban residents are also associated 
with a much larger footprint on areas far removed 
from these population centers.337 On the other hand, 
concentrating activities such as transportation can 
make them more efficient. Cities have a large role 
to play in reducing heat-trapping emissions, and 
many are pursuing such actions. For example, over 
900 cities have committed to the U.S. Mayors’ Cli-
mate Protection Agreement to advance emissions 
reduction goals.317 

Cities also have considerable potential to adapt to 
climate change through technological, institutional, 
structural, and behavioral changes. For example, a 
number of cities have warning programs in place 
to reduce heat-related illness and death (see Human 
Health sector). Relocating development away from 
low-lying areas, building new infrastructure with 
future sea-level rise in mind, and promoting water 
conservation are examples of structural and institu-
tional strategies. Choosing road materials that can 
handle higher temperatures is an adaptation option 
that relies on new technology (see Transportation 
sector). Cities can reduce heat loads by increasing 

reflective surfaces and green spaces. Some actions 
have multiple benefits. For example, increased 
planting of trees and other vegetation in cities has 
been shown to be associated with a reduction in 
crime,338 in addition to reducing local temperatures, 
and thus energy demand for air conditioning.

Human well-being is influenced by economic 
conditions, natural resources and amenities, public 
health and safety, infrastructure, government, and 
social and cultural resources. Climate change will 
influence all of these, but an understanding of the 
many interacting impacts, as well as the ways soci-
ety can adapt to them, remains in its infancy.305,339 

Climate change affects communities 
through changes in climate-sensitive 
resources that occur both locally and  
at great distances.

Human communities are intimately connected to 
resources beyond their geographical boundaries. 
Thus, communities will be vulnerable to the poten-
tial impacts of climate change on sometimes-distant 
resources. For example, communities that have de-
veloped near areas of agricultural production, such 
as the Midwest corn belt or the wine-producing 
regions of California and the Northwest, depend on 
the continued productivity of those regions, which 
would be compromised by increased temperature 
or severe weather.313 Some agricultural production 
that is linked to cold climates is likely to disappear 
entirely: recent warming has altered the required 
temperature patterns for maple syrup production, 

Rising Heat Index in Phoenix

The average number of hours per summer day in Phoenix 
that the temperature was over 100°F has doubled over the 
past 50 years, in part as a result of the urban heat island 
effect. Hot days take a toll on both quality of life and loss 
of life. Arizona’s heat-related deaths are the highest of any 
state, at three to seven times the national average.340,341

Baker et al.340



U.S. Global Change Research Program

104 105

Global Climate Change Impacts in the United States Society

104 105

Global Climate Change Impacts in the United States Society

shifting production northward from New England 
into Canada. Similarly, cranberries require a long 
winter chill period, which is shrinking as climate 
warms234 (see Northeast region). Most cities de-
pend on water supplies from distant watersheds, 
and those depending on diminishing supplies (such 
as the Sierra Nevada snowpack) are vulnerable. 
Northwest communities also depend upon forest 
resources for their economic base, and many  
island, coastal, and “sunbelt” communities depend 
on tourism. 

Recreation and tourism play important roles in the 
economy and quality of life of many Americans. 
In some regions tourism and recreation are major 
job creators, bringing billions of dollars to regional 
economies. Across the nation, fishing, hunting, 
skiing, snowmobiling, diving, beach-going, and 
other outdoor activities make important economic 
contributions and are a part of family traditions 
that have value that goes beyond financial returns. 
A changing climate will mean reduced opportuni-
ties for some activities and locations and expanded 
opportunities for others.305,342 Hunting and fish-
ing will change as animals’ habitats shift and as 
relationships among species in natural communities 
are disrupted by their different responses to rapid 
climate change. Water-dependent recreation in 
areas projected to get drier, such as the Southwest, 
and beach recreation in areas that are expected to 
see rising sea levels, will suffer. Some regions will 
see an expansion of the season for warm weather 
recreation such as hiking and bicycle riding.

Insurance is one of the industries 
particularly vulnerable to increasing 
extreme weather events such as severe 
storms, but it can also help society 
manage the risks. 

Insurance – the world’s largest industry – is one of 
the primary mechanisms through which the costs of 
climate change are distributed across society.344,351

Most of the climate change impacts described in 
this report have economic consequences. A signifi-
cant portion of these flow through public and pri-
vate insurance markets, which essentially aggregate 
and distribute society’s risk. Insurance thus pro-
vides a window into the myriad ways in which the 
costs of climate change will manifest, and serves as 
a form of economic adaptation and a messenger of 
these impacts through the terms and price signals it 
sends its customers.344

In an average year, about 90 percent of insured ca-
tastrophe losses worldwide are weather-related. In 
the United States, about half of all these losses are 
insured, which amounted to $320 billion between 
1980 and 2005 (inflation-adjusted to 2005 dollars). 
While major events such as hurricanes grab head-
lines, the aggregate effect of smaller events  
accounts for at least 60 percent of total insured 
losses on average.344 Many of the smallest scale 
property losses and weather-related life/health 
losses are unquantified.345

Escalating exposures to cata-
strophic weather events, coupled 
with private insurers’ withdraw-
al from various markets, are 
placing the federal government 
at increased financial risk as 
insurer of last resort. The Na-
tional Flood Insurance Program 
would have gone bankrupt after 
the storms of 2005 had they not 
been given the ability to borrow 
about $20 billion from the U.S. 
Treasury.172 For public and pri-
vate insurance programs alike, 
rising losses require a combina-
tion of risk-based premiums and 
improved loss prevention.

Recreational 
Activity 

Potential Impacts 
of Climate Change 

Estimated 
Economic Impacts

Skiing, Northeast 20 percent reduction in 
ski season length

$800 million loss per year, 
potential resort closures234

Snowmobiling, 
Northeast

Reduction of season 
length under higher 
emissions scenario91 

Complete loss of opportunities 
in New York and Pennsylvania 
within a few decades, 80 
percent reduction in season 
length for region by end of 
century234,342

Beaches, North  
Carolina

Many beaches are 
eroded, and some lost  
by 2080343

Reduced opportunities for 
beach and fishing trips,343 
without additional costs for 
adaptation measures

Examples of Impacts On Recreation
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While economic and demographic factors have no doubt 
contributed to observed increases in losses,346 these factors 
do not fully explain the upward trend in costs or numbers of 
events.344,347 For example, during the time period covered in the 
figure to the right, population increased by a factor of 1.3 while 
losses increased by a factor of 15 to 20 in inflation-corrected 
dollars. Analyses asserting little or no role of climate change in 
increasing the risk of losses tend to focus on a highly limited 
set of hazards and locations. They also often fail to account for 
the vagaries of natural cycles and inflation adjustments, or to 
normalize for countervailing factors such as improved pre- and 
post-event loss prevention (such as dikes, building codes, and 
early warning systems).348 

What is known with far greater certainty is that future increases 
in losses will be attributable to climate change as it increases 
the frequency and intensity of many types of extreme weather, 
such as severe thunderstorms and heat waves.131,350 

Insurance is emblematic of the increasing globalization of cli-
mate risks. Because large U.S.-based companies operate around 
the world, their customers and assets are exposed to climate 
impacts wherever they occur. Most of the growth in the insur-
ance industry is in emerging markets, which will structurally 
increase U.S. insurers’ exposure to climate risk because those 
regions are more vulnerable and are experiencing particularly 
high rates of population growth and development.351

The movement of populations into harm’s way creates a rising 
baseline of insured losses upon which the consequences of 
climate change will be superimposed. These observations re-
inforce a recurring theme in this report: the past can no longer 
be used as the basis for planning for the future. 

It is a challenge to design insurance systems that properly 
price risks, reward loss prevention, and do not foster risk 
taking (for example by repeatedly rebuilding flooded homes). 
This challenge is particularly acute in light of insurance mar-
ket distortions such as prices that inhibit insurers’ ability to 
recover rising losses, combined with information gaps on the 
impacts of climate change and adaptation strategies. Rising 
losses252 are already affecting the availability and affordability 
of insurance. Several million customers in the United States, 
no longer able to purchase private insurance coverage, are tak-
ing refuge in state-mandated insurance pools, or going with-
out insurance altogether. Offsetting rising insurance costs is 
one benefit of mitigation and adaptation investments to reduce 
the impacts of climate change.

Insured Losses from Catastrophes,  
1980 to 2005

Weather-related insurance losses in the United States 
are increasing. Typical weather-related losses today are 
similar to those that resulted from the 9/11 attack (shown 
in gray at 2001 in the graph). About half of all economic 
losses are insured, so actual losses are roughly twice those 
shown on the graph. Data on smaller-scale losses (many 
of which are weather-related) are significant but are not 
included in this graph as they are not comprehensively 
reported by the U.S. insurance industry.

US GAO352

There is a strong observed correlation be-
tween higher temperatures and the frequen-
cy of lightning-induced insured losses in the 
United States. Each marker represents ag-
gregate monthly U.S. lightning-related insur-
ance claims paid by one large national insurer 
over a five-year period, 1991-1995. All else 
being equal, these claims are expected to in-
crease with temperature.344,353,354

Mills344

Lightning-Related  
Insurance Claims
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Virtually all segments of the insurance industry 
are vulnerable to the impacts of climate change. 
Examples include damage to property, crops, for-
est products, livestock, and transportation infra-
structure; business and supply-chain interruptions 
caused by weather extremes, water shortages, and 
electricity outages; legal consequences;355 and 
compromised health or loss of life. Increasing risks 
to insurers and their customers are driven by many 
factors including reduced periods of time between 
loss events, increasing variability, shifting  
types and location of events, and widespread  
simultaneous losses. 

In light of these challenges, insurers are emerging 
as partners in climate science and the formulation 
of public policy and adaptation strategies.356 Some 
have promoted adaptation by providing premium 
incentives for customers who fortify their proper-
ties, engaging in the process of determining build-
ing codes and land-use plans, and participating in 
the development and financing of new technologies 
and practices. For example, the Federal Emergency 
Management Agency (FEMA) Community Rating 
System is a point system that rewards communities 
that undertake floodplain management activities 
to reduce flood risk beyond the minimum require-
ment set by the National Flood Insurance Pro-
gram. Everyone in these communities is rewarded 
with lower flood insurance premiums (−5 to −45 
percent).357 Others have recognized that mitigation 
and adaptation can work hand in hand in a coor-
dinated climate risk-management strategy and are 
offering “green” insurance products designed to 
capture these dual benefits.351,349

The United States is connected to a 
world that is unevenly vulnerable to 
climate change and thus will be affected 
by impacts in other parts of the world.

American society will not experience the potential 
impacts of climate change in isolation. In an in-
creasingly connected world, impacts elsewhere will 
have political, social, economic, and environmen-
tal ramifications for the United States. As in the 
United States, vulnerability to the potential impacts 
of climate change worldwide varies by location, 
population characteristics, and economic status. 

The rising concentration of people in cities is 
occurring globally, but is most prevalent in lower-
income countries. Many large cities are located in 
vulnerable areas such as floodplains and coasts.  
In most of these cities, the poor often live  
in the most marginal of these environments, in  
areas that are susceptible to extreme events, and 
their ability to adapt is limited by their lack of 
financial resources.172

In addition, over half of the world’s population – in-
cluding most of the world’s major cities – depends 
on glacier melt or snowmelt to supply water for 
drinking and municipal uses. Today, some locations 
are experiencing abundant water supplies and even 
frequent floods due to increases in glacier melt 
rates due to increased temperatures worldwide. 
Soon, however, this trend is projected to reverse as 
even greater temperature increases reduce glacier 
mass and cause more winter precipitation to fall as 
rain and less as snow.90 

As conditions worsen elsewhere, the number of 
people wanting to immigrate to the United States 
will increase. The direct cause of potential in-
creased migration, such as extreme climatic events, 
will be difficult to separate from other forces that 
drive people to migrate. Climate change also has 
the potential to alter trade relationships by chang-
ing the comparative trade advantages of regions or 
nations. As with migration, shifts in trade can have 
multiple causes.

Accelerating emissions in economies that are 
rapidly expanding, such as China and India, pose 
future threats to the climate system and already are 
associated with air pollution episodes that reach the 
United States.297 

Meeting the challenge of improving conditions for 
the world’s poor has economic implications for the 
United States, as does intervention and resolution 
of intra- and intergroup conflicts. Where climate 
change exacerbates such challenges, for example by 
limiting access to scarce resources or increasing in-
cidence of damaging weather events, consequences 
are likely for the U.S. economy and security.358 
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The Northeast has significant geographic and climatic diversity 
within its relatively small area. The character and economy of the 
Northeast have been shaped by many aspects of its climate including 
its snowy winters, colorful autumns, and variety of extreme events 
such as nor’easters, ice storms, and heat waves. This familiar climate 
has already begun changing in noticeable ways. 

Since 1970, the annual average temperature in the Northeast has 
increased by 2°F, with winter temperatures rising twice this much.150 
Warming has resulted in many other climate-related changes,  
including:

More frequent days with temperatures above 90°F • 
A longer growing season• 
Increased heavy precipitation • 
Less winter precipitation falling as snow and more as rain • 
Reduced snowpack • 
Earlier breakup of winter ice on lakes and rivers • 
Earlier spring snowmelt resulting in earlier peak river flows • 
Rising sea surface temperatures and sea level• 

Each of these observed changes is consistent with the changes expect-
ed in this region from global warming. The Northeast is projected to 
face continued warming and more extensive climate-related changes, 
some of which could dramatically alter the region’s economy, land-
scape, character, and quality of life. 

Over the next several decades, temperatures in the Northeast are 
projected to rise an additional 2.5 to 4°F in winter and 1.5 to 3.5°F 
in summer. By mid-century and beyond, however, today’s emissions 
choices would generate starkly different climate futures; the lower the emissions, the smaller the climatic 
changes and resulting impacts.150,359 By late this century, under a higher emissions scenario91: 

Winters in the Northeast are projected to be much shorter with fewer cold days and more precipitation. • 
The length of the winter snow season would be cut in half across northern New York, Vermont, New • 
Hampshire, and Maine, and reduced to a week or two in southern parts of the region. 
Cities that today experience few days above 100°F each summer would average 20 such days per sum-• 
mer, while certain cities, such as Hartford and Philadelphia, would average nearly 30 days over 100°F. 
Short-term (one- to three-month) droughts are projected to occur as frequently as once each summer in • 
the Catskill and Adirondack Mountains, and across the New England states.
Hot summer conditions would arrive three weeks earlier and last three weeks longer into the fall. • 
Sea level in this region is projected to rise more than the global average, see • Global and National Cli-
mate Change and Coasts sections for more information on sea-level rise (pages 25, 37, 150). 

Climate on the Move:
Changing Summers in New Hampshire

Yellow arrows track what summers are 
projected to feel like under a lower emis-
sions scenario,91 while red arrows track 
projections for a higher emissions scenario91 
(referred to as “even higher” on page 23). 
For example, under the higher emission 
scenario,91 by late this century residents of 
New Hampshire would experience a sum-
mer climate more like what occurs today in 
North Carolina.359 

Hayhoe et al.359  Fig. from Frumhoff et al.234
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Extreme heat and declining air 
quality are likely to pose increasing 
problems for human health, 
especially in urban areas.

Heat waves, which are currently rare in the 
region, are projected to become much more 
commonplace in a warmer future, with 
major implications for human health (see 
Human Health sector).163,68 

In addition to the physiological stresses as-
sociated with hotter days and nights,360 for 
cities that now experience ozone pollution 
problems, the number of days that fail to 
meet federal air quality standards is pro-
jected to increase with rising temperatures 
if there are no additional controls on ozone-
causing pollutants163,361 (see Human Health 
sector). Sharp reductions in emissions  
will be needed to keep ozone within  
existing standards.

Projected changes in summer heat (see figure 
below) provide a clear sense of how different the 
climate of the Northeast is projected to be under 
lower versus higher emissions scenarios. Changes 
of this kind will require greater use of air condi-
tioning (see Energy sector). 

Agricultural production, including dairy, 
fruit, and maple syrup, are likely to  
be adversely affected as favorable 
climates shift.

Large portions of the Northeast are likely to be-
come unsuitable for growing popular varieties of 
apples, blueberries, and cranberries under a higher 
emissions scenario.91,362,363 Climate conditions suit-
able for maple/beech/birch forests are projected to 
shift dramatically northward (see figure above), 
eventually leaving only a small portion of the 
Northeast with a maple sugar business.364

The dairy industry is the most important agricul-
tural sector in this region, with annual production 
worth $3.6 billion.365 Heat stress in dairy cows 
depresses both milk production and birth rates 
for periods of weeks to months.193,366 By late this 
century, all but the northern parts of Maine, New 
Hampshire, New York, and Vermont are projected 
to suffer declines in July milk production under the 
higher emissions scenario. In parts of Connecticut, 
Massachusetts, New Jersey, New York, and Penn-
sylvania, a large decline in milk production, up to 
20 percent or greater, is projected. Under the lower 
emissions scenario, however, reductions in milk 
production of up to 10 percent remain confined 
primarily to the southern parts of the region. 

Projected Days per Year over 90°F in Boston 

The graph shows model projections of the number of summer days 
with temperatures over 90°F in Boston, Massachusetts, under lower 
and higher (referred to as “even higher” on page 23) emissions sce-
narios.91 The inset shows projected days over 100°F.359

Hayhoe et al.359

Projected Shifts in Tree Species

Much of the Northeast’s forest is composed of the hardwoods maple, 
beech, and birch, while mountain areas and more northern parts of the 
region are dominated by spruce/fir forests. As climate changes over 
this century, suitable habitat for spruce and fir is expected to contract 
dramatically. Suitable maple/beech/birch habitat is projected to shift 
significantly northward under a higher emissions scenario (referred 
to as “even higher” on page 23),91 but to shift far less under a lower 
emissions scenario.91,363 Other studies of tree species shifts suggest even 
more dramatic changes than those shown here (see page 81).

Adapted from Iverson et al.364
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This analysis used average 
monthly temperature and hu-
midity data that do not capture 
daily variations in heat stress 
and projected increases in ex-
treme heat. Nor did the analy-
sis directly consider farmer 
responses, such as installation 
of potentially costly cooling sys-
tems. On balance, these projec-
tions are likely to underestimate 
impacts on the dairy industry.150

Severe flooding due to 
sea-level rise and heavy 
downpours is likely to 
occur more frequently.

The densely populated coasts 
of the Northeast face substan-
tial increases in the extent 
and frequency of storm surge, 
coastal flooding, erosion, 
property damage, and loss of 
wetlands.367,369 New York state alone has more than $2.3 trillion in insured coastal property.368 Much of this 
coastline is exceptionally vulnerable to sea-level rise and related impacts. Some major insurers have with-
drawn coverage from thousands of homeowners in coastal areas of the Northeast, including New York City.

Rising sea level is projected to increase the frequency and severity of damaging storm surges and flooding. 
Under a higher emissions scenario,91 what is now considered a once-in-a-century coastal flood in New York 
City is projected to occur at least twice as often by mid-century, and 10 times as often (or once per decade 

Increased Flood Risk in New York City

The light blue area above depicts today’s FEMA 100-year flood zone for the city (the area of the 
city that is expected to be flooded once every 100 years). With rising sea levels, a 100-year flood 
at the end of this century (not mapped here) is projected to inundate a far larger area of New 
York City, especially under the higher emissions scenario.91 Critical transportation infrastructure 
located in the Battery area of lower Manhattan could be flooded far more frequently unless 
protected. The increased likelihood of flooding is causing planners to look into building storm-
surge barriers in New York Harbor to protect downtown New York City. 234,370,371 

Kirshen et al.369; Fig. from Frumhoff et al.234

Adaptation:   Raising a Sewage Treatment Plant in Boston

Boston’s Deer Island sewage treatment plant was designed and 
built taking future sea-level rise into consideration. Because 
the level of the plant relative to the level of the ocean at the 
outfall is critical to the amount of rainwater and sewage that 
can be treated, the plant was built 1.9 feet higher than it would 
otherwise have been to accommodate the amount of sea-level 
rise projected to occur by 2050, the planned life of the facility. 

The planners recognized that the future would be different from 
the past and they decided to plan for the future based on the 
best available information. They assessed what could be easily and 
inexpensively changed at a later date versus those things that would be more difficult and expensive 
to change later. For example, increasing the plant’s height would be less costly to incorporate in the 
original design, while protective barriers could be added at a later date, as needed, at a relatively 
small cost.
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on average) by late this century. With a lower emis-
sions scenario,91 today’s 100-year flood is projected 
to occur once every 22 years on average by late  
this century.369 

The projected reduction in snow cover 
will adversely affect winter recreation 
and the industries that rely upon it. 

Winter snow and ice sports, which contribute some 
$7.6 billion annually to the regional economy, 
will be particularly affected by warming.342 Of 
this total, alpine skiing and other snow sports (not 
including snowmobiling) account for $4.6 billion 
annually. Snowmobiling, which now rivals skiing 
as the largest winter recreation industry in the na-
tion, accounts for the remaining $3 billion.372 Other 
winter traditions, ranging from skating and ice 
fishing on frozen ponds and lakes, to cross-country 
(Nordic) skiing, snowshoeing, and dog sledding, 
are integral to the character of the Northeast, and 
for many residents and visitors, its desirable quality 
of life.

Warmer winters will shorten the average ski and 
snowboard seasons, increase artificial snowmak-
ing requirements, and drive up operating costs. 
While snowmaking can enhance the prospects for 
ski resort success, it requires a great deal of water 
and energy, as well as very cold nights, which are 
becoming less frequent. Without the opportunity 

to benefit from snowmaking, the prospects for the 
snowmobiling industry are even worse. Most of the 
region is likely to have a marginal or non-existent 
snowmobile season by mid-century. 

The center of lobster fisheries is 
projected to continue its northward 
shift and the cod fishery on Georges 
Bank is likely to be diminished. 

Lobster catch has increased dramatically in the 
Northeast as a whole over the past three decades, 
though not uniformly.374,375 Catches in the south-
ern part of the region peaked in the mid-1990s, 
and have since declined sharply, beginning with 
a 1997 die-off in Rhode Island and Buzzards 
Bay (Massachusetts) associated with the onset of 
a temperature-sensitive bacterial shell disease, 
and accelerated by a 1999 lobster die-off in Long 
Island Sound. Currently, the southern extent of the 
commercial lobster harvest appears to be limited 
by this temperature-sensitive shell disease, and 
these effects are expected to increase as near-shore 
water temperatures rise above the threshold for 
this disease. Analyses also suggest that lobster 
survival and settlement in northern regions of the 
Gulf of Maine could be increased by warming 
water, a longer growing season, more rapid growth, 
an earlier hatching season, an increase in nursery 
grounds suitable for larvae, and faster development 
of plankton.376

Cod populations throughout the North Atlantic 
are adapted to a wide range of seasonal ocean 
temperatures, including average annual tem-
peratures near the seafloor ranging from 36 to 
54°F. Large populations of cod are generally 
not found above the 54°F threshold.377 Tem-
perature also influences both the location and 
timing of spawning, which in turn affects the 
subsequent growth and survival of young cod. 
Increases in average annual bottom tempera-
tures above 47°F lead to a decline in growth 
and survival.378,379 Projections of warming indi-
cate that both the 47°F and the 54°F thresholds 
will be met or exceeded in this century under 
a higher emissions scenario.234 Climate change 
will thus introduce an additional stress to an 
already-stressed fishery.377

Ski Areas at Risk 
under Higher Emissions Scenario91

The ski resorts in the Northeast have three climate-related criteria that 
need to be met for them to remain viable: the average length of the ski 
season must be at least 100 days; there must be a good probability of being 
open during the lucrative winter holiday week between Christmas and the 
New Year; and there must be enough nights that are sufficiently cold to 
enable snowmaking operations. By these standards, only one area in the 
region (not surprisingly, the one located farthest north) is projected to be 
able to support viable ski resorts by the end of this century under a higher 
emissions scenario (referred to as “even higher” on page 23).91,373

Scott et al.342; Fig. from Frumhoff et al.234
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Southeast
The climate of the Southeast is uniquely warm 
and wet, with mild winters and high humidity, 
compared with the rest of the continental United 
States. The average annual temperature of the 
Southeast did not change significantly over the 
past century as a whole. Since 1970, however, 
annual average temperature has risen about 2°F, 
with the greatest seasonal increase in tempera-
ture occurring during the winter months. The 
number of freezing days in the Southeast has 
declined by four to seven days per year for most 
of the region since the mid-1970s. 

Average autumn precipitation has increased 
by 30 percent for the region since 1901. The 
decline in fall precipitation in South Florida 
contrasts strongly with the regional average. 
There has been an increase in heavy downpours 
in many parts of the region,380,381 while the 
percentage of the region experiencing moder-
ate to severe drought increased over the past 
three decades. The area of moderate to severe 
spring and summer drought has increased by 12 
percent and 14 percent, respectively, since the mid-
1970s. Even in the fall months, when precipitation 
tended to increase in most of the region, the extent 
of drought increased by 9 percent.

Climate models project continued warming in all 
seasons across the Southeast and an increase in 
the rate of warming through the end of this cen-
tury. The projected rates 
of warming are more than 
double those experienced 
in the Southeast since 1975, 
with the greatest tempera-
ture increases projected 
to occur in the summer 
months. The number of very 
hot days is projected to rise 
at a greater rate than the av-
erage temperature. Under a 
lower emissions scenario,91 

average temperatures in the region are projected 
to rise by about 4.5°F by the 2080s, while a higher 
emissions scenario91 yields about 9°F of average 
warming (with about a 10.5°F increase in summer, 
and a much higher heat index). Spring and sum-
mer rainfall is projected to decline in South Florida 
during this century. Except for indications that 
the amount of rainfall from individual hurricanes 
will increase,68 climate models provide divergent 

Average Change in Temperature and Precipitation in the Southeast

Temperature Change in °F Precipitation change in %
1901-2008 1970-2008 1901-2008 1970-2008

Annual 0.3 1.6 Annual 6.0 -7.7
Winter 0.2 2.7 Winter 1.2 -9.6
Spring 0.4 1.2 Spring 1.7 -29.2
Summer 0.4 1.6 Summer -4.0 3.6
Fall 0.2 1.1 Fall 27.4 0.1

Observed temperature and precipitation changes in the Southeast are summarized above for two 
different periods.383 Southeast average temperature declined from 1901 to 1970 and then increased 
strongly since 1970.

Observed Changes in Precipitation  
1901 to 2007

While average fall precipitation in the Southeast increased by 30 percent since 
the early 1900s, summer and winter precipitation declined by nearly 10 percent 
in the eastern part of the region. Southern Florida has experienced a nearly 
10 percent drop in precipitation in spring, summer, and fall. The percentage 
of the Southeast region in drought has increased over recent decades.

NOAA/NCDC382
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results for future precipitation for the remainder of 
the Southeast. Models project that Gulf Coast states 
will tend to have less rainfall in winter and spring, 
compared with the more northern states in the region 
(see map on page 31 in the National Climate Change 
section). Because higher temperatures lead to more 
evaporation of moisture from soils and water loss 
from plants, the frequency, duration, and intensity of 
droughts are likely to continue to increase. 

The destructive potential of Atlantic hurricanes has 
increased since 1970, correlated with an increase in 
sea surface temperature. A similar relationship with 
the frequency of landfalling hurricanes has not been 
established98,384-387 (see National Climate Change sec-
tion for a discussion of past trends and future projec-
tions). An increase in average summer wave heights 
along the U.S. Atlantic coastline since 1975 has been 
attributed to a progressive increase in hurricane 
power.112,388 The intensity of Atlantic hurricanes is 
likely to increase during this century with higher 
peak wind speeds, rainfall intensity, and storm surge 
height and strength.90,112 Even with no increase in 
hurricane intensity, coastal inundation and shoreline 
retreat would increase as sea-level rise accelerates, 
which is one of the most certain and most costly con-
sequences of a warming climate.164

Change in Freezing Days per Year
1976 to 2007

Since the mid-1970s, the number of days per year in which the 
temperature falls below freezing has declined by four to seven days over 
much of the Southeast. Some areas, such as western Louisiana, have 
experienced more than 20 fewer freezing days. Climate models project 
continued warming across the region, with the greatest increases in 
temperature expected in summer, and the number of very hot days 
increasing at a greater rate than the average temperature. 

NOAA/NCDC389

Number of Days per Year with Peak Temperature over 90°F

The number of days per year with peak temperature over 90ºF is expected to rise significantly, especially under a higher 
emissions scenario91 as shown in the map above. By the end of the century, projections indicate that North Florida will 
have more than 165 days (nearly six months) per year over 90ºF, up from roughly 60 days in the 1960s and 1970s. The 
increase in very hot days will have consequences for human health, drought, and wildfires.

CMIP3-B117
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Projected increases in air and water 
temperatures will cause heat-related 
stresses for people, plants, and animals.

The warming projected for the Southeast during 
the next 50 to 100 years will create heat-related 
stress for people, agricultural crops, livestock, 
trees, transportation and other infrastructure, fish, 
and wildlife. The average temperature change is 
not as important for all of these sectors and natu-
ral systems as the projected increase in maximum 
and minimum temperatures. Examples of potential 
impacts include:

Increased illness and death due to greater • 
summer heat stress, unless effective adaptation 
measures are implemented.164

Decline in forest growth and agricultural crop • 
production due to the combined effects of ther-
mal stress and declining soil moisture.390

Increased buckling of pavement and • 
railways.217,222

Decline in dissolved oxygen in stream, lakes, • 
and shallow aquatic habitats leading to fish 
kills and loss of aquatic species diversity.
Decline in production of cattle and other • 
rangeland livestock.391 Significant impacts on 
beef cattle occur at continuous temperatures 
in the 90 to 100°F range, increasing in danger 
as the humidity level increases (see Agricul-
ture sector).391 Poultry and swine are primarily 
raised in indoor operations, so warming would 
increase energy requirements.193 

 
A reduction in very cold days is likely to reduce 
the loss of human life due to cold-related stress, 
while heat stress and related deaths in the sum-
mer months are likely to increase. The reduction 
in cold-related deaths is not expected to offset the 
increase in heat-related deaths (see Human Health 
sector). Other effects of the projected increases in 
temperature include more frequent outbreaks of 
shellfish-borne diseases in coastal waters, altered 
distribution of native plants and animals, local 
loss of many threatened and endangered species, 
displacement of native species by invasive species, 
and more frequent and intense wildfires.

Decreased water availability is very 
likely to affect the region’s economy as 
well as its natural systems.

Decreased water availability due to increased 
temperature and longer periods of time between 
rainfall events, coupled with an increase in societal 
demand is very likely to affect many sectors of the 
Southeast’s economy. The amount and timing of 
water available to natural systems is also affected 
by climate change, as well as by human response 
strategies such as increasing storage capacity 
(dams)142 and increasing acreage of irrigated crop-
land.392 The 2007 water shortage in the Atlanta re-
gion created serious conflicts between three states, 
the U.S. Army Corps of Engineers (which operates 
the dam at Lake Lanier), and the U.S. Fish and 
Wildlife Service, which is charged with protecting 
endangered species. As humans seek to adapt to 
climate change by manipulating water resources, 
streamflow and biological diversity are likely to be 
reduced.142 During droughts, recharge of ground-
water will decline as the temperature and spacing 
between rainfall events increase. Responding by 
increasing groundwater pumping will further stress 
or deplete aquifers and place increasing strain on 
surface water resources. Increasing evaporation 
and plant water loss rates alter the balance of runoff 
and groundwater recharge, which is likely to lead 
to saltwater intrusion into shallow aquifers in many 
parts of the Southeast.142

In Atlanta and Athens, Georgia, 2007 was the second driest year on 
record. Among the numerous effects of the rainfall shortage were 
restrictions on water use in some cities and low water levels in area 
lakes. In the photo, a dock lies on dry land near Aqualand Marina on 
Lake Lanier (located northeast of Atlanta) in December 2007.
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soil moisture and runoff to the coast are likely to 
be more variable. The salinity of estuaries, coastal 
wetlands, and tidal rivers is likely to increase in the 
southeastern coastal zone, thereby altering coastal 
ecosystems and displacing them farther inland if no 
barriers exist. More frequent storm surge flooding 
and permanent inundation of coastal ecosystems 
and communities is likely in some low-lying areas, 
particularly along the central Gulf Coast where the 
land surface is sinking.393,394 Rapid acceleration in 
the rate of increase in sea-level rise could threaten 
a large portion of the Southeast coastal zone. The 
likelihood of a catastrophic increase in the rate of 
sea-level rise is dependent upon ice sheet response 
to warming, which is the subject of much scientific 
uncertainty (see Global Climate Change section).90 
Such rapid rise in sea level is likely to result in the 
destruction of barrier islands and wetlands.257,390

Land Lost During 2005 Hurricanes

In 2005, 217 square miles of land and wetlands were lost to open water during hurricanes Rita and Katrina. The photos and 
maps show the Chandeleur Islands, east of New Orleans, before and after the 2005 hurricanes; 85 percent of the islands’ 
above-water land mass was eliminated.

USGS

USGS395

Sea-level rise and the likely increase in 
hurricane intensity and associated storm 
surge will be among the most serious 
consequences of climate change.

An increase in average sea level of up to 2 feet or 
more and the likelihood of increased hurricane 
intensity and associated storm surge are likely to 
be among the most costly consequences of cli-
mate change for this region (see National Climate 
Change section). As sea level rises, coastal shore-
lines will retreat. Wetlands will be inundated and 
eroded away, and low-lying areas including some 
communities will be inundated more frequently – 
some permanently – by the advancing sea. Current 
buildings and infrastructure were not designed 
to withstand the intensity of the projected storm 
surge, which would cause catastrophic damage. As 
temperature increases and rainfall patterns change, 
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Compared to the present coastal situation, for 
which vulnerability is quite high, an increase in 
hurricane intensity will further affect low-lying 
coastal ecosystems and coastal communi-
ties along the Gulf and South Atlantic coastal 
margin. An increase in intensity is very likely 
to increase inland and coastal flooding, coastal 
erosion rates, wind damage to coastal forests, 
and wetland loss. Major hurricanes also pose 
a severe risk to people, personal property, and 
public infrastructure in the Southeast, and this 
risk is likely to be exacerbated.393,394 Hurricanes 
have their greatest impact at the coastal mar-
gin where they make landfall, causing storm 
surge, severe beach erosion, inland flooding, 
and wind-related casualties for both cultural 
and natural resources. Some of these impacts 
extend farther inland, affecting larger areas. 
Recent examples of societal vulnerability to 
severe hurricanes include Katrina and Rita in 
2005, which were responsible for the loss of 
more than 1,800 lives and the net loss of 217 
square miles of low-lying coastal marshes and 
barrier islands in southern Louisiana.390,396

Ecological thresholds are expected to be crossed 
throughout the region, causing major disruptions 
to ecosystems and to the benefits they provide  
to people.

Ecological systems provide numerous important services 
that have high economic and cultural value in the Southeast. 
Ecological effects cascade among both living and physical 
systems, as illustrated in the following examples of ecologi-
cal disturbances that result in abrupt responses, as opposed to 
gradual and proportional responses to warming:

The sudden loss of coastal landforms that serve as a storm-• 
surge barrier for natural resources and as a homeland for 
coastal communities (such as in a major hurricane).254,390

An increase in sea level can have no apparent effect until • 
an elevation is reached that allows widespread, rapid salt-
water intrusion into coastal forests and freshwater aqui-
fers.398

Lower soil moisture and higher temperatures leading to in-• 
tense wildfires or pest outbreaks (such as the southern pine 
beetle) in southeastern forests;399 intense droughts leading 
to the drying of lakes, ponds, and wetlands; and the local 
or global extinction of riparian and aquatic species.142 Flooding damage in Louisiana due to Hurricane Katrina

Ocean surface temperature during the peak hurricane season, August through 
October, in the main development region for Atlantic hurricanes.397 Higher 
sea surface temperatures in this region of the ocean have been associated 
with more intense hurricanes. As ocean temperatures continue to increase 
in the future, it is likely that hurricane rainfall and wind speeds will increase in 
response to human-caused warming (see National Climate Change section).68

Sea Surface Temperature 
Atlantic Hurricane Main Development Region

August through October, 1900 to 2008

NOAA/NCDC397
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population of Florida more than doubled during 
the past three decades, and growth rates in most 
other southeastern states were in the range of 45 to 
75 percent (see population map, page 55). Future 
population growth and the quality of life for exist-
ing residents is likely to be affected by the many 
challenges associated with climate change, such as 
reduced insurance availability, increased insurance 
cost, and increases in water scarcity, sea-level rise, 
extreme weather events, and heat stress. Some of 
these problems, such as increasing heat and declin-
ing air quality, will be especially acute in cities.

Three different types of adaptation to sea-level rise are available for low-lying coastal areas.173,269 One 
is to move buildings and infrastructure farther inland to get out of the way of the rising sea. Another 
is to accommodate rising water through changes in building design and construction, such as elevating 
buildings on stilts. Flood insurance programs even require this in some areas with high probabilities 
of floods. The third adaptation option is to try to protect existing development by building levees 
and river flood control structures. This option is being pursued in some highly vulnerable areas of the 
Gulf and South Atlantic coasts. Flood control structures can be designed to be effective in the face 
of higher sea level and storm surge. 
Some hurricane levees and floodwalls 
were not just replaced after Hurricane 
Katrina, they were redesigned to 
withstand higher storm surge and  
wave action.401 

The costs and environmental impacts 
of building such structures can be 
significant. Furthermore, building 
levees can actually increase future 
risks.269 This is sometimes referred 
to as the levee effect or the safe-
development paradox. Levees that 
provide protection from, for example, 
the storm surge from a Category 
3 hurricane, increase real and 
perceived safety and thereby lead to 
increased development. This increased 
development means there will be greater damage if and when the storm surge from a Category 5 
hurricane tops the levee than there would have been if no levee had been constructed.252

In addition to levees, enhancement of key highways used as hurricane evacuation routes and 
improved hurricane evacuation planning is a common adaptation underway in all Gulf Coast states.217 
Other protection options that are being practiced along low-lying coasts include the enhancement 
and protection of natural features such as forested wetlands, saltmarshes, and barrier islands.390

Recent upgrades that raised the height of this earthen levee increased 
protection against storm surge in the New Orleans area.

Adaptation:   Reducing Exposure to Flooding and Storm Surge

A precipitous decline of wetland-dependent • 
coastal fish and shellfish populations due to the 
rapid loss of coastal marsh.400

Quality of life will be affected by 
increasing heat stress, water scarcity, 
severe weather events, and reduced 
availability of insurance for  
at-risk properties.

Over the past century, the southeastern “sunbelt” 
has attracted people, industry, and investment. The 
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Midwest
The Midwest’s climate is shaped by the presence of the 
Great Lakes and the region’s location in the middle of the 
North American continent. This location, far from the 
temperature-moderating effects of the oceans, contributes 
to large seasonal swings in air temperature from hot, humid 
summers to cold winters. In recent decades, a noticeable in-
crease in average temperatures in the Midwest has been ob-
served, despite the strong year-to-year variations. The largest 
increase has been measured in winter, extending the length 
of the frost-free or growing season by more than one week, 
mainly due to earlier dates for the last spring frost. Heavy 
downpours are now twice as frequent as they were a century 
ago. Both summer and winter precipitation have been above 
average for the last three decades, the wettest period in a 
century. The Midwest has experienced two record-breaking 
floods in the past 15 years.213 There has also been a decrease 
in lake ice, including on the Great Lakes. Since the 1980s, 
large heat waves have been more frequent in the Midwest 
than any time in the last century, other than the Dust Bowl 
years of the 1930s.112,283,402-404

During the summer, public health and quality 
of life, especially in cities, will be negatively 
affected by increasing heat waves, reduced air 
quality, and insect and waterborne diseases. In 
the winter, warming will have mixed impacts. 

Heat waves that are more frequent, more severe, and longer 
lasting are projected. The frequency of hot days and the 
length of the heat-wave season both will be more than twice 
as great under the higher emissions scenario91 compared to 
the lower emissions scenario.91,283, 402,403,405 Events such as 
the Chicago heat wave of 1995, which resulted in over 700 
deaths, will become more common. Under the lower emis-
sions scenario,91 such a heat wave is projected to occur every 
other year in Chicago by the end of the century, while under 
the higher emissions scenario,91 there would be about three 
such heat waves per year. Even more severe heat waves, such 
as the one that claimed tens of thousands of lives in Europe in 2003, are projected to become 
more frequent in a warmer world, occurring as often as every other year in the Midwest by the 
end of this century under the higher emissions scenario.91,283,403,406 Some health impacts can be 
reduced by better preparation for such events.288

Climate on the Move:
Changing Summers in the Midwest

Model projections of summer average temperature and 
precipitation changes in Illinois and Michigan for mid-
century (2040-2059), and end-of-century (2080-2099), 
indicate that summers in these states are expected to feel 
progressively more like summers currently experienced 
in states south and west. Both states are projected to get 
considerably warmer and have less summer precipitation.

Hayhoe et al.283
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During heat waves, high electricity demand combines with 
climate-related limitations on energy production capabili-
ties (see Energy Supply and Use sector), increasing the like-
lihood of electricity shortages and resulting in brownouts or 
even blackouts. This combination can leave people without 
air conditioning and ventilation when they need it most, as 
occurred during the 1995 Chicago/Milwaukee heat wave. In 
general, electricity demand for air conditioning is projected 
to significantly increase in summer. Improved energy plan-
ning could reduce electricity disruptions.

The urban heat island effect can further add to high local 
daytime and nighttime temperatures (see Human Health 
sector). Heat waves take a greater toll in illness and death 
when there is little relief from the heat at night. 

Another health-related issue arises from the fact that 
climate change can affect air quality. A warmer climate 
generally means more ground-level ozone (a component of 
smog), which can cause respiratory problems, especially for 
those who are young, old, or have asthma or allergies. Un-
less the emissions of pollutants that lead to ozone formation 
are reduced significantly, there will be more ground-level 
ozone as a result of the projected climate changes in the 
Midwest due to increased air temperatures, more stagnant 
air, and increased emissions from vegetation.283,291,402,403,408-410

Insects such as ticks and mosquitoes that carry diseases will survive winters more easily and produce larger  
populations in a warmer Midwest.283,402,403 One potential risk is an increasing incidence of diseases such as West Nile 

Number of 1995-like Chicago Heat Waves

Over the last three decades of this century, heat waves 
like the one that occurred in Chicago in 1995 are projected 
to occur about once every three years under the lower 
emissions scenario.91 Under the even higher emissions 
scenario, such events are projected to occur an average of 
nearly three times a year. In this analysis, heat waves were 
defined as at least one week of daily maximum temperatures 
greater than 90°F and nighttime minimum temperatures 
greater than 70°F, with at least two consecutive days 
with daily temperatures greater than 100°F and nighttime 
temperatures greater than 80°F.

 Hayhoe et al.407

Efforts to reduce urban heat island effects become even more important 
in a warming climate. The City of Chicago has produced a map of urban 
hotspots to use as a planning tool to target areas that could most benefit 

from heat-island reduction initiatives such as 
reflective or green roofing, and tree planting. 
Created using satellite images of daytime 
and nighttime temperatures, the map 
shows the hottest 10 percent of both day 
and night temperatures in red, and the 
hottest 10 percent of either day or night 
in orange.

The City is working to reduce urban 
heat buildup and the need for air 
conditioning by using reflective roofing materials. This thermal 
image shows that the radiating temperature of the City Hall’s 
“green roof” – covered with soil and vegetation – is up to 77°F 
cooler than the nearby conventional roofs.411

Adaptation:  Chicago Tries to Cool the Urban Heat Island

“Green roofs” are cooler than the 
surrounding conventional roofs. 
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evaporation in winter, contributing to the decline. 
Under a lower emissions scenario,91 water levels 
in the Great Lakes are projected to fall no more 
than 1 foot by the end of the century, but under a 
higher emissions scenario,91 they are projected to 
fall between 1 and 2 feet.283 The greater the tem-

perature rise, the higher the likelihood 
of a larger decrease in lake levels.412 
Even a decrease of 1 foot, combined 
with normal fluctuations, can result in 
significant lengthening of the distance 
to the lakeshore in many places. There 
are also potential impacts on beaches, 
coastal ecosystems, dredging require-
ments, infrastructure, and shipping. 
For example, lower lake levels reduce 
“draft,” or the distance between the 
waterline and the bottom of a ship, 
which lessens a ship’s ability to carry 
freight. Large vessels, sized for pas-
sage through the St. Lawrence Sea-
way, lose up to 240 tons of capacity 
for each inch of draft lost.283,402,403,413 
These impacts will have costs, includ-
ing increased shipping, repair and 
maintenance costs, and lost recreation 
and tourism dollars.

virus. Waterborne diseases will present an increas-
ing risk to public health because many pathogens 
thrive in warmer conditions.163

In winter, oil and gas demand for heating will 
decline. Warming will also decrease the number of 
days with snow on the ground, which is expected 
to improve traffic safety.222 On the other hand, 
warming will decrease outdoor winter recreational 
opportunities such as skiing, snowmobiling, ice 
skating, and ice fishing.

Significant reductions in Great Lakes 
water levels, which are projected under 
higher emissions scenarios, lead to 
impacts on shipping, infrastructure, 
beaches, and ecosystems.

The Great Lakes are a natural resource of tre-
mendous significance, containing 20 percent of 
the planet’s fresh surface water and serving as the 
dominant feature of the industrial heartland of the 
nation. Higher temperatures will mean more evapo-
ration and hence a likely reduction in the Great 
Lakes water levels. Reduced lake ice increases 

Projected Changes in Great Lakes Levels
under Higher Emissions Scenario91

Average Great Lakes levels depend on the balance between precipitation (and 
corresponding runoff) in the Great Lakes Basin on one hand, and evaporation 
and outflow on the other. As a result, lower emissions scenarios91 with less 
warming show less reduction in lake levels than higher emissions scenarios.91 
Projected changes in lake levels are based on simulations by the NOAA Great 
Lakes model for projected climate changes under a higher emissions scenario.91

Hayhoe et al.283

Observed Changes in Great Lakes Ice Cover
Seasonal Maximum Coverage, 1973 to 2008

Reductions in winter ice cover lead to more evaporation, causing 
lake levels to drop even farther. While the graph indicates large year-
to-year variations, there is a clear decrease in the extent of Great 
Lakes ice coverage, as shown by the black trend line. 

 Updated from Assel414
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The likely increase in precipitation 
in winter and spring, more heavy 
downpours, and greater evaporation 
in summer would lead to more 
periods of both floods and  
water deficits.

Precipitation is projected to increase in win-
ter and spring, and to become more intense 
throughout the year. This pattern is expected 
to lead to more frequent flooding, increasing 
infrastructure damage, and impacts on human 
health. Such heavy downpours can overload 
drainage systems and water treatment facili-
ties, increasing the risk of waterborne diseases. 
Such an incident occurred in Milwaukee in 
1993 when the water supply was contaminated 
with the parasite Cryptosporidium, causing 
403,000 reported cases of gastrointestinal ill-
ness and 54 deaths.219 

In Chicago, rainfall of more than 2.5 inches 
per day is an approximate threshold beyond 
which combined water and sewer systems 
overflow into Lake Michigan (such events 
occurred 2.5 times per decade from 1961 to 
1990). This generally results in beach closures 
to reduce the risk of disease transmission. 
Rainfall above this threshold is projected to 
occur twice as often by the end of this century 
under the lower emissions scenario91 and three 

times as often under the higher emissions 
scenario.91,283,403 Similar increases are ex-
pected across the Midwest. 

More intense rainfall can lead to floods 
that cause significant impacts regionally 
and even nationally. For example, the Great 
Flood of 1993 caused catastrophic flood-
ing along 500 miles of the Mississippi and 
Missouri river systems, affecting one-
quarter of all U.S. freight (see Transporta-
tion sector).222,415-417 Another example was a 
record-breaking 24-hour rainstorm in July 
1996, which resulted in flash flooding in 
Chicago and its suburbs, causing extensive 
damage and disruptions, with some com-
muters not being able to reach Chicago for 

The Great Flood of 1993 caused flooding along 500 miles of the Mississippi 
and Missouri river systems. The photo shows the flood’s effects on U.S. 
Highway 54, just north of Jefferson City, Missouri.

Lower Water Levels in the Great Lakes

Reduced water levels in the Great Lakes will have interconnected 
impacts across many sectors, creating mismatches between water 
supply and demand, and necessitating trade-offs. Regions outside the 
Midwest will also be affected. For example, a reduction in hydropower 
potential would affect the Northeast, and a reduction in irrigation 
water would affect regions that depend on agricultural produce from 
the Midwest. 

Adapted from Field et al.164
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three days (see Transportation sector).222 There 
was also a record-breaking storm in August 2007. 
Increases in such events are likely to cause greater 
property damage, higher insurance rates, a heavier 
burden on emergency management, increased 
clean-up and rebuilding costs, and a growing finan-
cial toll on businesses, homeowners, and insurers.

In the summer, with increasing evaporation rates 
and longer periods between rainfalls, the likelihood 
of drought will increase and water levels in rivers, 
streams, and wetlands are likely to decline. Lower 
water levels also could create problems for river 
traffic, reminiscent of the stranding of more than 
4,000 barges on the Mississippi River during the 
1988 drought. Reduced summer water levels are 
also likely to reduce the recharge of groundwater, 
cause small streams to dry up (reducing native fish 
populations), and reduce the area of wetlands in  
the Midwest.

While the longer growing season 
provides the potential for increased crop 
yields, increases in heat waves, floods, 
droughts, insects, and weeds will present 
increasing challenges to managing crops, 
livestock, and forests.

The projected increase in winter and spring precipi-
tation and flooding is likely to delay planting and 
crop establishment. Longer growing seasons and 
increased carbon dioxide have positive effects on 
some crop yields, but this is likely to be counterbal-
anced in part by the negative effects of additional 
disease-causing pathogens, insect pests, and weeds 
(including invasive weeds).193 Livestock produc-
tion is expected to become more costly as higher 
temperatures stress livestock, decreasing productiv-
ity and increasing costs associated with the needed 
ventilation and cooling equipment.193

Plant winter hardiness zones (each zone represents 
a 10°F change in minimum temperature) in the 
Midwest are likely to shift one-half to one full zone 

Observed and Projected Changes in Plant Hardiness Zones

Plant winter hardiness zones in the Midwest have already changed significantly 
as shown above, and are projected to shift one-half to one full zone every 30 
years, affecting crop yields and where plant species can grow. By the end of this 
century, plants now associated with the Southeast are likely to become established 
throughout the Midwest. In the graphic, each zone represents a 10°F range in the 
lowest temperature of the year, with zone 3 representing –40 to –30°F and zone 
8 representing 10 to 20°F. © 2006 by Arbor Day Foundation ®418 

CMIP3-B117
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about every 30 years. By the end of the century, 
plants now associated with the Southeast are likely 
to become established throughout the Midwest. 

Impacts on forests are likely to be mixed, with the 
positive effects of higher carbon dioxide and nitro-
gen levels acting as fertilizers potentially negated 
by the negative effects of decreasing air quality.243 
In addition, more frequent droughts, and hence fire 
hazards, and an increase in destructive insect pests, 
such as gypsy moths, hinder plant growth. Insects, 
historically controlled by cold winters, more easily 
survive milder winters and produce larger popu-
lations in a warmer climate (see Agriculture and 
Ecosystems sectors).

Native species are very likely to face 
increasing threats from rapidly changing 
climate conditions, pests, diseases,  
and invasive species moving in from 
warmer regions.

As air temperatures increase, so will water tem-
peratures. In some lakes, this will lead to an earlier 
and longer period in summer during which mixing 
of the relatively warm surface lake water with the 
colder water below is reduced.564 In such cases, this 
stratification can cut off oxygen from bottom layers, 
increasing the risk of oxygen-poor or oxygen-free 
“dead zones” that kill fish and other living things. 
In lakes with contaminated sediment, warmer 
water and low-oxygen conditions can more readily 
mobilize mercury and other persistent pollutants.565 
In such cases, where these increasing quantities 
of contaminants are taken up in the aquatic food 
chain, there will be additional potential for health 
hazards for species that eat fish from the lakes, 
including people.566

Populations of coldwater fish, such as brook trout, 
lake trout, and whitefish, are expected to decline 
dramatically, while populations of coolwater fish 
such as muskie, and warmwater species such as 
smallmouth bass and bluegill, will take their place. 
Aquatic ecosystem disruptions are likely to be 
compounded by invasions by non-native species, 
which tend to thrive under a wide range of environ-
mental conditions. Native species, adapted to a nar-
rower range of conditions, are expected to decline. 

All major groups of animals, including birds, 
mammals, amphibians, reptiles, and insects, will 
be affected by impacts on local populations, and 
by competition from other species moving into the 
Midwest region.70 The potential for animals to shift 
their ranges to keep pace with the changing climate 
will be inhibited by major urban areas and the pres-
ence of the Great Lakes.
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Great Plains

The Great Plains is characterized by strong 
seasonal climate variations. Over thousands 
of years, records preserved in tree rings, 
sediments, and sand deposits provide 
evidence of recurring periods of extended 
drought (such as the Dust Bowl of the 1930s) 
alternating with wetter conditions.97,419 

Today, semi-arid conditions in the western 
Great Plains gradually transition to a moister 
climate in the eastern parts of the region. 
To the north, winter days in North Dakota 
average 25°F, while it is not unusual to have 
a West Texas winter day over 75°F. In West 
Texas, there are between 70 and 100 days per 
year over 90°F, whereas North Dakota has 
only 10 to 20 such days on average.

Significant trends in regional climate are 
apparent over the last few decades. Average 
temperatures have increased throughout the region, with the largest changes occurring in winter months and 
over the northern states. Relatively cold days are becoming less frequent and relatively hot days more frequent.420 
Precipitation has also increased over most of the area.149,421

Temperatures are projected to continue to increase over 
this century, with larger changes expected under scenarios 
of higher heat-trapping emissions as compared to lower 
heat-trapping emissions. Summer changes are projected to 
be larger than those in winter in the southern and central 
Great Plains.108 Precipitation is also projected to change, 
particularly in winter and spring. Conditions are anticipated 
to become wetter in the north and drier in the south.

Projected changes in long-term climate and more frequent 
extreme events such as heat waves, droughts, and heavy 
rainfall will affect many aspects of life in the Great Plains. 
These include the region’s already threatened water 
resources, essential agricultural and ranching activities, 
unique natural and protected areas, and the health and 
prosperity of its inhabitants.

Summer Temperature Change 
by 2080-2099

Temperatures in the Great Plains are projected to increase 
significantly by the end of this century, with the northern 
part of the region experiencing the greatest projected 
increase in temperature.

CMIP3-B117

Observed and Projected Temperature Rise

The average temperature in the Great Plains already has increased roughly 1.5°F 
relative to a 1960s and 1970s baseline. By the end of the century, temperatures 
are projected to continue to increase by 2.5°F to more than 13°F compared 
with the 1960 to 1979 baseline, depending on future emissions of heat-trapping 
gases. The brackets on the thermometers represent the likely range of model 
projections, though lower or higher outcomes are possible.

CMIP3-A93
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Projected increases in temperature, 
evaporation, and drought frequency add 
to concerns about the region’s declining 
water resources.

Water is the most important factor affecting activi-
ties on the Great Plains. Most of the water used 
in the Great Plains comes from the High Plains 
aquifer (sometimes referred to by the name of its 
largest formation, the Ogallala aquifer), which 
stretches from South Dakota to Texas. The aquifer 
holds both current recharge from precipitation and 
so-called “ancient” water, water trapped by silt and 
soil washed down from the Rocky Mountains dur-
ing the last ice age.

As population increased in the Great Plains and 
irrigation became widespread, annual water 
withdrawals began to outpace natural recharge.422 

Today, an average of 19 billion gallons of 
groundwater are pumped from the aquifer each 
day. This water irrigates 13 million acres of land 
and provides drinking water to over 80 percent 
of the region’s population.423 Since 1950, aquifer 
water levels have dropped an average of 13 feet, 
equivalent to a 9 percent decrease in aquifer 
storage. In heavily irrigated parts of Texas, 
Oklahoma, and Kansas, reductions are much larger, 
from 100 feet to over 250 feet.

Projections of increasing temperatures, faster 
evaporation rates, and more sustained droughts 
brought on by climate change will only add more 
stress to overtaxed water sources.149,253,424,425 Current 
water use on the Great Plains is unsustainable, 
as the High Plains aquifer continues to be tapped 
faster than the rate of recharge.

Groundwater Withdrawals for Irrigation
1950 to 2005

Water Level Changes in the High Plains Aquifer
1950 to 2005

McGuire422

Irrigation is one of the main factors stressing water resources in the Great Plains. In parts of the region, more than 81 trillion gallons 
of water (pink areas on the left hand map) were withdrawn for irrigation in Texas, Oklahoma, and Kansas from 1950 to 2005. During 
the same time period, water levels in parts of the High Plains aquifer in those states decreased by more than 150 feet (red areas on 
the right hand map).
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The Dust Bowl: Combined Effects of Land Use and Climate

Over the past century, large-scale conversion of 
grasslands to crops and ranchland has altered the 
natural environment of the Great Plains.149 Irrigated 
fields have increased evaporation rates, reducing 
summer temperatures, and increasing local 
precipitation.427,428

The Dust Bowl of the 1930s epitomizes what can 
happen as a result of interactions between climate 
and human activity. In the 1920s, increasing demand 
for food encouraged poor agricultural practices. 
Small-scale producers ploughed under native 
grasses to plant wheat, removing the protective 
cover the land required to retain its moisture. 

Variations in ocean temperature contributed to a slight increase in air temperatures, just enough to disrupt 
the winds that typically draw moisture from the south into the Great Plains. As the intensively tilled soils 
dried up, topsoil from an estimated 100 million acres of the Great Plains blew across the continent. 

The Dust Bowl dramatically demonstrated the potentially devastating effects of poor land-use practices 
combined with climate variability and change.429  Today, climate change is interacting with a different set of 
poor land-use practices. Water is being pumped from the Ogallala aquifer faster than it can recharge. In 
many areas, playa lakes are poorly managed (see page 127). Existing stresses on water resources in the Great 
Plains due to unsustainable water usage are likely to be exacerbated by future changes in temperature and 
precipitation, this time largely due to human-induced climate change.

Dust Bowl of 1935 in Stratford, Texas 

Northern areas of the Great Plains are projected to experience a 
wetter climate by the end of this century, while southern areas are 
projected to experience a drier climate. The change in precipitation 
is compared with a 1960-1979 baseline. Confidence in the projected 
changes is highest in the hatched areas.

Projected Spring Precipitation Change  
by 2080s-2090s

CMIP3-B117The Great Plains currently experiences a sharp 
precipitation gradient from east to west, from 
more than 50 inches of precipitation per year 
in eastern Oklahoma and Texas to less than 
10 inches in some of the western parts of  
the region.

Average Annual 
Observed Precipitation

1971-2000

PRISM426
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Agriculture, ranching, and natural 
lands, already under pressure due to an 
increasingly limited water supply, are 
very likely to also be stressed by  
rising temperatures.

Agricultural, range, and croplands cover more than 
70 percent of the Great Plains, producing wheat, 
hay, corn, barley, cattle, and cotton. Agriculture is 
fundamentally sensitive to climate. Heat and water 
stress from droughts and heat waves can decrease 
yields and wither crops.430,431 The influence of long-
term trends in temperature and precipitation can be 
just as great.431 

As temperatures increase over this century, optimal 
zones for growing particular crops will shift. Pests 
that were historically unable to survive in the 
Great Plains’ cooler areas are expected to spread 
northward. Milder winters and earlier springs 
also will encourage greater numbers and earlier 
emergence of insects.149 Rising carbon dioxide 
levels in the atmosphere can increase crop growth, 
but also make some types of weeds grow even 
faster (see Agriculture sector).432

Projected increases in precipitation are unlikely 
to be sufficient to offset decreasing soil moisture 
and water availability in the Great Plains due to 
rising temperatures and aquifer depletion. In some 
areas, there is not expected to be enough water for 
agriculture to sustain even current usage.

With limited water supply comes increased 
vulnerability of agriculture to climate change. 
Further stresses on water supply for agriculture and 
ranching are likely as the region’s cities continue 
to grow, increasing competition between urban and 
rural users.433 The largest impacts are expected in 
heavily irrigated areas in the southern Great Plains, 
already plagued by unsustainable water use and 
greater frequency of extreme heat.149

Successful adaptation will require diversification of 
crops and livestock, as well as transitions from ir-
rigated to rain-fed agriculture.434-436 Producers who 
can adapt to changing climate conditions are likely 
to see their businesses survive; some might even 
thrive. Others, without resources or ability to adapt 
effectively, will lose out.

Climate change is likely to affect native 
plant and animal species by altering key 
habitats such as the wetland ecosystems 
known as prairie potholes or playa lakes.

Ten percent of the Great Plains is protected lands, 
home to unique ecosystems and wildlife. The 
region is a haven for hunters and anglers, with its 
ample supplies of wild game such as moose, elk, 
and deer; birds such as goose, quail, and duck; and 
fish such as walleye and bass. 

Climate-driven changes are likely to combine 
with other human-induced stresses to further 
increase the vulnerability of natural ecosystems to 
pests, invasive species, and loss of native species. 
Changes in temperature and precipitation affect 
the composition and diversity of native animals 
and plants through altering their breeding patterns, 
water and food supply, and habitat availability.149 
In a changing climate, populations of some pests 
such as red fire ants and rodents, better adapted to 
a warmer climate, are projected to increase.437,438 
Grassland and plains birds, already besieged by 
habitat fragmentation, could experience significant 
shifts and reductions in their ranges.439 

Urban sprawl, agriculture, and ranching practices 
already threaten the Great Plains’ distinctive 
wetlands. Many 
of these are home 
to endangered and 
iconic species. 
In particular, 
prairie wetland 
ecosystems provide 
crucial habitat 
for migratory 
waterfowl and 
shorebirds.

Ongoing shifts in the region’s population 
from rural areas to urban centers 
will interact with a changing climate, 
resulting in a variety of consequences.

Inhabitants of the Great Plains include a rising 
number of urban dwellers, a long tradition of rural 
communities, and extensive Native American 

Mallard ducks are one of the many 
species that inhabit the playa lakes, 
also known as prairie potholes.
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Shallow ephemeral lakes dot the Great Plains, 
anomalies of water in the arid landscape. In the 
north they are known as prairie potholes; in the 
south, playa lakes. These lakes create unique 
microclimates that support diverse wildlife and 
plant communities. A playa can lie with little or 
no water for long periods, or have several wet/
dry cycles each year. When it rains, what ap-
peared to be only a few clumps of short,  
dry grasses just a few days earlier suddenly 
teems with frogs, toads, clam shrimp, and 
aquatic plants. 

The playas provide a perfect home for migrat-
ing birds to feed, mate, and raise their young. 
Millions of shorebirds and waterfowl, including Canada geese, mallard ducks, and Sandhill cranes, 
depend on the playas for their breeding grounds. From the prairie potholes of North Dakota to the 
playa lakes of West Texas, the abundance and diversity of native bird species directly depends on 
these lakes.440,441 

Despite their small size, playa lakes and prairie potholes also play a critical role in supplying water 
to the Great Plains. The contribution of the playa lakes to this sensitively balanced ecosystem needs 
to be monitored 
and maintained in 
order to avoid un-
foreseen impacts 
on our natural 
resources. Before 
cultivation, water 
from these lakes 
was the primary 
source of recharge 
to the High Plains 
aquifer.442 But 
many playas are 
disappearing and 
others are threat-
ened by growing 
urban populations, 
extensive agricul-
ture, and other 
filling and tilling 
practices.443 In 
recent years, agricultural demands have drawn down the playas to irrigate crops. Agricultural waste 
and fertilizer residues drain into playas, decreasing the quality of the water, or clogging them so the 
water cannot trickle down to refill the aquifer. Climate change is expected to add to these stresses, 
with increasing temperatures and changing rainfall patterns altering rates of evaporation, recharge, 
and runoff to the playa lake systems.444

Adapted from PLJV445

Playa lakes in west Texas fill up after a heavy spring rain.

Playa Lakes and Prairie Potholes
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populations. Although farming and ranching remain 
primary uses of the land – taking up much of the 
region’s geographical area – growing cities provide 
housing and jobs for more than two-thirds of the 
population. For everyone on the Great Plains, though, a 
changing climate and a limited water supply are likely 
to challenge their ability to thrive, leading to conflicting 
interests in the allocation of increasingly scarce water 
resources.313,433

Native American communities
The Great Plains region is home to 65 Native American 
tribes. Native populations on rural tribal lands have 
limited capacities to respond to climate change.313 Many 
reservations already face severe problems with water 
quantity and quality – problems likely to be exacerbated 
by climate change and other human-induced stresses. 

Rural communities
As young adults move out of small, rural communities, 
the towns are increasingly populated by a vulnerable 
demographic of very old and very young people, 
placing them more at risk for health issues than 
urban communities. Combined effects of changing 
demographics and climate are likely to make it more 
difficult to supply adequate and efficient public health 
services and educational opportunities to rural areas. 
Climate-driven shifts in optimal crop types and 
increased risk of drought, pests, and extreme events 
will add more economic stress and tension to traditional 
communities.430,433

Urban populations
Although the Great Plains is not yet known for large 
cities, many mid-sized towns throughout the region 

are growing rapidly. One in four of the most rapidly 
growing cities in the nation is located in the Great 
Plains446 (see Society sector). Most of these growing 
centers can be found in the southern parts of the 
region, where water resources are already seriously 
constrained. Urban populations, particularly the young, 
elderly, and economically disadvantaged, may also be 
disproportionately affected by heat.447

New opportunities
There is growing recognition that the enormous wind 
power potential of the Great Plains could provide new 
avenues for future employment and land use. Texas 
already produces the most wind power of any state. Wind 
energy production is also prominent in Oklahoma. North 
and South Dakota have rich wind potential.191 

As climate change creates new environmental conditions, 
effective adaptation strategies become increasingly es-
sential to ecological and socioeconomic survival. A great 
deal of the Great Plains’ adaptation potential might be 
realized through agriculture. For example, plant species 
that mature earlier and are more resistant to disease and 
pests are more likely to thrive under warmer conditions. 

Other emerging adaptation strategies include dynamic 
cropping systems and increased crop diversity. In partic-
ular, mixed cropping-livestock systems maximize avail-
able resources while minimizing the need for external 
inputs such as irrigation that draws down precious water 
supplies.436 In many parts of the region, diverse cropping 
systems and improved water use efficiency will be key to 
sustaining crop and rangeland systems.448 Reduced water 
supplies might cause some farmers to alter the intensive 
cropping systems currently in use.193,219 

Adaptation:  Agricultural Practices to Reduce Water Loss and Soil Erosion

Conservation of water is critical to efficient crop production in areas where water can be scarce. 
Following the Dust Bowl in the 1930s, Great Plains farmers implemented a number of improved 
farming practices to increase the effectiveness of rainfall capture and retention in the soil and 
protect the soil against water and wind erosion. Examples include rotating crops, retaining crop 
residues, increasing vegetative cover, and altering plowing techniques.

With observed and projected increases in summer temperatures and in the frequency and intensity of heavy downpours, 
it will become even more important to protect against increasing loss of water and soil. Across the upper Great Plains, 
where strong storms are projected to occur more frequently, producers are being encouraged to increase the amount of 
crop residue left on the soil or to plant cover crops in the fall to protect the soil in the spring before crops are planted.

Across the southern Great Plains, some farmers are returning to dryland farming rather than relying on irrigation for their 
crops. Preserving crop residue helps the soil absorb more moisture from rain and eases the burden on already-stressed 
groundwater. These efforts have been promoted by the U.S. Department of Agriculture through research and extension 
efforts such as Kansas State University’s Center for Sustainable Agriculture and Alternative Crops.
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The Southwest region stretches from the southern 
Rocky Mountains to the Pacific Coast. Elevations 
range from the lowest in the country to among the 
highest, with climates ranging from the driest to 
some of the wettest. Past climate records based 
on changes in Colorado River flows indicate that 
drought is a frequent feature of the Southwest, with 
some of the longest documented “megadroughts” 
on Earth. Since the 1940s, the region has experi-
enced its most rapid population and urban growth. 
During this time, there were both unusually wet 
periods (including much of 1980s and 1990s) and 
dry periods (including much of 1950s and 1960s).449 
The prospect of future droughts becoming more 
severe as a result of global warming is a significant 
concern, especially because the Southwest contin-
ues to lead the nation in population growth.

Human-induced climate change appears to be well 
underway in the Southwest. Recent warming is 
among the most rapid in the nation, significantly 
more than the global average in some areas. This is 
driving declines in spring snowpack and Colorado 

River flow.34,160,161 Projections suggest continued 
strong warming, with much larger increases under 
higher emissions scenarios91 compared to lower 
emissions scenarios. Projected summertime tem-
perature increases are greater than the annual aver-
age increases in some parts of the region, and are 
likely to be exacerbated locally by expanding urban 
heat island effects.450 Further water cycle changes 
are projected, which, combined with increasing 
temperatures, signal a serious water supply chal-
lenge in the decades and centuries ahead.34,159

Water supplies are projected to become 
increasingly scarce, calling for trade-offs 
among competing uses, and potentially 
leading to conflict.

Water is, quite literally, the lifeblood of the South-
west. The largest use of water in the region is 
associated with agriculture, including some of the 
nation’s most important crop-producing areas in 
California. Water is also an important source of 
hydroelectric power, and water is required for the 
large population growth in the region, particu-
larly that of major cities such as Phoenix and Las 
Vegas. Water also plays a critical role in supporting 
healthy ecosystems across the region, both on land 
and in rivers and lakes. 

Water supplies in some areas of the Southwest are 
already becoming limited, and this trend toward 
scarcity is likely to be a harbinger of future water 
shortages.34,451 Groundwater pumping is lower-
ing water tables, while rising temperatures reduce 
river flows in vital rivers including the Colorado.34 
Limitations imposed on water supply by projected 
temperature increases are likely to be made worse 
by substantial reductions in rain and snowfall in the 
spring months, when precipitation is most needed 
to fill reservoirs to meet summer demand.151

A warmer and drier future means extra care will 
be needed in planning the allocation of water for 

Observed and Projected Temperature Rise

The average temperature in the Southwest has already 
increased roughly 1.5°F compared to a 1960-1979 baseline 
period. By the end of the century, average annual temperature 
is projected to rise approximately 4°F to 10°F above the 
historical baseline, averaged over the Southwest region. The 
brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes  
are possible.

CMIP3-A93
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the coming decades. The Colorado Compact, negotiated in the 1920s, allocated the Colorado River’s water 
among the seven basin states. It was based, however, on unrealistic assumptions about how much water was 
available because the observations of runoff during the early 1900s turned out to be part of the greatest and 

longest high-flow period of the last five cen-
turies.452 Today, even in normal decades, the 
Colorado River does not have enough water 
to meet the agreed-upon allocations. During 
droughts and under projected future condi-
tions, the situation looks even bleaker. 

During droughts, water designated for agricul-
ture could provide a temporary back-up sup-
ply for urban water needs. Similarly, non-re-
newable groundwater could be tapped during 
especially dry periods. Both of these options, 
however, come at the cost of either current or 
future agricultural production. 

Water is already a subject of contention in 
the Southwest, and climate change – coupled 
with rapid population growth – promises 
to increase the likelihood of water-related 

Droughts are a long-standing feature of the Southwest’s climate. The droughts of the last 110 years 
pale in comparison to some of the decades-long “megadroughts” that the region has experienced over 
the last 2000 years.419 During the closing decades of the 1500s, for example, major droughts gripped 
parts of the Southwest.189 These droughts sharply reduced the flow of the Colorado River452,453 and 
the all-important Sierra Nevada headwaters for California,454 and dried out the region as a whole. As 
of 2009, much of the Southwest remains in a drought that began around 1999. This event is the most 
severe western drought of the last 110 years, and is being exacerbated by record warming.455 

Over this century, projections point to an increasing probability of drought for the region.90,115 Many 
aspects of these projections, including a northward shift in winter and spring storm tracks, are 
consistent with observed trends over recent decades.96,456,457 Thus, the most likely future for the 
Southwest is a substantially drier one (although there is presently no consensus on how the region's 
summer monsoon [rainy season] might change in the future). Combined with the historical record of 

severe droughts and the current 
uncertainty regarding the exact 
causes and drivers of these past 
events, the Southwest must 
be prepared for droughts that 
could potentially result from 
multiple causes. The combined 
effects of natural climate 
variability and human-induced 
climate change could turn out 
to be a devastating “one-two 
punch” for the region.

After Meko et al.453

Colorado River flow has been reconstructed back over 1200 years based primarily on 
tree-ring data. These data reveal that some droughts in the past have been more severe 
and longer lasting than any experienced in the last 100 years. The red line indicates 
actual measurements of river flow during the last 100 years. Models indicate that, in 
the future, droughts will continue to occur, but will become hotter, and thus more 
severe, over time.90 

Future of Drought in the Southwest

Percentage change in March-April-May precipitation for 2080-2099 compared to 
1961-1979 for a lower emissions scenario91 (left) and a higher emissions scenario91 
(right). Confidence in the projected changes is highest in the hatched areas. 

Projected Change in Spring Precipitation, 2080-2099

CMIP3-B117
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conflict. Projected temperature increases, com-
bined with river-flow reductions, will increase the 
risk of water conflicts between sectors, states, and 
even nations. In recent years, negotiations regard-
ing existing water supplies have taken place among 
the seven states sharing the Colorado River and 
the two states (New Mexico and Texas) sharing the 
Rio Grande. Mexico and the United States already 
disagree on meeting their treaty allocations of Rio 
Grande and Colorado River water. 

In addition, many water settlements between the 
U.S. Government and Native American tribes have 
yet to be fully worked out. The Southwest is home 
to dozens of Native communities whose status as 
sovereign nations means they hold rights to the 
water for use on their land. However, the amount 
of water actually available to each nation is deter-
mined through negotiations and litigation. Increas-
ing water demand in the Southwest is driving 
current negotiations and litigation of tribal water 
rights. While several nations have legally settled 
their water rights, many other tribal negotiations 
are either currently underway or pending. Compet-
ing demands from treaty rights, rapid development, 
and changes in agriculture in the region, exacer-
bated by years of drought and climate change, have 
the potential to spark significant conflict over an 
already over-allocated and dwindling resource.

Increasing temperature, drought, 
wildfire, and invasive species will 
accelerate transformation of  
the landscape.

Climate change already appears to be influenc-
ing both natural and managed ecosystems of the 
Southwest.455,458 Future landscape impacts are likely 
to be substantial, threatening biodiversity, pro-
tected areas, and ranching and agricultural lands. 
These changes are often driven by multiple factors, 
including changes in temperature and drought pat-
terns, wildfire, invasive species, and pests.

Conditions observed in recent years can serve as 
indicators for future change. For example, tempera-
ture increases have made the current drought in 
the region more severe than the natural droughts of 
the last several centuries. As a result, about 4,600 

square miles of piñon-juniper woodland in the Four 
Corners region of the Southwest have experienced 
substantial die-off of piñon pine trees.455 Record 
wildfires are also being driven by rising tempera-
tures and related reductions in spring snowpack 
and soil moisture.458 

How climate change will affect fire in the South-
west varies according to location. In general, total 
area burned is projected to increase.459 How this 
plays out at individual locations, however, depends 
on regional changes in temperature and precipita-
tion, as well as on whether fire in the area is cur-
rently limited by fuel availability or by rainfall.460 
For example, fires in wetter, forested areas are 
expected to increase in frequency, while areas 
where fire is limited by the availability of fine fuels 
experience decreases.460 Climate changes could 
also create subtle shifts in fire behavior, allowing 
more “runaway fires” – fires that are thought to 
have been brought under control, but then rekin-
dle.461 The magnitude of fire damages, in terms of 
economic impacts as well as direct endangerment, 
also increases as urban development increasingly 
impinges on forested areas.460,462 

Climate-fire dynamics will also be affected by 
changes in the distribution of ecosystems across the 
Southwest. Increasing temperatures and shifting 
precipitation patterns will drive declines in high-
elevation ecosystems such as alpine forests and 
tundra.459,463 Under higher emissions scenarios,91 
high-elevation forests in California, for example, 
are projected to decline by 60 to 90 percent be-
fore the end of the century.284,459 At the same time, 
grasslands are projected to expand, another factor 
likely to increase fire risk. 

As temperatures rise, some iconic landscapes of 
the Southwest will be greatly altered as species 
shift their ranges northward and upward to cooler 
climates, and fires attack unaccustomed ecosys-
tems which lack natural defenses. The Sonoran 
Desert, for example, famous for the saguaro cactus, 
would look very different if more woody species 
spread northward from Mexico into areas currently 
dominated by succulents (such as cacti) or native 
grasses.464 The desert is already being invaded 
by red brome and buffle grasses that do well in 
high temperatures and are native to Africa and the 
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Mediterranean. Not only do these noxious weeds 
out-compete some native species in the Sonoran 
Desert, they also fuel hot, cactus-killing fires. With 
these invasive plant species and climate change, 
the Saguaro and Joshua Tree national parks could 
end up with far fewer of their namesake plants.465 
In California, two-thirds of the more than 5,500 na-
tive plant species are projected to experience range 
reductions up to 80 percent before the end of this 
century under projected warming.466 In their search 
for optimal conditions, some species will move 
uphill, others northward, breaking up present-day 

ecosystems; those species moving southward to 
higher elevations might cut off future migration op-
tions as temperatures continue to increase.

The potential for successful plant and animal 
adaptation to coming change is further hampered 
by existing regional threats such as human-caused 
fragmentation of the landscape, invasive species, 
river-flow reductions, and pollution. Given the 
mountainous nature of the Southwest, and the asso-
ciated impediments to species shifting their ranges, 
climate change likely places other species at risk. 
Some areas have already been identified as possible 
refuges where species at risk could continue to live 
if these areas were preserved for this purpose.466 
Other rapidly changing landscapes will require 
major adjustments, not only from plant and animal 
species, but also by the region’s ranchers, foresters, 
and other inhabitants.

Increased frequency and altered timing 
of flooding will increase risks to people, 
ecosystems, and infrastructure. 

Paradoxically, a warmer atmosphere and an in-
tensified water cycle are likely to mean not only 
a greater likelihood of drought for the Southwest, 
but also an increased risk of flooding. Winter 
precipitation in Arizona, for example, is already 

A Biodiversity Hotspot

The Southwest is home to two of the world’s 34 designated “biodiversity hotspots.” These at-risk 
regions have two special qualities: they hold unusually large numbers of plant and animal species 
that are endemic (found nowhere else), and they have already lost over 70 percent of their native 
vegetation.467,468 About half the world’s species of plants and land animals occur only in these 34 
locations, though they cover just 2.3 percent of the Earth’s land surface. 

One of these biodiversity hotspots is the Madrean Pine-Oak Woodlands. Once covering 178 square 
miles, only isolated patches remain in the United States, mainly on mountaintops in southern Arizona, 
New Mexico, and West Texas. The greatest diversity of pine species in the world grows in this area: 
44 of the 110 varieties,469 as well as more than 150 species of oak.470 Some 5,300 to 6,700 flowering 
plant species inhabit the ecosystem, and over 500 bird species, 23 of which are endemic. More 
hummingbirds are found here than anywhere else in the United States. There are 384 species of 
reptiles, 37 of which are endemic, and 328 species of mammals, six of which are endemic. There are 
84 fish species, 18 of which are endemic. Some 200 species of butterfly thrive here, of which 45 are 
endemic, including the Monarch that migrates 2,500 miles north to Canada each year.471 Ecotourism 
has become the economic driver in many parts of this region, but logging, land clearing for agriculture, 
urban development, and now climate change threaten the region’s viability.

Change in Population 
from 1970 to 2008

The map above of percentage changes in county population 
between 1970 and 2008 shows that the Southwest has 
experienced very rapid growth in recent decades (indicated 
in orange, red, and maroon).

U.S. Census207
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not sustainable under current practices; efforts are 
underway to identify and implement adaptation 
strategies aimed at reducing these risks.476 

Unique tourism and recreation 
opportunities are likely to suffer. 

Tourism and recreation are important aspects of 
the region’s economy. Increasing temperatures will 
affect important winter activities such as down-
hill and cross-country skiing, snowshoeing, and 
snowmobiling, which require snow on the ground. 
Projections indicate later snow and less snow cov-
erage in ski resort areas, particularly those at lower 
elevations and in the southern part of the region.284 
Decreases from 40 to almost 90 percent are likely 
in end-of-season snowpack under a higher emis-
sions scenario91 in counties with major ski resorts 
from New Mexico to California.477 In addition 
to shorter seasons, earlier wet snow avalanches 
– more than six weeks earlier by the end of this 
century under a higher emissions scenario91 – could 
force ski areas to shut down affected runs before 
the season would otherwise end.478 Resorts require 
a certain number of days just to break even; cutting 
the season short by even a few weeks, particularly 
if those occur during the lucrative holiday season, 
could easily render a resort unprofitable.

Even in non-winter months, ecosystem degradation 
will affect the quality of the experience for hikers, 
bikers, birders, and others who enjoy the South-
west’s natural beauty. Water sports that depend on 
the flows of rivers and sufficient water in lakes and 
reservoirs are already being affected, and much 
larger changes are expected. 

Cities and agriculture face increasing 
risks from a changing climate.

Resource use in the Southwest is involved in a 
constant three-way tug-of-war among preserving 
natural ecosystems, supplying the needs of rapidly 
expanding urban areas, and protecting the lucrative 
agricultural sector, which, particularly in Califor-
nia, is largely based on highly temperature- and 
water-sensitive specialty crops. Urban areas are 
also sensitive to temperature-related impacts on air 

becoming more variable, with a trend toward both 
more frequent extremely dry and extremely wet 
winters.472 Some water systems rely on smaller 
reservoirs being filled up each year. More frequent 
dry winters suggest an increased risk of these 
systems running short of water. However, a greater 
potential for flooding also means reservoirs cannot 
be filled to capacity as safely in years where that 
is possible. Flooding also causes reservoirs to fill 
with sediment at a faster rate, thus reducing their 
water-storage capacities. 

On the global and national scales, precipitation 
patterns are already observed to be shifting, with 
more rain falling in heavy downpours that can lead 
to flooding.90,473 Rapid landscape transformation 
due to vegetation die-off and wildfire as well as 
loss of wetlands along rivers is also likely to reduce 
flood-buffering capacity. Moreover, increased 
flood risk in the Southwest is likely to result from a 
combination of decreased snow cover on the lower 
slopes of high mountains, and an increased fraction 
of winter precipitation falling as rain and therefore 
running off more rapidly.154 The increase in rain 
on snow events will also result in rapid runoff and 
flooding.474

The most obvious impact of more frequent flooding 
is a greater risk to human beings and their infra-
structure. This applies to locations along major riv-
ers, but also to much broader and highly vulnerable 
areas such as the Sacramento–San Joaquin River 
Delta system. Stretching from the San Francisco 
Bay nearly to the state capital of Sacramento, the 
Sacramento–San Joaquin River Delta and Suisun 
Marsh make up the largest estuary on the West 
Coast of North America. With its rich soils and 
rapid subsidence rates – in some locations as high 
as 2 or more feet per decade – the entire Delta re-
gion is now below sea level, protected by more than 
a thousand miles of levees and dams.475 Projected 
changes in the timing and amount of river flow, 
particularly in winter and spring, is estimated to 
more than double the risk of Delta flooding events 
by mid-century, and result in an eight-fold increase 
before the end of the century.476 Taking into account 
the additional risk of a major seismic event and 
increases in sea level due to climate change over 
this century, the California Bay–Delta Authority 
has concluded that the Delta and Suisun Marsh are 
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quality, electricity demand, and the health of  
their inhabitants.

The magnitude of projected temperature increases 
for the Southwest, particularly when combined 
with urban heat island effects for major cities such 
as Phoenix, Albuquerque, Las Vegas, and many 
California cities, represent significant stresses 
to health, electricity, and water supply in a re-
gion that already experiences very high summer 
temperatures.284,325,450 

If present-day levels of ozone-producing emis-
sions are maintained, rising temperatures also 
imply declining air quality in urban areas such as 
those in California which already experience some 
of the worst air quality in the nation (see Society 
sector).479 Continued rapid population growth is 
expected to exacerbate these concerns.

With more intense, longer-lasting heat wave events 
projected to occur over this century, demands for 
air conditioning are expected to deplete electricity 
supplies, increasing risks of brownouts and black-
outs.325 Electricity supplies will also be affected 
by changes in the timing of river flows and where 
hydroelectric systems have limited storage capacity 
and reservoirs (see Energy sector).480,481 

Much of the region's agriculture will experi-
ence detrimental impacts in a warmer future, 

particularly specialty crops in California such as 
apricots, almonds, artichokes, figs, kiwis, olives, 
and walnuts.482,483 These and other specialty crops 
require a minimum number of hours at a chill-
ing temperature threshold in the winter to become 
dormant and set fruit for the following year.482 
Accumulated winter chilling hours have already 
decreased across central California and its coastal 
valleys. This trend is projected to continue to the 
point where chilling thresholds for many key crops 
would no longer be met. A steady reduction in win-
ter chilling could have serious economic impacts on 
fruit and nut production in the region. California’s 
losses due to future climate change are estimated 
between zero and 40 percent for wine and table 
grapes, almonds, oranges, walnuts, and avocadoes, 
varying significantly by location.483 

Adaptation strategies for agriculture in Califor-
nia include more efficient irrigation and shifts 
in cropping patterns, which have the potential to 
help compensate for climate-driven increases in 
water demand for agriculture due to rising tem-
peratures.484 The ability to use groundwater and/or 
water designated for agriculture as backup sup-
plies for urban uses in times of severe drought is 
expected to become more important in the future as 
climate change dries out the Southwest; however, 
these supplies are at risk of being depleted as urban 
populations swell (see Water sector).

Adaptation:  Strategies for Fire

Living with present-day levels of fire risk, along with projected increases in risk, involves actions by 
residents along the urban-forest interface as well as fire and land management officials. Some basic 
strategies for reducing damage to structures due to fires are being encouraged by groups like National 
Firewise Communities, an interagency program that encourages wildfire preparedness measures 
such as creating defensible space around residential structures by thinning trees and brush, choosing 
fire-resistant plants, selecting ignition-resistant building materials and design features, positioning 
structures away from slopes, and working with firefighters to develop emergency plans.

Additional strategies for responding to the increased risk of fire as climate continues to change could 
include adding firefighting resources461 and improving evacuation procedures and communications 
infrastructure. Also important would be regularly updated insights into what the latest climate science 
implies for changes in types, locations, timing, and potential severity of fire risks over seasons to 
decades and beyond; implications for related political, legal, economic, and social institutions; and 
improving predictions for regeneration of burnt-over areas and the implications for subsequent fire 
risks. Reconsideration of policies that encourage growth of residential developments in or near forests 
is another potential avenue for adaptive strategies.462
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Northwest
The Northwest’s rapidly growing population, as 
well as its forests, mountains, rivers, and coastlines, 
are already experiencing human-induced climate 
change and its impacts.34 Regionally averaged 
temperature rose about 1.5°F over the past cen-
tury485 (with some areas experiencing increases 
up to 4°F) and is projected to increase another 3 
to 10°F during this century.486 Higher emissions 
scenarios would result in warming in the upper end 
of the projected range. Increases in winter precipi-
tation and decreases in summer precipitation are 
projected by many climate models,487 though these 
projections are less certain than those for tem-
perature. Impacts related to changes in snowpack, 
streamflows, sea level, forests, and other important 
aspects of life in the Northwest are already un-
derway, with more severe impacts expected over 
coming decades in response to continued and more 
rapid warming.

Declining springtime snowpack leads to 
reduced summer streamflows, straining 
water supplies.

The Northwest is highly dependent on temperature-
sensitive springtime snowpack to meet growing, 
and often competing, water demands such as mu-
nicipal and industrial uses, agricultural irrigation, 
hydropower production, navigation, recreation, and 
in-stream flows that protect aquatic ecosystems in-
cluding threatened and endangered species. Higher 
cool season (October through March) temperatures 
cause more precipitation to fall as rain rather than 
snow and contribute to earlier snowmelt. April 1 
snowpack, a key indicator of natural water storage 
available for the warm season, has already declined 
substantially throughout the region. The average 
decline in the Cascade Mountains, for example, 
was about 25 percent over the past 40 to 70 years, 
with most of this due to the 2.5°F increase in cool 
season temperatures over that period.108,488 Further 
declines in Northwest snowpack are projected to 
result from additional warming over this century, 

varying with latitude, elevation, and proximity to 
the coast. April 1 snowpack is projected to de-
cline as much as 40 percent in the Cascades by the 
2040s.489 Throughout the region, earlier snowmelt 
will cause a reduction in the amount of water avail-
able during the warm season.68

In areas where it snows, a warmer climate means 
major changes in the timing of runoff: streamflow 
increases in winter and early spring, and then 
decreases in late spring, summer, and fall. This shift 
in streamflow timing has already been observed over 
the past 50 years,252 with the peak of spring runoff 
shifting from a few days earlier in some places to as 
much as 25 to 30 days earlier in others.157 

This trend is projected to continue, with runoff 
shifting 20 to 40 days earlier within this centu-
ry.157 Reductions in summer water availability will 
vary with the temperatures experienced in differ-
ent parts of the region. In relatively warm areas on 
the western slopes of the Cascade Mountains, for 
example, reductions in warm season (April through 
September) runoff of 30 percent or more are pro-
jected by mid-century, whereas colder areas in the 
Rocky Mountains are expected to see reductions of 
about 10 percent. Areas dominated by rain rather 
than snow are not expected to see major shifts in the 
timing of runoff.492 

Trends in April 1 Snow Water Equivalent
1950 to 2002

April 1 snowpack (a key indicator of natural water storage 
available for the warm season) has declined throughout the 
Northwest. In the Cascade Mountains, April 1 snowpack de-
clined by an average of 25 percent, with some areas expe-
riencing up to 60 percent declines. On the map, decreasing 
trends are in red and increasing trends are in blue.491

University of
 Washington490
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Extreme high and low streamflows also are ex-
pected to change with warming. Increasing winter 
rainfall (as opposed to snowfall) is expected to lead 
to more winter flooding in relatively warm water-
sheds on the west side of the Cascades. The already 
low flows of late summer are projected to decrease 
further due to both earlier snowmelt and increased 
evaporation and water loss from vegetation. Pro-
jected decreases in summer precipitation would 
exacerbate these effects. Some sensitive watersheds 
are projected to experience both increased flood 
risk in winter and increased drought risk in sum-
mer due to warming.

The region’s water supply infrastructure was built 
based on the assumption that most of the water 
needed for summer uses would be stored naturally 
in snowpack. For example, the storage capacity in 
Columbia Basin reservoirs is only 30 percent of the 
annual runoff, and many small urban water sup-
ply systems on the west side of the Cascades store 
less than 10 percent of their annual flow.493 Besides 
providing water supply and managing flows for 
hydropower, the region’s reservoirs are operated for 
flood-protection purposes and, as such, might have 
to release (rather than store) large amounts of run-
off during the winter and early spring to maintain 
enough space for flood protection. Earlier flows 
would thus place more of the year’s runoff into the 
category of hazard rather than resource. An ad-
vance in the timing of snowmelt runoff would also 

increase the length of the summer dry period, with 
important consequences for water supply, ecosys-
tems, and wildfire management.157

One of the largest demands on water resources in 
the region is hydroelectric power production. About 
70 percent of the Northwest’s electricity is provided 
by hydropower, a far greater percentage than in 
any other region. Warmer summers will increase 
electricity demands for air conditioning and refrig-
eration at the same time of year that lower stream-
flows will lead to reduced hydropower generation. 
At the same time, water is needed for irrigated agri-
culture, protecting fish species, reservoir and river 
recreation, and urban uses. Conflicts between all of 
these water uses are expected to increase, forcing 
complex trade-offs between competing objectives 
(see Energy and Water sectors).487,494

Increased insect outbreaks, wildfires, 
and changing species composition in for-
ests will pose challenges for ecosystems 
and the forest products industry.

Higher summer temperatures and earlier spring 
snowmelt are expected to increase the risk of forest 
fires in the Northwest by increasing summer mois-
ture deficits; this pattern has already been observed 
in recent decades. Drought stress and higher tem-
peratures will decrease tree growth in most low- 
and mid-elevation forests. They will also increase 
the frequency and intensity of mountain pine beetle 
and other insect attacks,243 further increasing fire 
risk and reducing timber production, an important 
part of the regional economy. The mountain pine 
beetle outbreak in British Columbia has destroyed 
33 million acres of trees so far, about 40 percent of 
the marketable pine trees in the province. By 2018, 
it is projected that the infestation will have run 
its course and over 78 percent of the mature pines 
will have been killed; this will affect more than 
one-third of the total area of British Columbia’s 
forests495 (see Ecosystems sector). Forest and fire 
management practices are also factors in these in-
sect outbreaks.252 Idaho’s Sawtooth Mountains are 
also now threatened by pine beetle infestation.

In the short term, high elevation forests on the west 
side of the Cascade Mountains are expected to 

Shift to Earlier Peak Streamflow
Quinault River (Olympic Peninsula, northern Washington)

As precipitation continues to shift from snow to rain, by the 2040s, 
peak flow on the Quinault River is projected to occur in December, 
and flows in June are projected to be reduced to about half of what 
they were over the past century. On the graph, the blue swath 
represents the range of projected streamflows based on an increase 
in temperature of 3.6 to 5.4°F. The other lines represent streamflows 
in the early and late 1900s.487,494

University of Washington490
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see increased growth. In the longer term, forest 
growth is expected to decrease as summertime 
soil moisture deficits limit forest productivity, 
with low-elevation forests experiencing these 
changes first. The extent and species composi-
tion of forests are also expected to change as tree 
species respond to climate change. There is also 
the potential for extinction of local populations 
and loss of biological diversity if environmental 
changes outpace species’ ability to shift their 
ranges and form successful new ecosystems. 

Agriculture, especially production of tree fruit 
such as apples, is also an important part of the 
regional economy. Decreasing irrigation supplies, 
increasing pests and disease, and increased com-
petition from weeds are likely to have negative 
effects on agricultural production.

Salmon and other coldwater species 
will experience additional stresses as a 
result of rising water temperatures and 
declining summer streamflows.

Northwest salmon populations are at historically 
low levels due to stresses imposed by a variety of 
human activities including dam building, logging, 
pollution, and over-fishing. Climate change affects 
salmon throughout their life stages and poses an 
additional stress. As more winter precipitation falls 
as rain rather than snow, higher winter stream-
flows scour streambeds, damaging spawning nests 
and washing away incubating eggs. Earlier peak 
streamflows flush young salmon from rivers to 
estuaries before they are physically mature enough 
for the transition, increasing a variety of stresses 
including the risk of being eaten by predators. 
Lower summer streamflows and warmer water 
temperatures create less favorable summer stream 
conditions for salmon and other coldwater fish 
species in many parts of the Northwest. In addition, 
diseases and parasites that infect salmon tend to 
flourish in warmer water. Climate change also im-
pacts the ocean environment, where salmon spend 
several years of their lives. Historically, warm 
periods in the coastal ocean have coincided with 
relatively low abundances of salmon, while cooler 
ocean periods have coincided with relatively high 
salmon numbers.70, 563

Most wild Pacific salmon populations are extinct 
or imperiled in 56 percent of their historical range 
in the Northwest and California,496 and populations 
are down more than 90 percent in the Columbia 
River system. Many species are listed as either 
threatened or endangered under the Federal En-
dangered Species Act. Studies suggest that about 
one-third of the current habitat for the Northwest’s 
salmon and other coldwater fish will no longer be 
suitable for them by the end of this century as key 
temperature thresholds are exceeded. Because cli-
mate change impacts on their habitat are projected 
to be negative, climate change is expected to ham-
per efforts to restore depleted salmon populations.

Sea-level rise along vulnerable coastlines 
will result in increased erosion and the 
loss of land.

Climate change is projected to exacerbate many 
of the stresses and hazards currently facing the 
coastal zone. Sea-level rise will increase erosion of 
the Northwest coast and cause the loss of beaches 
and significant coastal land areas. Among the most 
vulnerable parts of the coast is the heavily popu-
lated south Puget Sound region, which includes 
the cities of Olympia, Tacoma, and Seattle, Wash-
ington. Some climate models project changes in 
atmospheric pressure patterns that suggest a more 
southwesterly direction of future winter winds. 
Combined with higher sea levels, this would accel-
erate coastal erosion all along the Pacific Coast.
Sea-level rise in the Northwest (as elsewhere) is 

Decreasing Habitat for Coldwater Fish 

Increasing air temperatures lead to rising water temperatures, which in-
crease stress on coldwater fish such as trout, salmon, and steelhead. August 
average air temperature above 70°F is a threshold above which these fish are 
severely stressed. Projected temperatures for the 2020s and 2040s under 
a higher emissions scenario suggest that the habitat for these fish is likely 
to decrease dramatically.486,497,568,569

University of 
Washington490
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determined by global rates of 
sea-level rise, changes in coastal 
elevation associated with local 
vertical movement of the land, 
and atmospheric circulation 
patterns that influence wind-
driven “pile-up” of water along 
the coast. A mid-range estimate 
of relative sea-level rise for the 
Puget Sound basin is about 13 
inches by 2100. However, higher 
levels of up to 50 inches by 
2100 in more rapidly subsiding 
(sinking) portions of the basin 
are also possible given the large 
uncertainties about accelerating 
rates of ice melt from Greenland 
and Antarctica in recent years 
(see Global and National Cli-
mate Change sections).498

An additional concern is landslides on coastal bluffs. The projected heavier winter rainfall suggests an 
increase in saturated soils and, therefore, an increased number of landslides. Increased frequency and/
or severity of landslides is expected to be especially problematic in areas where there has been intensive 
development on unstable slopes. Within Puget Sound, the cycle of beach erosion and bluff landslides will be 
exacerbated by sea-level rise, increasing beach erosion, and decreasing slope stability.

Adaptation:   Improved Planning to Cope with Future Changes

States, counties, and cities in the Northwest are beginning to develop strategies to adapt to climate 
change. In 2007, Washington state convened stakeholders to develop adaptation strategies for water, 
agriculture, forests, coasts, infrastructure, and human health. Recommendations included improved 
drought planning, improved monitoring of diseases and pests, incorporating sea-level rise in coastal 
planning, and public education. An implementation strategy is under development.

In response to concerns about increasing flood risk, King County, Washington, approved plans in 2007 to 
fund repairs to the county’s aging levee system. The county also will replace more than 57 “short-span” 
bridges with wider span structures that allow more debris and floodwater to pass underneath rather 
than backing up and causing the river to flood. The county has begun incorporating porous concrete and 
rain gardens into road projects to manage the effects of stormwater runoff during heavy rains, which are 
increasing as climate changes. King County has also published an adaptation guidebook that is becoming 
a model that other local governments can refer to in order to organize adaptation actions within their 
municipal planning processes.500

Concern about sea-level rise in Olympia, Washington, contributed to the city’s decision to relocate its 
primary drinking water source from a low-lying surface water source to wells on higher ground. The city 
adjusted its plans for construction of a new City Hall to locate the building in an area less vulnerable to 
sea-level rise than the original proposed location. The building’s foundation also was raised by 1 foot.

Northwest Cities at Risk to Sea-Level Rise

Highly populated coastal areas throughout Puget Sound, Washington, are vulnerable 
to sea-level rise. The maps show regions of Olympia and Harbor Island (both located 
in Puget Sound) that are likely to be lost to sea-level rise by the end of this century 
based on moderate and high estimates.

Petersen499
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Over the past 50 years, Alaska has warmed at 
more than twice the rate of the rest of the United 
States’ average. Its annual average temperature 
has increased 3.4°F, while winters have warmed 
even more, by 6.3°F.501 As a result, climate change 
impacts are much more pronounced than in other 
regions of the United States. The higher tempera-
tures are already contributing to earlier spring 
snowmelt, reduced sea ice, widespread glacier 
retreat, and permafrost warming.220,501 These ob-
served changes are consistent with climate model 
projections of greater warming over Alaska, 
especially in winter, as compared to the rest of  
the country. 

Climate models also project increases in pre-
cipitation over Alaska. Simultaneous increases 
in evaporation due to higher air temperatures, 
however, are expected to lead to drier condi-
tions overall, with reduced soil moisture.90 In the 
future, therefore, model projections suggest a 
longer summer growing season combined with an 
increased likelihood of summer drought  
and wildfires. 

Average annual temperatures in Alaska are 
projected to rise about 3.5 to 7°F by the middle 
of this century. How much temperatures rise later 
in the century depends strongly on global emis-
sions choices, with increases of 5 to 8°F projected 
with lower emissions, and increases of 8 to 13°F 
with higher emissions.91 Higher temperatures 
are expected to continue to reduce Arctic sea ice 
coverage. Reduced sea ice provides opportunities 
for increased shipping and resource extraction. At 
the same time, it increases coastal erosion522 and 
flooding associated with coastal storms. Reduced 
sea ice also alters the timing and location of 
plankton blooms, which is expected to drive major 
shifts of marine species such as pollock and other 
commercial fish stocks.527

Observed and Projected Temperature Rise

Alaska’s annual average temperature has increased 3.4ºF over the past 
50 years. The observed increase shown above compares the average 
temperature of 1993-2007 with a 1960s-1970s baseline, an increase of 
over 2ºF. The brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes are possible. By 
the end of this century, the average temperature is projected to rise by 
5 to 13ºF above the 1960s-1970s baseline. 

CMIP3-A93

Fairbanks Frost-Free Season, 1904 to 2008

Over the past 100 years, the length of the frost-free season 
in Fairbanks, Alaska, has increased by 50 percent. The trend 
toward a longer frost-free season is projected to produce 
benefits in some sectors and detriments in others.

University of Alaska502
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Longer summers and higher 
temperatures are causing drier 
conditions, even in the absence of 
strong trends in precipitation.

Between 1970 and 2000, the snow-free season 
increased by approximately 10 days across 
Alaska, primarily due to earlier snowmelt in the 
spring.503,504 A longer growing season has potential 
economic benefits, providing a longer period of 
outdoor and commercial activity such as tourism. 
However, there are also downsides. For example, 
white spruce forests in Alaska’s interior are expe-
riencing declining growth due to drought stress505 
and continued warming could lead to widespread 
death of trees.506 The decreased soil moisture in 
Alaska also suggests that agriculture in Alaska 
might not benefit from the longer growing season.

Insect outbreaks and wildfires are 
increasing with warming. 

Climate plays a key role in determining the extent 
and severity of insect outbreaks and wildfires.506,507 
During the 1990s, for example, south-central 
Alaska experienced the largest outbreak of spruce 
beetles in the world.243,506 This outbreak occurred 
because rising temperatures allowed the spruce 
beetle to survive over the winter and to complete its 
life cycle in just one year instead of the normal two 
years. Healthy trees ordinarily defend themselves 
by pushing back against burrowing beetles with 
their pitch. From 1989 to 1997, however, the region 
experienced an extended drought, leaving the trees 
too stressed to fight off the infestation. 

Alaska Spruce Beetle Infestation 
Kenai Peninsula, 1972 to 1998

Warming in Alaska has caused insect outbreaks to increase. Red areas indicate spruce beetle infestations on the Kenai Peninsula.    
Over 5 million acres of Alaska spruce forests were destroyed.  

Berman et al.508
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also important to Native peoples who hunt and fish 
for their food in interior Alaska. Many villages 
are located adjacent to wetlands that support an 
abundance of wildlife resources. The sustainability 
of these traditional lifestyles is thus threatened by a 
loss of wetlands.

Thawing permafrost damages roads, 
runways, water and sewer systems, and 
other infrastructure.

Permafrost temperatures have increased throughout 
Alaska since the late 1970s.149 The largest increases 
have been measured in the northern part of the 
state.515 While permafrost in interior Alaska so far 
has experienced less warming than permafrost in 
northern Alaska, it is more vulnerable to thawing 
during this century because it is generally just 
below the freezing point, while permafrost in 
northern Alaska is colder. 

Land subsidence (sinking) associated with the 
thawing of permafrost presents substantial chal-
lenges to engineers attempting to preserve infra-
structure in Alaska.516 Public infrastructure at risk 
for damage includes roads, runways, and water 
and sewer systems. It is estimated that thawing 

Prior to 1990, the spruce budworm was not able to 
reproduce in interior Alaska.506 Hotter, drier sum-
mers, however, now mean that the forests there are 
threatened by an outbreak of spruce budworms.509 
This trend is expected to increase in the future 
if summers in Alaska become hotter and drier.506 
Large areas of dead trees, such as those left behind 
by pest infestations, are highly flammable and thus 
much more vulnerable to wildfire than living trees.

The area burned in North America’s northern forest 
that spans Alaska and Canada tripled from the 
1960s to the 1990s. Two of the three most exten-
sive wildfire seasons in Alaska’s 56-year record 
occurred in 2004 and 2005, and half of the most 
severe fire years on record have occurred since 
1990.510 Under changing climate conditions, the av-
erage area burned per year in Alaska is projected to 
double by the middle of this century.507 By the end 
of this century, area burned by fire is projected to 
triple under a moderate greenhouse gas emissions 
scenario and to quadruple under a higher emissions 
scenario.91 Such increases in area burned would 
result in numerous impacts, including hazardous 
air quality conditions such as those suffered by 
residents of Fairbanks during the summers of 2004 
and 2005, as well as increased risks to rural Native 
Alaskan communities because of reduced avail-
ability of the fish and game that make up their diet. 
This would cause them to adopt a more “Western” 
diet,511 known to be associated with increased risk 
of cancers, diabetes, and cardiovascular disease.512

Lakes are declining in area.

Across the southern two-thirds of Alaska, the 
area of closed-basin lakes (lakes without stream 
inputs and outputs) has decreased over the past 50 
years. This is likely due to the greater evapora-
tion and thawing of permafrost that result from 
warming.513,514 A continued decline in the area of 
surface water would present challenges for the 
management of natural resources and ecosystems 
on National Wildlife Refuges in Alaska. These 
refuges, which cover over 77 million acres (21 per-
cent of Alaska) and comprise 81 percent of the U.S. 
National Wildlife Refuge System, provide breeding 
habitat for millions of waterfowl and shorebirds 
that winter in the lower 48 states. Wetlands are 

Ponds in Alaska are Shrinking (1951 to 2000)
Yukon Flats National Wildlife Refuge

Ponds across Alaska, including those shown above in the northeastern 
interior of the state, have shrunk as a result of increased evaporation 
and permafrost thawing. The pond in the top pair of images shrunk 
from 180 to 10 acres; the larger pond in the bottom pair of images 
shrunk from 90 to 4 acres.

Riordan et al.514
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permafrost would add between $3.6 billion and $6.1 billion (10 to 
20 percent) to future costs for publicly owned infrastructure by 
2030 and between $5.6 billion and $7.6 billion (10 to 12 percent) 
by 2080.230 Analyses of the additional costs of permafrost thaw-
ing to private property have not yet been conducted.

Thawing ground also has implications for oil and gas drilling. As 
one example, the number of days per year in which travel on the 
tundra is allowed under Alaska Department of Natural Re-
sources standards has dropped from more than 200 to about 100 
days in the past 30 years. This results in a 50 percent reduction 
in days that oil and gas exploration and extraction equipment can 
be used.220,245 

Thawing permafrost can push natural ecosystems across thresh-
olds. Some forests in Alaska are literally toppling over as the 

permafrost beneath them thaws, undermining the 
root systems of trees (see photo next page).

Coastal storms increase risks to villages 
and fishing fleets.

Alaska has more coastline than the other 49 states 
combined. Frequent storms in the Gulf of Alaska 
and the Bering, Chukchi, and Beaufort Seas already 
affect the coasts during much of the year. Alaska’s 
coastlines, many of which are low in elevation, are 
increasingly threatened by a combination of the loss 
of their protective sea ice buffer, increasing storm 
activity, and thawing coastal permafrost.

Increasing storm activity in autumn in recent 
years520 has delayed or prevented barge operations 

Permafrost Temperature, 
1978 to 2008

Deadhorse, northern Alaska

Permafrost temperatures have risen throughout Alaska, 
with the largest increases in the northern part of the 
state. 

Brown and Romanovsky517

Changing Permafrost Distribution
Moderate Warming Scenario

The maps show projected thawing on the Seward Peninsula by the end 
of this century under a moderate warming scenario approximately half-
way between the lower and higher emissions scenarios91 described on 
page 23.

Busey et al.518

Adaptation:  Keeping Soil Around the Pipeline Cool

When permafrost thaws, it can cause the soil to sink or 
settle, damaging structures built upon or within that soil. 
A warming climate and burial of supports for the Trans-
Alaska Pipeline System both contribute to thawing of 
the permafrost around the pipeline. In locations on the 
pipeline route where soils were ice-rich, a unique above-
ground system was developed to keep the ground cool. 
Thermal siphons were designed to disperse heat to the 
air that would otherwise be transferred to the soil, and 
these siphons were placed on the pilings that support the 
pipeline. While this unique technology added significant 
expense to the pipeline construction, it helps to greatly 
increase the useful lifetime of this structure.519
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that supply coastal communities with fuel. 
Commercial fishing fleets and other marine 
traffic are also strongly affected by Bering Sea storms. High-wind events have become more frequent along 
the western and northern coasts. The same regions are experiencing increasingly long sea-ice-free seasons and 
hence longer periods during which coastal areas are especially vulnerable to wind and wave damage. Downtown 
streets in Nome, Alaska, have flooded in recent years. Coastal erosion is causing the shorelines of some areas 
to retreat at average rates of tens of feet per year. The ground beneath several native communities is literally 
crumbling into the sea, forcing residents to confront difficult and expensive choices between relocation and 
engineering strategies that require continuing investments despite their uncertain effectiveness (see Society 

sector). The rate of erosion 
along Alaska’s northeastern 
coastline has doubled over the 
past 50 years.522 

Over this century, an increase 
of sea surface temperatures 
and a reduction of ice cover 
are likely to lead to northward 
shifts in the Pacific storm 
track and increased impacts 
on coastal Alaska.523,524 
Climate models project the 
Bering Sea to experience the 
largest decreases in atmo-
spheric pressure in the North-
ern Hemisphere, suggesting 
an increase in storm activity 
in the region.90 In addition, the 
longer ice-free season is likely 
to make more heat and mois-
ture available for storms in the 
Arctic Ocean, increasing their 
frequency and/or intensity.

Annual Number of Storms at Barrow, Alaska, 1950-2004
(northernmost town in the United States)

The number of coastal storms has generally increased as the amount of ice along the 
coast has decreased. This increase threatens commercial activity and communities 
in Alaska. The blue line indicates the annual number of open-water storms, those 
occurring in primarily ice-free water (July to December). The purple line indicates the 
number of storms occurring when thick sea ice is present (January to June). The black 
and green lines are smoothed using 5-year averages. 

Barrow

University of Alaska525

Projected Coastal Erosion, 2007 to 2027  
Newtok, western Alaska

Many of Alaska’s coastlines are eroding rapidly; the disappearance of coastal 
land is forcing communities to relocate. The 2007 line on the image indicates 
where Newtok, Alaska’s shoreline had eroded to by 2007. The other lines 
are projected assuming a conservative erosion rate of 36 to 83 feet per year; 
however, Newtok residents reported a July 2003 erosion rate of 110 feet 
per year. 

U.S. Army Corps of Engineers521

Leaning trees in this Alaska forest tilt because the 
ground beneath them, which used to be perma-
nently frozen, has thawed. Forests like this are named 
“drunken forests.”
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the extent and location of the ice edge in spring. As 
the sea ice retreats, the location, timing, and spe-
cies composition of the plankton blooms changes, 
reducing the amount of food reaching the living 
things on the ocean floor. This radically changes 
the species composition and populations of fish and 
other marine life forms, with significant repercus-
sions for fisheries527 (see Ecosystems sector).

Over the course of this century, changes already 
observed on the shallow shelf of the northern 
Bering Sea are likely to affect a much broader por-
tion of the Pacific-influenced sector of the Arctic 
Ocean. As such changes occur, the most productive 
commercial fisheries are likely to become more 
distant from existing fishing ports and processing 
infrastructure, requiring either relocation or greater 
investment in transportation time and fuel costs. 
These changes will also affect the ability of Native 
Peoples to successfully hunt and fish for the food 
they need to survive. Coastal communities are 
already noticing a displacement of walrus and seal 
populations. Bottom-feeding walrus populations 
are threatened when their sea ice platform retreats 
from the shallow coastal feeding grounds on which 
they depend.528

Displacement of marine species will 
affect key fisheries.

Alaska leads the United States in the value of its 
commercial fishing catch. Most of the nation’s 
salmon, crab, halibut, and herring come from 
Alaska. In addition, many Native communities 
depend on local harvests of fish, walruses, seals, 
whales, seabirds, and other marine species for  
their food supply. Climate change causes signifi-
cant alterations in marine ecosystems with impor-
tant implications for fisheries. Ocean acidification 
associated with a rising carbon dioxide concentra-
tion represents an additional threat to coldwater 
marine ecosystems23,526 (see Ecosystems sector and 
Coasts region).

One of the most productive areas for Alaska 
fisheries is the northern Bering Sea off Alaska’s 
west coast. The world’s largest single fishery is the 
Bering Sea pollock fishery, which has undergone 
major declines in recent years. Over much of the 
past decade, as air and water temperatures rose, 
sea ice in this region declined sharply. Populations 
of fish, seabirds, seals, walruses, and other species 
depend on plankton blooms that are regulated by 

Marine Species Shifting Northward
1982 to 2006

As air and water temperatures rise, marine species are moving northward, affecting fisheries, ecosystems, and 
coastal communities that depend on the food source. On average, by 2006, the center of the range for the 
examined species moved 19 miles north of their 1982 locations.

Mueter and Litzow529
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Islands
Climate change presents the Pacific and Caribbean 
islands with unique challenges. The U.S. affili-
ated Pacific Islands are home to approximately 
1.7 million people in the Hawaiian Islands; Palau; 
the Samoan Islands of Tutuila, Manua, Rose, and 
Swains; and islands in the Micronesian archi-
pelago, the Carolines, Marshalls, and Marianas.530 
These include volcanic, continental, and limestone 
islands, atolls, and islands of mixed geologies.530 
The degree to which climate change and variability 
will affect each of the roughly 30,000 islands in the 
Pacific depends upon a variety of factors, including 
the island’s geology, area, height above sea level, 
extent of reef formation, and the size of its freshwa-
ter aquifer.531 

In addition to Puerto Rico and the U.S. Virgin 
Islands, there are 40 island nations in the Caribbean 
that are home to approximately 38 million people.532 
Population growth, often concentrated in coastal 
areas, escalates the vulnerability of both Pacific 
and Caribbean island communities to the effects of 
climate change, as do weakened traditional sup-
port systems. Tourism and fisheries, both of which 
are climate-sensitive, play a large economic role in 
these communities.530

Small islands are considered among the most vul-
nerable to climate change because extreme events 
have major impacts on them. Changes in weather 
patterns and the frequency and intensity of extreme 
events, sea-level rise, coastal erosion, coral reef 
bleaching, ocean acidification, and contamination 
of freshwater resources by salt water are among the 
impacts small islands face.533 

Islands have experienced rising temperatures and 
sea levels in recent decades. Projections for the rest 
of this century suggest:

Increases in air and ocean surface temperatures • 
in both the Pacific and Caribbean;90

An overall decrease in rainfall in the Carib-• 
bean; and
An increased frequency of heavy downpours • 
and increased rainfall during summer months 
(rather than the normal rainy season in winter 
months) for the Pacific (although the range of 
projections regarding rainfall in the Pacific is 
still quite large).

The number of heavy rain events is very likely to 
increase.90 Hurricane (typhoon) wind speeds and 
rainfall rates are likely to increase with continued 

Air temperatures have increased over the last 100 years in both the Pacific Island and Caribbean regions. Larger in-
creases are projected in the future, with higher emissions scenarios91 producing considerably greater increases. The 
shaded areas show the likely ranges while the lines show the central projections from a set of climate models.

Air Temperature Change, Observed and Projected, 1900 to 2100  
relative to 1960-1979 average

Pacific Islands Caribbean

Smith et al.72; CMIP3-A93
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warming.68 Islands and other low-lying coastal 
areas will be at increased risk from coastal inun-
dation due to sea-level rise and storm surge, with 
major implications for coastal communities, infra-
structure, natural habitats, and resources.

The availability of freshwater is likely to 
be reduced, with significant implications 
for island communities, economies,  
and resources. 

Most island communities in the Pacific and the 
Caribbean have limited sources of the freshwater 
needed to support unique ecosystems and biodiver-
sity, public health, agriculture, and tourism. Con-
ventional freshwater resources include rainwater 
collection, groundwater, and surface water.534 For 
drinking and bathing, smaller Pacific islands pri-
marily rely on individual rainwater catchment sys-
tems, while groundwater from the freshwater lens 
is used for irrigation. The size of freshwater lenses 
in atolls is influenced by factors such as rates of 
recharge (through precipitation), rates of use, and 
extent of tidal inundation.531 Since rainfall trig-
gers the formation of the freshwater lens, changes 
in precipitation, such as the significant decreases 
projected for the Caribbean, can significantly affect 
the availability of water. Because tropical storms 
replenish water supplies, potential changes in these 
storms are a great concern.

While it might initially be seen as a benefit, in-
creased rainfall in the Pacific Islands during the 
summer months is likely to result in increased 
flooding, which would reduce drinking water quali-
ty and crop yields.534 In addition, many islands have 
weak distribution systems and old infrastructure, 
which result in significant water leakage, decreas-
ing their ability to use freshwater efficiently. Water 
pollution (such as from agriculture or sewage), 
exacerbated by storms and floods, can contaminate 
the freshwater supply, affecting public health. Sea-
level rise also affects island water supplies by caus-
ing salt water to contaminate the freshwater lens 
and by causing an increased frequency of flooding 
due to storm high tides.531 Finally, a rapidly rising 
population is straining the limited water resources, 
as would an increased incidence and/or intensity of 
storms534 or periods of prolonged drought.

Island communities, infrastructure, and 
ecosystems are vulnerable to coastal 
inundation due to sea-level rise and 
coastal storms.

Sea-level rise will have enormous effects on many 
island nations. Flooding will become more frequent 
due to higher storm tides, and coastal land will be 
permanently lost as the sea inundates low- 
lying areas and the shorelines erode. Loss of land 

Freshwater Lens

Many island communities depend on freshwater 
lenses, which are recharged by precipitation. The 
amount of water a freshwater lens contains is 
determined by the size of the island, the amount of 
rainfall, rates of water withdrawal, the permeability 
of the rock beneath the island, and salt mixing due 
to storm- or tide-induced pressure. Freshwater 
lenses can be as shallow as 4 to 8 inches or as deep 
as 65 feet.534

Adapted from Burns534

Caribbean Precipitation Change 
1900 to 2100

Total annual precipitation has declined in the Caribbean 
and climate models project stronger declines in the fu-
ture, particularly under higher emission scenarios.91 Such 
decreases threaten island communities that rely on rainfall 
for replenishing their freshwater supplies. The shaded areas 
show the likely ranges while the lines show the central 
projections from a set of climate models.

CMIP3-A93
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will reduce freshwater supplies531 and affect living 
things in coastal ecosystems. For example, the 
Northwestern Hawaiian Islands, which are low-
lying and therefore at great risk from increasing sea 
level, have a high concentration of endangered and 
threatened species, some of which exist nowhere 
else.535 The loss of nesting and nursing habitat is 
expected to threaten the survival of already vulner-
able species.535

In addition to gradual sea-level rise, extreme high 
water level events can result from a combination 
of coastal processes.271 For example, the harbor 
in Honolulu, Hawaii, experienced the highest 
daily average sea level ever recorded in Septem-
ber 2003. This resulted from the combination of 
long-term sea-level rise, normal seasonal heating 
(which causes the volume of water to expand and 
thus the level of the sea to rise), seasonal high tide, 
and an ocean circulation event which temporarily 
raised local sea level.536 The interval between such 
extreme events has decreased from more than 20 
years to approximately 5 years as average sea level 
has risen.536

Hurricanes, typhoons, and other storm events, with 
their intense precipitation and storm surge, cause 
major impacts to Pacific and Caribbean island com-

munities, including loss of life, damage to infrastruc-
ture and property, and contamination of freshwater 
supplies.537 As the climate continues to warm, the 
peak wind intensities and near-storm precipitation 
from future tropical cyclones are likely to increase,90 
which, combined with sea-level rise, is expected to 
cause higher storm surge levels. If such events occur 
frequently, communities would face challenges in 
recovering between events, resulting in long-term 
deterioration of infrastructure, freshwater and agri-
cultural resources, and other impacts.246 

Adaptation:   Securing Water Resources

In the islands, “water is gold.” Effective adaptation to climate-related 
changes in the availability of freshwater is thus a high priority. While island 
communities cannot completely counter the threats to water supplies 
posed by global warming, effective adaptation approaches can help reduce 
the damage. 

When existing resources fall short, managers look to unconventional 
resources, such as desalinating seawater, importing water by ship, and 
using treated wastewater for non-drinking uses. Desalination costs are 
declining, though concerns remain about the impact on marine life, the 
disposal of concentrated brines that may contain chemical waste, and the large energy use (and associated 
carbon footprint) of the process.146 With limited natural resources, the key to successful water resource 
management in the islands will continue to be “conserve, recover, and reuse.”530

Pacific Island communities are also making use of the latest science. This effort started during the 1997 to 
1998 El Niño, when managers began using seasonal forecasts to prepare for droughts by increasing public 
awareness and encouraging water conservation. In addition, resource managers can improve infrastruc-
ture, such as by fixing water distribution systems to minimize leakage and by increasing freshwater  
storage capacity.530

A billboard on Pohnpei, in the Fed-
erated States of Micronesia, encour-
ages water conservation in prepara-
tion for the 1997 to 1998 El Niño. 

Extreme Sea-Level Days: Honolulu, Hawaii

Sea-level rise will result in permanent land loss and reductions in 
freshwater supplies, as well as threaten coastal ecosystems. “Extreme” 
sea-level days (with a daily average of more than 6 inches above the 
long-term average90) can result from the combined effects of gradual 
sea-level rise due to warming and other phenomena, including seasonal 
heating and high tides.

Firing and Merrifield536
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Critical infrastruc-
ture, including 
homes, airports, and 
roads, tends to be 
located along the 
coast. Flooding re-
lated to sea-level rise 
and hurricanes and 
typhoons negatively 
affects port facili-
ties and harbors, and 
causes closures of 

roads, airports, and bridges.538 Long-term infra-
structure damage would affect social services such 
as disaster risk management, health care, education, 
management of freshwater resources, and economic 
activity in sectors such as tourism and agriculture. 

Climate changes affecting coastal and 
marine ecosystems will have major 
implications for tourism and fisheries.

Marine and coastal ecosystems of the islands are 
particularly vulnerable to the impacts of climate 
change. Sea-level rise, increasing water tempera-
tures, rising storm intensity, coastal inundation  
and flooding from extreme events, beach erosion, 
ocean acidification, increased incidences of coral 
disease, and increased invasions by non-native 
species are among the threats that endanger the 
ecosystems that provide safety, sustenance, eco-
nomic viability, and cultural and traditional values 
to island communities.539

Tourism is a vital part of the economy for many 
islands. In 1999, the Caribbean had tourism-based 
gross earnings of $17 billion, providing 900,000 
jobs and making the Caribbean one of the most 
tourism dependent regions in the world.532 In the 
South Pacific, tourism can contribute as much as 
47 percent of gross domestic product.540 In Hawaii, 
tourism generated $12.4 billion for the state in 
2006, with over 7 million visitors.541 

Sea-level rise can erode beaches, and along with 
increasing water temperatures, can destroy or de-
grade natural resources such as mangroves and cor-
al reef ecosystems that attract tourists.246 Extreme 
weather events can affect transportation systems 

and interrupt communications. The availability of 
freshwater is critical to sustaining tourism, but is 
subject to the climate-related impacts described 
on the previous page. Public health concerns about 
diseases would also negatively affect tourism. 

Coral reefs sustain fisheries and tourism, have 
biodiversity value, scientific and educational value, 
and form natural protection against wave erosion.542 
For Hawaii alone, net benefits of reefs to the econo-
my are estimated at $360 million annually, and the 
overall asset value is conservatively estimated to be 
nearly $10 billion.542 In the Caribbean, coral reefs 
provide annual net benefits from fisheries, tourism, 
and shoreline protection services of between $3.1 
billion and $4.6 billion. The loss of income by 2015 
from degraded reefs is conservatively estimated at 
several hundred million dollars annually.532,543 

Coral reef ecosystems are particularly susceptible 
to the impacts of climate change, as even small 
increases in water temperature can cause coral 
bleaching,544 damaging and killing corals. Ocean 
acidification due to a rising carbon dioxide concen-
tration poses an additional threat (see Ecosystems 
sector and Coasts region). Coral reef ecosystems 
are also especially vulnerable to invasive species.545 
These impacts, combined with changes in the oc-
currence and intensity of El Niño events, rising sea 
level, and increasing storm damage,246 will have 
major negative effects on coral reef ecosystems.

Fisheries feed local people and island economies. 
Almost all communities within the Pacific Islands 
derive over 25 percent of their animal protein from 
fish, with some deriving up to 69 percent.546 For 
island fisheries sustained by healthy coral reef and 
marine ecosystems, climate change impacts exacer-
bate stresses such as overfishing,246 affecting both 
fisheries and tourism that depend on abundant and 
diverse reef fish. The loss of live corals results in 
local extinctions and a reduced number of reef  
fish species.547

Nearly 70 percent of the world’s annual tuna har-
vest, approximately 3.2 million tons, comes from 
the Pacific Ocean.548 Climate change is projected to 
cause a decline in tuna stocks and an eastward  
shift in their location, affecting the catch of  
certain countries.246

Coastal houses and an airport in the U.S.-
affiliated Federated States of Micronesia rely 
on mangroves’ protection from erosion and 
damage due to rising sea level, waves, storm 
surges, and wind.
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Approximately one-third of all Americans live in 
counties immediately bordering the nation’s ocean 
coasts.549,550 In addition to accommodating major cities, 
the coasts and the exclusive economic zone extend-
ing 200 miles offshore provide enjoyment, recreation, 
seafood, transportation of goods, and energy. Coastal 
and ocean activities contribute more than $1 trillion to 
the nation’s gross domestic product and the ecosystems 
hold rich biodiversity and provide invaluable servic-
es.551 However, intense human uses have taken a toll on 
coastal environments and their resources. Many fish 
stocks have been severely diminished by over-fishing, 
large “dead zones” depleted of oxygen have developed 
as a result of pollution by excess nitrogen runoff, toxic 
blooms of algae are increasingly frequent, and coral 
reefs are badly damaged or becoming overgrown with 
algae. About half of the nation’s coastal wetlands have 
been lost – and most of this loss has occurred during 
the past 50 years.

Global climate change imposes additional stresses 
on coastal environments. Rising sea level is already 
eroding shorelines, drowning wetlands, and threaten-
ing the built environment.43,224 The destructive po-
tential of Atlantic tropical storms and hurricanes has 
increased since 1970 in association with increasing 
Atlantic sea surface temperatures, and it is likely that 
hurricane rainfall and wind speeds will increase in 
response to global warming.112 Coastal water tempera-
tures have risen by about 2°F in several regions, and 

the geographic distributions of marine species have 
shifted.37,68,347 Precipitation increases on land have 
increased river runoff, polluting coastal waters with 
more nitrogen and phosphorous, sediments, and other 
contaminants. Furthermore, increasing acidification 
resulting from the uptake of carbon dioxide by ocean 
waters threatens corals, shellfish, and other living 
things that form their shells and skeletons from cal-
cium carbonate23 (see Ecosystems sector). All of these 
forces converge and interact at the coasts, making 
these areas particularly sensitive to the impacts of 
climate change.

Significant sea-level rise and storm surge 
will adversely affect coastal cities and 
ecosystems around the nation; low-lying 
and subsiding areas are most vulnerable.

The rise in sea level relative to the land surface in any 
given location is a function of both the amount of glob-
al average sea-level rise and the degree to which the 
land is rising or falling. During the past century in the 
United States, relative sea level changes ranged from 
falling several inches to rising as much as 2 feet.225 
High rates of relative sea-level rise, coupled with cut-
ting off the supply of sediments from the Mississippi 
River and other human alterations, have resulted in the 
loss of 1,900 square miles of Louisiana’s coastal wet-
lands during the past century, weakening their capacity 

Various forces of climate change at the coasts pose a complex array of management challenges and adaptation 
requirements. For example, relative sea level is expected to rise at least 2 feet in Chesapeake Bay (located 
between Maryland and Virginia) where the land is subsiding, threatening portions of cities, inhabited islands, 
most tidal wetlands, and other low-lying regions. Climate change also will affect the volume of the bay, its 
salinity distribution and circulation, as will changes in precipitation and freshwater runoff. These changes, in 
turn, will affect summertime oxygen depletion and efforts to reduce the agricultural nitrogen runoff that 
causes it. Meanwhile the warming of the bay’s waters will make survival there difficult for northern species 
such as eelgrass and soft clams, while allowing southern species and invaders riding in ships’ ballast water 
to move in and change the mix of species that are caught and must be managed. Additionally, more acidic 
waters resulting from rising carbon dioxide levels will make it difficult for oysters to build their shells and will 
complicate the recovery of this key species.553

Multiple Stresses Confront Coastal Regions
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to absorb the storm surge of hurricanes 
such as Katrina.552 Shoreline retreat is 
occurring along most of the nation’s 
exposed shores.

The amount of sea-level rise likely to 
be experienced during this century 
depends mainly on the expansion of 
the ocean volume due to warming and 
the response of glaciers and polar ice 
sheets. Complex processes control the discharges from polar ice sheets and 
some are already producing substantial additions of water to the ocean.554 
Because these processes are not well understood, it is difficult to predict 
their future contributions to sea-level rise.90,555 

As discussed in the Global Climate Change section, recent estimates of 
global sea-level rise substantially exceed the IPCC estimates, suggesting 
sea-level rise between 3 and 4 feet in this century. Even a 2-foot rise in 
relative sea level over a century would result in the loss of a large portion 
of the nation’s remaining coastal wetlands, as they are not able to build new 
soil at a fast enough rate.164 Accelerated sea-level rise would affect sea-
grasses, coral reefs, and other important habitats. It would also fragment 
barrier islands, and place into jeopardy existing homes, businesses, and 
infrastructure, including roads, ports, and water and sewage systems. Por-
tions of major cities, including Boston and New York, would be subject to 
inundation by ocean water 
during storm surges or even 
during regular high tides.234

More spring runoff and warmer coastal waters 
will increase the seasonal reduction in oxygen 
resulting from excess nitrogen from agriculture.

Coastal dead zones in places such as the northern Gulf of 
Mexico556 and the Chesapeake Bay557 are likely to increase 
in size and intensity as warming increases unless efforts 
to control runoff of agricultural fertilizers are redoubled. 
Greater spring runoff into East Coast estuaries and the Gulf 
of Mexico would flush more nitrogen into coastal waters 
stimulating harmful blooms of algae and the excess produc-
tion of microscopic plants that settle near the seafloor and 
deplete oxygen supplies as they decompose. In addition, all 
else being equal, greater runoff reduces salinity, which when 
coupled with warmer surface water increases the difference 
in density between surface and bottom waters, thus pre-
venting the replacement of oxygen in the deeper waters. As 
dissolved oxygen levels decline below a certain level, living 
things cannot survive. They leave the area if they can, and die 
if they cannot.

A “ghost swamp” in south Louisiana 
shows the effects of saltwater intrusion.

Dead Zones in the 
Chesapeake Bay

Climate change is likely to expand and intensify 
“dead zones,” areas where bottom water is de-
pleted of dissolved oxygen because of nitrogen 
pollution, threatening living things.

Wicks et al.558

Projected Sea-Level Rise
by 2100

Estimates of sea-level rise by the end 
of the century for three emissions 
scenarios.91 Intergovernmental Panel 
on Climate Change 2007 projections 
(range shown as bars) exclude changes 
in ice sheet flow.90 Light blue circles 
represent more recent, central estimates 
derived using the observed relationship 
of sea-level rise to temperature.103 Areas 
where coastal land is sinking, for example 
by as much as 1.5 feet in this century 
along portions of the Gulf Coast, would 
experience that much additional sea-level 
rise relative to the land.128

Meehl et al.90; Rahmstorf103
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Coastal waters are very likely to continue to warm by 
as much 4 to 8°F in this century, both in summer and 
winter.234 This will result in a northward shift in the 
geographic distribution of marine life along the coasts; 
this is already being observed.70,347 The shift occurs 
because some species cannot tolerate the higher tem-
peratures and others are out-competed by species from 
farther south moving in.270 Warming also opens the door 
to invasion by species that humans are intentionally or 
unintentionally transporting around the world, for ex-
ample in the ballast water carried by ships. Species that 
were previously unable to establish populations because 
of cold winters are likely to find the warmer conditions 
more welcoming and gain a foothold,567 particularly 
as native species are under stress from climate change 
and other human activities. Non-native clams and small 
crustaceans have already had major effects on the San 
Francisco Bay ecosystem and the health of its fishery 
resources.559

Higher water temperatures and ocean 
acidification due to increasing atmospheric 
carbon dioxide will present major additional 
stresses to coral 
reefs, resulting 
in significant die-
offs and limited 
recovery.

In addition to carbon 
dioxide’s heat-trapping 
effect, the increase in 
its concentration in the 
atmosphere is gradually 
acidifying the ocean. 
About one-third of the 
carbon dioxide emitted 
by human activities has 
been absorbed by the 
ocean, resulting in a de-
crease in the ocean’s pH. 
Since the beginning of 
the industrial era, ocean 
pH has declined demon-
strably and is projected 
to decline much more by 
2100 if current emissions 
trends continue. Further 
declines in pH are very 

likely to continue to affect the ability of living things 
to create and maintain shells or skeletons of calcium 
carbonate. This is because at a lower pH less of the dis-
solved carbon is available as carbonate ions (see Global 
Climate Change).70,259 

Ocean acidification will affect living things including 
important plankton species in the open ocean, mollusks 
and other shellfish, and corals.22,23,70,259 The effects on 
reef-building corals are likely to be particularly severe 
during this century. Coral calcification rates are likely 
to decline by more than 30 percent under a doubling of 
atmospheric carbon dioxide concentrations, with erosion 
outpacing reef formation at even lower concentrations.22 
In addition, the reduction in pH also affects photosyn-
thesis, growth, and reproduction. The upwelling of 
deeper ocean water, deficient in carbonate, and thus 
potentially detrimental to the food chains supporting 
juvenile salmon has recently been observed along the 
U.S. West Coast.259 

Acidification imposes yet another stress on reef-building 
corals, which are also subject to bleaching – the expul-
sion of the microscopic algae that live inside the corals 

Calcium Carbonate Saturation in Ocean Surface Waters

Corals require the right combination of tempera-
ture, light, and the presence of calcium carbon-
ate (which they use to build their skeletons). As 
atmospheric carbon dioxide levels rise, some of 
the excess carbon dioxide dissolves into ocean 
water, reducing its calcium carbonate saturation. 
As the maps indicate, calcium carbonate saturation 
has already been reduced considerably from its 
pre-industrial level, and model projections suggest 
much greater reductions in the future. The blue 
dots indicate current coral reefs. Note that under 
projections for the future, it is very unlikely that 
calcium carbonate saturation levels will be adequate 
to support coral reefs in any U.S. waters.219

NAST219
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and are essential to their survival – as a result of heat 
stress70 (see Ecosystems sector and Islands region). 
As a result of these and other stresses, the corals that 
form the reefs in the Florida Keys, Puerto Rico, Ha-
waii, and the Pacific Islands are projected to be lost if 
carbon dioxide concentrations continue to rise at their 
current rate.560 

Changing ocean currents will affect  
coastal ecosystems.

Because it affects the distribution of heat in the 
atmosphere and the oceans, climate change will af-
fect winds and currents that move along the nation’s 
coasts, such as the California Current that bathes the 
West Coast from British Columbia to Baja Califor-
nia.70 In this area, wind-driven upwelling of deeper 
ocean water along the coast is vital to moderation 
of temperatures and the high productivity of Pacific 
Coast ecosystems. Coastal currents are subject to 
periodic variations caused by the El Niño-Southern 
Oscillation and the Pacific Decadal Oscillation, which 

have substantial effects on the success of salmon and other fishery resources. Climate change is expected to 
affect such coastal currents, and possibly the larger scale natural oscillations as well, though these effects 
are not yet well understood. The recent emergence of oxygen-depletion events on the continental shelf off 
Oregon and Washington (a dead zone not directly caused by agricultural runoff and waste discharges such 
as those in the Gulf of Mexico or Chesapeake Bay) is one example.561 

Adaptation:  Coping with Sea-Level Rise

Adaptation to sea-level rise is already taking place in three main categories: (1) 
protecting the coastline by building hard structures such as levees and seawalls 
(although hard structures can, in some cases, actually increase risks and worsen 
beach erosion and wetland retreat), (2) accommodating rising water by elevating 
or redesigning structures, enhancing wetlands, or adding sand from elsewhere to beaches (the latter 
is not a permanent solution, and can encourage development in vulnerable locations), and (3) planned 
retreat from the coastline as sea level rises.269 

Several states have laws or regulations that require setbacks for construction based on the planned 
life of the development and observed erosion rates.371 North Carolina, Rhode Island, and South 
Carolina are using such a moving baseline to guide planning. Maine’s Coastal Sand Dune Rules 
prohibit buildings of a certain size that are unlikely to remain stable with a sea-level rise of 2 feet. The 
Massachusetts Coastal Hazards Commission is preparing a 20-year infrastructure and protection plan 
to improve hazards management and the Maryland Commission on Climate Change has recently made 
comprehensive recommendations to reduce the state’s vulnerability to sea-level rise and coastal storms 
by addressing building codes, public infrastructure, zoning, and emergency preparedness. Governments 
and private interests are beginning to take sea-level rise into account in planning levees and bridges,  
and in the siting and design of facilities such as sewage treatment plants (see Adaptation box in 
Northeast region).

Pacific Coast “Dead Zone”
2006 to 2007

Climate change affects coastal currents that moderate ocean 
temperatures and the productivity of ecosystems. As such, it is 
believed to be a factor in the low-oxygen “dead zone” that has 
appeared along the coast of Washington and Oregon in recent 
years.561 In the maps above, blue indicates low-oxygen areas and 
purple shows areas that are the most severely oxygen depleted.

PISCO; NOAA-NWFSC; OSU/COAS562
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Both mitigation and adaptation decisions are becoming 
increasingly necessary. Advancing our knowledge in the 
many aspects of science that affect the climate system 
has already contributed greatly to decision making on 
climate change issues. Further advances in climate 
science including better understanding and projections 
regarding rainfall, storm tracks, storm intensity, heat 
waves, and sea-level rise will improve decision  
making capabilities.

The focus below, however, is on advancing our knowl-
edge specifically on climate change impacts and those 
aspects of climate change responsible for these impacts 
in order to continue to guide decision making. 

Recommendation 1:  
Expand our understanding of climate 
change impacts.

There is a clear need to increase understanding of 
how ecosystems, social and economic systems, human 
health, and infrastructure will be affected by climate 
change in the context of other stresses. New understand-
ing will come from a mix of activities including sus-
tained and systematic observations, field and laboratory 
experiments, model development, and integrated impact 
assessments. These will incorporate shared learning 
among researchers, practitioners (such as engineers and 
water managers), and local stakeholders.

Ecosystems 
Ecosystem changes, in response to changes in climate 
and other environmental conditions, have already been 
documented. These include changes in the chemistry 
of the atmosphere and precipitation, vegetation pat-
terns, growing season length, plant productivity, animal 
species distributions, and the frequency and severity of 
pest outbreaks and fires. In the marine environment, 

changes include the health of corals and other living 
things due to temperature stress and ocean acidification. 
These observations not only document climate-change 
impacts, but also provide critical input to understanding 
how and why these changes occur, and how changes in 
ecosystems in turn affect climate. In this way, records 
of observed changes can improve projections of future 
impacts related to various climate change scenarios. 

In addition to observations, large-scale, whole-ecosys-
tem experiments are essential for improving projections 
of impacts. Ecosystem-level experiments that vary 
multiple factors, such as temperature, moisture, ground-
level ozone, and atmospheric carbon dioxide, would 
provide process-level understanding of the ways eco-
systems could respond to climate change in the context 
of other environmental stresses. Such experiments are 
particularly important for ecosystems with the greatest 
potential to experience massive change due to the cross-
ing of thresholds or tipping points.

Insights regarding ecosystem responses to climate 
change gained from both observations and experiments 
are the essential building blocks of ecosystem simula-
tion models. These models, when rigorously developed 
and tested, provide powerful tools for exploring the 
ecosystem consequences of alternative future climates. 
The incorporation of ecosystem models into an integrat-
ed assessment framework that includes socioeconomic, 
atmospheric and ocean chemistry, and atmosphere-
ocean general circulation models should be a major goal 
of impacts research. This knowledge can provide a base 
for research studies into ways to manage critical ecosys-
tems in an environment that is continually changing. 

Economic systems, human health, and the 
built environment
As natural systems experience variations due to a 
changing climate, social and economic systems will 
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be affected. Food production, water resources, forests, 
parks, and other managed systems provide life support 
for society. Their sustainability will depend on how well 
they can adapt to a future climate that is different from 
historical experience. 

At the same time, climate change is exposing human 
health and the built environment to increasing risks. 
Among the likely impacts are an expansion of the 
ranges of insects and other animals that carry diseases 
and a greater incidence of health-threatening air pollu-
tion events compounded by unusually hot weather as-
sociated with climate change. In coastal areas, sea-level 
rise and storm surge threaten infrastructure including 
homes, roads, ports, and oil and gas drilling and distri-
bution facilities. In other parts of the country, floods, 
droughts, and other weather and climate extremes pose 
increasing threats. 

Careful observations along with climate and Earth 
system models run with a range of emissions scenarios 
can help society evaluate these risks and plan actions to 
minimize them. Work in this area would include assess-
ments of the performance of delivery systems, such as 
those for regional water and electricity supply, so that 
climate change impacts and costs can be evaluated in 
terms of changes in risk to system performance. It will 
be particularly important to understand when the effects 
on these systems are extremely large and/or rapid, 
similar to tipping points and thresholds in ecosystems.

In addition, the climate change experienced outside the 
United States will have implications for our nation. A 
better understanding of these international linkages, 
including those related to trade, security, and large-scale 
movements of people in response to climate change,  
is desirable. 

Recommendation 2: 
Refine ability to project climate change, 
including extreme events, at local scales.

One of the main messages to emerge from the past 
decade of synthesis and assessments is that while 
climate change is a global issue, it has a great deal of 
regional variability. There is an indisputable need to 
improve understanding of climate system effects at 
these smaller scales, because these are often the scales 
of decision making in society. Understanding impacts at 

local scales will also help to target finite resources for 
adaptation measures. Although much progress has been 
made in understanding important aspects of this vari-
ability, uncertainties remain. Further work is needed on 
how to quantify cumulative uncertainties across spatial 
scales and the uncertainties associated with complex, 
intertwined natural and social systems. 

Because region-specific climate changes will occur in 
the context of other environmental and social changes 
that are also region-specific, it is important to continue 
to refine our understanding of regional details, espe-
cially those related to precipitation and soil moisture. 
This would be aided by further testing of models against 
observations using established metrics designed to 
evaluate and improve the realism of regional  
model simulations. 

Continued development of improved, higher resolution 
global climate models, increased computational capac-
ity, extensive climate model experiments, and improved 
downscaling methods will increase the value of geo-
graphically specific climate projections for decision 
makers in government, business, and the  
general population. 

Extreme weather and climate events are a key com-
ponent of regional climate. Additional attention needs 
to be focused on improved observations (made on the 
relevant time and space scales to capture high-impact 
extreme events) and associated research and analysis of 
the potential for future changes in extremes. Impacts 
analyses indicate that extreme weather and climate 
events often play a major role in determining climate-
change consequences. 

Recommendation 3: 
Expand capacity to provide decision makers 
and the public with relevant information on 
climate change and its impacts.

The United States has tremendous potential to create 
more comprehensive measurement, archive, and data-
access systems and to convey needed information that 
could provide great benefit to society. There are several 
aspects to fulfilling this goal: defining what is most 
relevant, gathering the needed information, expanding 
the capacity to deliver information, and improving the 
tools for decision makers to use this information to the 



154 155

Global Climate Change Impacts in the United States An Agenda for Climate Impacts Science

154 155

Global Climate Change Impacts in the United States An Agenda for Climate Impacts Science

best advantage. All of these aspects should involve an 
interactive and iterative process of continual learning 
between those who provide information and those who 
use it. Through such a process, monitoring systems, 
distribution networks, and tools for using information 
can all be refined to meet user needs. 

For example, tools used by researchers that could also 
be useful to decision makers include those that analyze 
and display the probability of occurrence of a range of 
outcomes to help in assessing risks.

Improved climate monitoring can be efficiently 
achieved by following the Climate Monitoring Prin-
ciples recommended by the National Academy of 
Sciences and the Climate Change Science Strategic Plan 
in addition to integrating current efforts of governments 
at all levels. Such a strategy complements a long-term 
commitment to the measurement of the set of essential 
climate variables identified by both the Climate Change 
Science Program and the Global Climate Observing 
System. Attention must be placed on the variety of time 
and space scales critical for decision making.

Improved impacts monitoring would include informa-
tion on the physical and economic effects of extreme 
events (such as floods and droughts), available, for 
example, from emergency preparedness and resource 
management authorities. It would also include regular 
archiving of information about impacts.

Improved access to data and information archives could 
substantially enhance society’s ability to respond to 
climate change. While many data related to climate 
impacts are already freely and readily available to a 
broad range of users, other data, such as damage costs, 
are not, and efforts should be made to make them 
available. Easily accessible information should include 
a set of agreed-upon baseline indicators and measures 
of environmental conditions that can be used to track 
the effects of changes in climate. Services that provide 
reliable, well-documented, and easily used climate 
information, and make this information available to 
support users, are important.

Recommendation 4: 
Improve understanding of thresholds likely 
to lead to abrupt changes in climate or 
ecosystems.

Paleoclimatic data show that climate can and has 
changed quite abruptly when certain thresholds are 
crossed. Similarly, there is evidence that ecological 
and human systems can undergo abrupt change when 
tipping points are reached. 

Within the climate system there are a number of key 
risks to society for which understanding is still quite 
limited. Additional research is needed in some key 
areas, for example, identifying thresholds that lead to 
rapid changes in ice sheet dynamics. Sea-level rise is 
a major concern and improved understanding of the 
sensitivity of the major ice sheets to sustained warming 
requires improved observing capability, analysis, and 
modeling of the ice sheets and their interactions with 
nearby oceans. Estimates of sea-level rise in previous 
assessments, such as the recent Intergovernmental Panel 
on Climate Change 2007 report, did not fully quantify 
the magnitude and rate of future sea-level rise due to 
inadequate scientific understanding of potential insta-
bilities of the Greenland and Antarctic ice sheets. 

Tipping points in biological systems include the tem-
perature thresholds above which insects survive winter, 
and can complete two life cycles instead of one in a 
single growing season, contributing to infestations that 
kill large numbers of trees. The devastation caused by 
bark beetles in Canada, and increasingly in the U.S. 
West, provides an example of how crossing such a 
threshold can set off massive destruction in an ecosys-
tem with far-reaching consequences. 

Similarly, there is increasing concern about the 
acidification of the world’s oceans due to rising atmo-
spheric carbon dioxide levels. There are ocean acidity 
thresholds beyond which corals and other living things, 
including some that form the base of important marine 
food chains, will no longer be able to form the shells 
and other body structures they need to survive. Improv-
ing understanding of such thresholds is an important 
goal for future research.
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Recommendation 5:
Improve understanding of the most 
effective ways to reduce the rate and 
magnitude of climate change, as well as 
unintended consequences of such activities.

This report underscores the importance of reducing the 
concentrations of heat-trapping gases in the atmosphere. 
Impacts of climate change during this century and 
beyond are projected to be far larger and more rapid in 
scenarios in which greenhouse gas concentrations con-
tinue to grow rapidly compared to scenarios in which 
concentrations grow more slowly. Additional research 
will help identify the desired mix of mitigation options 
necessary to control the rate and magnitude of  
climate change. 
 
In addition to their intended reduction of atmospheric 
concentrations of greenhouse gases, mitigation options 
also have the potential for unintended consequences, 
which should also be examined in future research. For 
example, the production, transportation, and use of 
biofuels could lead to increases in water and fertilizer 
use as well as in some air pollutants. It could also create 
competition among land uses for food production, biofu-
els production, and natural ecosystems that provide 
many benefits to society. Improved understanding of 
such unintended consequences, and identification of 
those options that carry the largest negative impacts, 
can help decision makers make more informed choices 
regarding the possible trade-offs inherent in various 
mitigation strategies.

Recommendation 6:
Enhance understanding of how society can 
adapt to climate change.

There is currently limited knowledge about the ability 
of communities, regions, and sectors to adapt to future 
climate change. It is important to improve understand-
ing of how to enhance society’s capacity to adapt to a 
changing climate in the context of other environmental 
stresses. Interdisciplinary research on adaptation that 
takes into account the interconnectedness of the Earth 
system and the complex nature of the social, political, 
and economic environment in which adaptation deci-
sions must be made would be central to this effort.

The potential exists to provide insights into the possible 
effectiveness and limits of adaptation options that might 
be considered in the future. To realize this potential, 
new research would be helpful to document past re-
sponses to climate variability and other environmental 
changes, analyze the underlying reasons for them, and 
explain how individual and institutional decisions were 
made. However, human-induced climate change is 
projected to be larger and more rapid than any experi-
enced by modern society so there are limits to what can 
be learned from the past.

A major difficulty in the analysis of adaptation strate-
gies in this report has been the lack of information 
about the potential costs of adaptation measures, their 
effectiveness under various scenarios of climate change, 
the time horizons required for their implementation, 
and unintended consequences. These types of informa-
tion should be systematically gathered and shared with 
decision makers as they consider a range of adaptation 
options. It is also clear that there is a substantial gap 
between the available information about climate change 
and the development of new guidelines for infrastruc-
ture such as housing, transportation, water systems, 
commercial buildings, and energy systems. There are 
also social and institutional obstacles to appropriate 
action, even in the face of adequate knowledge. These 
obstacles need to be better understood so that they can 
be reduced or eliminated.

Finally, it is important to carry out regular assess-
ments of adaptation measures that address combined 
scenarios of future climate change, population growth, 
and economic development paths. This is an important 
opportunity for shared learning in which researchers, 
practitioners, and stakeholders collaborate using obser-
vations, models, and dialogue to explore adaptation as 
part of long-term, sustainable development planning. 
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Responding to changing conditions

Human-induced climate change is happening now, 
and impacts are already apparent. Greater impacts are 
projected, particularly if heat-trapping gas emissions 
continue unabated. Previous assessments have estab-
lished these facts, and this report confirms, solidifies, 
and extends these conclusions for the United States. It 
reports the latest understanding of how climate change 
is already affecting important sectors and regions. In 
particular, it reports that some climate change impacts 
appear to be increasing faster than previous assessments 
had suggested. This report represents a significant up-
date to previous work, as it draws from the U.S. Climate 
Change Science Program’s Synthesis and Assessment 
Products and other recent studies that examine how 
climate change and its effects are projected to continue 
to increase over this century and beyond. 

Climate choices

Choices about emissions now and in the coming years 
will have far-reaching consequences for climate change 
impacts. A consistent finding of this assessment is that 
the rate and magnitude of future climate change and 
resulting impacts depend critically on the level of global 
atmospheric heat-trapping gas concentrations as well as 
the types and concentrations of atmospheric particles 
(aerosols). Lower emissions of heat-trapping gases will 
delay the appearance of climate change impacts and 
lessen their magnitude. Unless the rate of emissions is 
substantially reduced, impacts are expected to become 
increasingly severe for more people and places. 

Similarly, there are choices to be made about adaptation 
strategies that can help to reduce or avoid some of the 
undesirable impacts of climate change. There is much 
to learn about the effectiveness of the various types of 
adaptation responses and how they will interact with 
each other and with mitigation actions. 

Responses to the climate change challenge will almost 
certainly evolve over time as society learns by doing. 
Determining and refining societal responses will be 
an iterative process involving scientists, policymakers, 
and public and private decision makers at all levels. 
Implementing these response strategies will require 
careful planning and continual feedback on the impacts 
of mitigation and adaptation policies for government, 
industry, and society.

The value of assessments

Science has revolutionized our ability to observe and 
model the Earth’s climate and living systems, to un-
derstand how they are changing, and to project future 
changes in ways that were not possible in prior genera-
tions. These advances have enabled the assessment of 
climate change, impacts, vulnerabilities, and response 
strategies. Assessments serve a very important function 
in providing the scientific underpinnings of informed 
policy. They can identify advances in the underlying 
science, provide critical analysis of issues, and highlight 
key findings and key unknowns that can guide decision 
making. Regular assessments also serve as progress 
reports to evaluate and improve policy making and other 
types of decision making related to climate change.
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Impacts and adaptation research includes complex 
human dimensions, such as economics, manage-
ment, governance, behavior, and equity. Compre-
hensive assessments provide an opportunity to 
evaluate the social implications of climate change 
within the context of larger questions of how com-
munities and the nation as a whole create sustain-
able and environmentally sound development paths.

A vision for future U.S. assessments

Over the past decade, U.S. federal agencies have 
undertaken two coordinated, national-scale efforts 
to evaluate the impacts of global climate change 
on this country. Each effort produced a report to 
the nation – Climate Change Impacts on the United 
States, published in 2000, and this report, Global 
Climate Change Impacts in the United States, 
published in 2009. A unique feature of the first 
report was that in addition to reporting the current 
state of the science, it created a national discourse 
on climate change that involved hundreds of sci-
entists and thousands of stakeholders including 

farmers, ranchers, resource managers, city planners, 
business people, and local and regional government 
officials. A notable feature of the second report is 
the incorporation of information from the 21 topic-
specific Synthesis and Assessment Products, many 
motivated by stakeholder interactions. 

A vision for future climate change assessments 
includes both sustained, extensive stakeholder 
involvement, and targeted, scientifically rigorous 
reports that address concerns in a timely fashion. 
The value of stakeholder involvement includes 
helping scientists understand what information 
society wants and needs. In addition, the problem-
solving abilities of stakeholders will be essential to 
designing, initiating, and evaluating mitigation and 
adaptation strategies and their interactions. The best 
decisions about these strategies will come when 
there is widespread understanding of the complex 
issue of climate change – the science and its many 
implications for our nation.
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Introduction 
Because of the serious and ongoing decline in the population of the state’s once largest herring 
stock, the Department of Ecology and Western Washington University have been developing and 
validating herring toxicity tests since the 2000 spawning season.  The effort has cost close to 
$870,000 so far.  The Department of Ecology provided 45% of these funds, industry provided 
40%, and the remaining 15% of the funding came from grants.  The herring test development 
effort has produced methods for a 96-hour acute survival test, an embryo survival & 
development test, and a larval 7-day survival & growth test.  A description of the method 
development and final detailed protocols was recently published in the peer-reviewed journal, 
Archives of Environmental Contamination and Toxicology.  (Dinnel et al, 2011) 
 
Paul Dinnel is the lead researcher for the project and works at the Shannon Point Marine Center 
in Anacortes, WA.  Nautilus Environmental in Fife, WA also contributed to method development 
and successfully completed the validation exercise for all three herring tests and all three 
reference toxicants.  Nautilus Environmental in Burnaby, BC has successfully completed herring 
chronic method validations using copper chloride.  The King County Environmental Lab 
participated in some of the method development trials, but never completed the validation 
exercise.  New Fields in Port Gamble, WA recently reported copper chloride results for the 
herring 7-day survival and growth test.  This report has been updated from the original 
November 2011 publication in order to incorporate the New Fields results. 
 
The eight documents listed in the references with Dr. Paul Dinnel as the primary author describe 
the process of herring test development.  Many combinations of test duration, test chamber type 
and size, feeding routines, salinities, test temperatures, etc. were tried over the years in order to 
find the optimal test conditions for the three herring tests.  The final herring test protocols are 
described in Dinnel et al, 2011.  Lists of the herring test conditions are also included in the 
Department of Ecology’s Laboratory Guidance and Whole Effluent Toxicity Test Review 
Criteria.  (Marshall, 2008) 

Background 
The Cherry Point herring stock has been a great concern to Washington State in recent years.  It 
once had a spawning biomass equal to that of all of the other herring stocks in the state 
combined.  According to Washington Department of Fish and Wildlife (WDFW) annual 
spawning surveys (Stick et al, 2009), the Cherry Point stock size declined from nearly 15,000 
tons of spawning biomass in 1973 to just above 800 tons in 2000.  Stock size rose gradually until 
2007 when it began declining again and dropped below 800 tons in 2010.   
 
Recruitment is the number of first time spawners and is a direct measure of the success of 
reproduction two years earlier.  Recruitment from 1974 to 1995 averaged 2121 tons.  1994 had a 
record recruitment of 4076 tons.  However, recruitment dropped steeply in 1996 and only 
averaged 755 tons from 1996 to 2001.  Recruitment in 2004 was only 22 tons.  Herring deposit 
eggs nearshore where human activities can be a significant factor in environmental quality. 
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Even though the available evidence points to other causes such as malnutrition and disease as 
being key factors in the Cherry Point herring decline, permit writers included herring toxicity 
testing requirements in industry National Pollutant Discharge Elimination System (NPDES) 
permits in the Cherry Point area in order to rule out effluent toxicity as the cause of the decline in 
recruitment.  Requirements to test with herring have also been put into municipal wastewater 
plant permits near Cherry Point and into permits for industry discharges in other locations with 
vulnerable herring stocks. 
 
Topsmelt (Atherinops affinis) is EPA’s standard fish species for larval survival & growth testing 
on the West Coast.  A limited amount of testing with anonymous oil refinery and aluminum 
smelter effluent samples showed the 7-day larval herring survival & growth test to be more 
sensitive than topsmelt in 3 out of 4 tests.  (Dinnel et al, 2008) 
 
The herring embryo test was more sensitive than the echinoderm (sea urchin, Strongylocentrotus 
purpuratus, or sand dollar, Dendraster excentricus) embryo test in 1 out of 4 industry effluent 
tests, but the echinoderm test results were more sensitive in 2 out of 4 tests.  (Dinnel et al, 2008)  
Earlier comparison testing established that herring embryos were more sensitive to creosote 
leachate than echinoderm embryos.  (Dinnel et al, 2006)   
 
Industries have been routinely monitoring effluent discharges since 2007 using the 96-hour 
herring acute survival test.  Some of these samples were also tested with 96-hour fathead 
minnow or topsmelt acute tests.  See Table 2 for all of the acute test results.  The 96-hour acute 
survival test with herring was more sensitive than topsmelt in 2 out of 13 tests on industry 
effluent samples in the agency CETIS database, but the topsmelt acute test was more sensitive 
twice as often.  The fathead minnow 96-hour acute survival test was more sensitive than herring 
in 2 out of seven tests on industry effluent while herring were more sensitive in none of those 7 
tests. 
 
Dr. Dinnel is currently working on a manuscript for a more detailed article on herring versus 
EPA test comparisons to be published in a peer-reviewed journal. 

Analysis of Validation Data 
We agreed with industry at the beginning of this project that a herring test would be considered 
to be validated for regulatory use when a commercial lab demonstrated the ability using three 
reference toxicants to get no more than a 60% coefficient of variation (CV) in point estimates at 
the 25% effect level and sufficient power to differentiate a minimum significant difference of 
less than or equal to 40 percent between control and treatment groups at a statistical power of 80 
percent (alpha = 5 percent, beta = 20 percent).  The most convenient measure of statistical power 
for this purpose is the percent minimum significant difference (PMSD) calculated by CETIS 
(Tidepool Scientific, 2010) for every control comparison.  We also specified that a meaningful 
concentration-response relationship was a validation criterion and that point estimates at the 50% 
effect level would be considered, especially when data would not support calculation of the 25% 
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effect level.  The three reference toxicants chosen for the validation exercise were copper 
chloride (CuCl2), potassium chloride (KCl), and sodium dodecyl sulfate (SDS). 
 
The control comparisons and point estimates in this report were produced according to 
recommendations in EPA toxicity test manuals and analyzed using CETIS v1.8.0.4.  The 
conditions for running linear regression to derive point estimates were not met by several test 
datasets and missing point estimates would be a problem because of the relatively low number of 
test results available for analysis.  In addition, linear regression and its alternative in the EPA 
manuals, Spearman-Kärber, can produce point estimates that are quite different from the same 
dataset and should not be combined into the same assessment of variability.  For these reasons, 
Spearman-Kärber was used to calculate all median effect (LC50 or EC50) results for quantal data 
sets.  Linear regression produced all 25% effect (LC25 and EC25) point estimates for quantal 
datasets.  Linear interpolation provided both 25% and 50% (IC25 and IC50) point estimates for 
nonquantal data. 

Results 

Ninety-six-hour acute survival tests 
The 96-hour acute survival test results from Nautilus Environmental in Fife are shown in Table 1 
(reference toxicants) and Table 2 (industry effluents).  These results show: 
 

• The coefficients of variation for the LC25s and LC50s from the three reference toxicants 
were all below 60%.  The highest CV was 41% for the copper chloride LC25s. 

• The average PMSD for the reference toxicant data was 17.8%.  Only 1 of the 16 
reference toxicant acute test PMSDs (52.9%) was over 40%. 

• In the acute results from testing with industry effluents, the mean PMSD for fathead 
minnows was 10.7%, for herring was 12.8%, and for topsmelt was 20.4%.  One herring 
PMSD (40.1%) was over 40%, but topsmelt also had a PMSD of 40.0% in one of the 
thirteen tests conducted with this standard EPA species. 
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Table 1. 96-hour Acute test reference toxicant results 

 
 
  

NOEC LOEC PMSD LC25 LC50
NEFacute01 3/18/2005 Copper chloride 600 > 600 4.3% NC NC
NEFacute02 3/22/2005 Copper chloride 1000 2000 52.9% 1086.6 1447.3
NEFacute03 3/28/2005 Copper chloride 1000 2000 19.2% 1337.2 1893.5
NEFacute04 4/5/2005 Copper chloride 500 1000 23.3% 533.6 749.2
NEFacute05 5/18/2005 Copper chloride 1000 2000 13.6% 1335.6 1802.5
NEFacute06 5/19/2005 Copper chloride 1000 2000 9.9% 1952.7 2256.0

0.41 0.35

NOEC LOEC PMSD LC25 LC50
NEFacute07 3/18/2005 Potassium chloride 250 500 9.1% 525.9 637.3
NEFacute08 4/5/2005 Potassium chloride 250 500 8.9% 600.2 677.6
NEFacute09 5/18/2005 Potassium chloride 500 1000 4.5% NC 707.1
NEFacute10 5/19/2005 Potassium chloride 500 1000 7.5% NC 671.3
NEFacute11 6/3/2005 Potassium chloride 400 800 23.3% 796.0 857.4

0.22 0.12

NOEC LOEC PMSD LC25 LC50
NEFacute12 3/20/2005 Sodium dodecyl sulfate 5 10 20.5% NC 9.1
NEFacute13 4/5/2005 Sodium dodecyl sulfate 5 10 37.0% NC 7.1
NEFacute14 5/18/2005 Sodium dodecyl sulfate 2.5 5 31.5% NC 4.4
NEFacute15 5/18/2005 Sodium dodecyl sulfate 2.5 5 8.9% 4.9 5.5
NEFacute16 6/3/2005 Sodium dodecyl sulfate 5 10 10.7% 5.6 6.9

0.09 0.27

Test Code Start Date Reference Toxicant

Control ComparisonsTest Code Start Date Reference Toxicant

Test Code Start Date Reference Toxicant

Point Estimates

Point Estimates

Point Estimates

Coefficient of Variation

Coefficient of Variation

Coefficient of Variation

Control Comparisons

Control Comparisons
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Table 2. 96-hour acute test effluent monitoring history 

 

Larval 7-day survival and growth test 
The herring 7-day survival & growth test results from the Nautilus Environmental lab in Fife 
using all three reference toxicants are shown in Table 3.  These results show: 
 

• All of the CVs for the Nautilus, Fife 7-day survival & growth tests were under 60%.  The 
25% effect and 50% effect point estimate CVs for all three reference toxicants and all 
three endpoints (survival, biomass, and weight) were under 60%. 

NOEC LOEC PMSD
Aluminum 

Smelter 2/26/2007 Pacific herring 96-hour survival 100 > 100 2.5%

1/17/2007 Pacific herring 96-hour survival 100 > 100 12.0%
2/19/2007 Pacific herring 96-hour survival 100 > 100 2.5%
3/4/2009 Pacific herring 96-hour survival 100 > 100 9.9%

3/26/2009 Pacific herring 96-hour survival 25 50 8.5% 74.9
4/6/2010 Pacific herring 96-hour survival 100 > 100 25.1%

1/31/2011 Pacific herring 96-hour survival 25 50 12.6% 62.9
2/24/2011 Pacific herring 96-hour survival 100 > 100 11.0%

Pacific herring 96-hour survival 100 > 100 7.6%
topsmelt 96-hour survival 100 > 100 11.3%
Pacific herring 96-hour survival 100 > 100 13.8%
topsmelt 96-hour survival 100 > 100 19.9%

3/6/2009 Pacific herring 96-hour survival 100 > 100 7.4%
3/30/2009 Pacific herring 96-hour survival 100 > 100 15.6%
4/7/2010 Pacific herring 96-hour survival 100 > 100 18.9%

2/24/2011 Pacific herring 96-hour survival 100 > 100 8.0%
fathead minnow 96-hour survival 50 100 12.3% 76.9
Pacific herring 96-hour survival 100 > 100 6.7%
topsmelt 96-hour survival 3.6 100 17.8% > 100
fathead minnow 96-hour survival 50 100 20.2% 66.9
Pacific herring 96-hour survival 50 100 13.3% 69.7
topsmelt 96-hour survival 50 100 22.7% 70.7
fathead minnow 96-hour survival 100 > 100 10.1%
Pacific herring 96-hour survival 100 > 100 40.1%
topsmelt 96-hour survival 100 > 100 22.6%
fathead minnow 96-hour survival 100 > 100 5.9%
Pacific herring 96-hour survival 100 > 100 6.7%
topsmelt 96-hour survival 100 > 100 5.0%

3/26/2009 Pacific herring 96-hour survival 50 100 11.6% 81.3
fathead minnow 96-hour survival 50 100 15.0% > 100
Pacific herring 96-hour survival 50 100 18.8% > 100
topsmelt 96-hour survival 12.5 25 27.0% 45.6
fathead minnow 96-hour survival 100 > 100 7.1%
Pacific herring 96-hour survival 100 > 100 12.5%
topsmelt 96-hour survival 100 > 100 25.3%
fathead minnow 96-hour survival 50 100 6.2% > 100
Pacific herring 96-hour survival 50 100 17.3% 99.6
topsmelt 96-hour survival 50 100 26.1% 63.0
Pacific herring 96-hour survival 100 > 100 6.5%
topsmelt 96-hour survival 100 > 100 14.5%
Pacific herring 96-hour survival 25 100 21.0% 48.7
topsmelt 96-hour survival 50 100 40.0% 64.5
Pacific herring 96-hour survival 100 > 100 10.6%
topsmelt 96-hour survival 100 > 100 11.3%
Pacific herring 96-hour survival 100 > 100 14.2%
topsmelt 96-hour survival 50 100 22.2% > 100

2/2/2011 Pacific herring 96-hour survival 100 > 100 12.1%

2/27/2009

4/6/2010

2/1/2011

2/24/2011

4/7/2010

1/30/2007

5/21/2008

2/27/2009

2/20/2007

3/28/2007

1/30/2007

6/11/2007

5/21/2008

Oil 
Refinery 3

Oil 
Refinery 4

Oil 
Refinery 1

Oil 
Refinery 2

Industry 
Facility

LC50Sample 
Collection

Test 
Organism

Biological 
Endpoint

Control Comparisons
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• Replicate 4 of 100 ug/L was excluded from the 4/5/2010 copper chloride test because of 
being an outlier.  If the result from this test chamber had been included, the CV for the 
biomass IC25 would have been 70%.  The CV for the biomass IC50 was 15%, even with 
the outlier included.   

• The outlier was included in the weight calculations.  With replicate 4 of 100 ug/L 
included, the standard deviation for 7-day survival at this concentration was 0.22 and 
Ecology Publication WQ-R-95-80 requires a switch to the weight endpoint when survival 
standard deviations exceed 0.20. 

• The LOEC remained the same whether replicate 4 of 100 was included or not.  Because 
control comparisons are used for effluent monitoring, the LOEC is a more pertinent 
consideration. 

• All of the PMSDs for each reference toxicant and endpoint were less than 40%. 
 

The herring 7-day survival & growth test results with copper chloride from the Shannon Point 
Marine Center, Nautilus, Burnaby, and New Fields are shown in Table 4.  These results show: 
 

• The Shannon Point Marine Center produced a CV for the LC25 that was 68% and a CV 
for the biomass IC25 that was 92%.  The CV for the weight IC25 was 48%.  The CV for 
the LC50 was 48% and the CV for the biomass IC50 was 39%. 

• The Nautilus, Burnaby lab produced CVs that were all under 30% for the 25% effect and 
50% effect point estimates from all three endpoints in the 7-day survival & growth tests. 

• New Fields produced CVs under 60% for 7-day survival and for weight.  The CV for the 
biomass IC25 was 77%, but the CV for the biomass IC50 was 37%.  Three of the four 
biomass NOEC - LOEC pairs were identical including those from the test with the 
biomass IC25 causing the CV exceedance. 

• All of the PMSDs from the Shannon Point Marine Center, Nautilus, Burnaby, and New 
Fields 7-day survival & growth tests were under 40%. 

 

 
Figure 1 - Herring Larvae following a 12-day Exposure to Copper 

The copper exposure concentrations ranged from 0 
µg/liter for the herring at the top of the photo to 750 µg/liter 
for those at the bottom.  Note the progressively smaller 
larval sizes and underutilized yolk sacs as the copper 
concentrations get higher. 
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Table 3 Nautilus, Fife 7-day Survival & Growth Test Results with Three  
Reference Toxicants 

 
  

EC25 EC50 NOEC LOEC PMSD
7-day Survival 359.7 434.1 200 400 20.5%
Biomass 189.9 469.5 200 400 30.3%
Weight 617.6 > 800 400 800 30.2%
7-day Survival 399.3 552.8 200 400 23.5%
Biomass 245.8 490.8 200 400 30.4%
Weight 604.7 > 800 400 800 19.2%
7-day Survival 572.8 717.6 400 800 35.1%
Biomass 448.4 630.2 400 800 35.9%
Weight 694.6 > 800 400 800 20.0%
7-day Survival NC 537.1 400 800 17.3%
Biomass 131.4 467.0 100 200 18.3%
Weight 294.9 780.0 200 400 18.7%
7-day Survival 0.26 0.21
Biomass 0.54 0.15
Weight 0.32

EC25 EC50 NOEC LOEC PMSD
7-day Survival 567.8 617.8 250 500 11.6%
Biomass 233.9 565.4 125 250 20.4%
Weight 429.8 > 1000 250 500 22.3%
7-day Survival 504.9 579.3 500 1000 24.8%
Biomass 320.9 547.9 250 500 31.5%
Weight 495.8 > 500 250 500 20.5%
7-day Survival 488.3 531.1 250 500 15.6%
Biomass 254.5 482.4 250 500 21.8%
Weight > 500 > 500 250 500 14.5%
7-day Survival 560.8 594.6 500 1000 15.3%
Biomass 206.4 420.3 125 250 16.4%
Weight 246.0 590.7 125 250 14.0%
7-day Survival 0.07 0.06
Biomass 0.19 0.13
Weight 0.33

EC25 EC50 NOEC LOEC PMSD
7-day Survival 1.43 1.75 1.25 2.5 13.8%
Biomass 1.46 1.76 1.25 2.5 26.8%
Weight > 1.25 > 1.25 1.25 > 1.25 19.1%
7-day Survival NC 0.87 0.625 1.25 19.0%
Biomass 0.35 0.71 < 0.625 0.625 32.4%
Weight 0.38 > 0.625 < 0.625 0.625 27.7%
7-day Survival NC 0.88 0.625 1.25 18.4%
Biomass 0.76 0.91 0.625 1.25 29.2%
Weight > 0.625 > 0.625 0.625 > 0.625 26.7%
7-day Survival NC 0.88 0.625 1.25 8.2%
Biomass 0.63 0.81 0.3125 0.625 21.7%
Weight 0.53 > 0.625 0.3125 0.625 19.0%
7-day Survival 0.40
Biomass 0.59 0.46
Weight 0.24

NEFlarv04 3/2/2011 Copper 
chloride

Point Estimates

NEFlarv01 4/5/2010 Copper 
chloride

NEFlarv02 4/12/2010 Copper 
chloride

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Control Comparisons

Point Estimates

NEFlarv05 4/6/2010 Potassium 
chloride

NEFlarv06 4/13/2010 Potassium 
chloride

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Control Comparisons

Coefficients of Variation

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

NEFlarv07 5/18/2010 Potassium 
chloride

NEFlarv08 5/18/2010 Potassium 
chloride

NEFlarv03 5/17/2010 Copper 
chloride

Biological 
Endpoint

Control ComparisonsPoint Estimates

NEFlarv09 4/14/2010
Sodium 
dodecyl 
sulfate

NEFlarv12 5/20/2010
Sodium 
dodecyl 
sulfate

Coefficients of Variation

NEFlarv10 5/19/2010
Sodium 
dodecyl 
sulfate

NEFlarv11 5/19/2010
Sodium 
dodecyl 
sulfate
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EC25 EC50 NOEC LOEC PMSD
7-day Survival NC 743.2 540 900 16.0%
Biomass 563.8 683.9 540 900 17.1%
Weight 691.9 > 900 540 900 19.2%
7-day Survival 194.6 445.5 < 117 117 11.8%
Biomass 52.9 261.5 < 117 117 23.2%
Weight 174.7 > 540 117 194 23.8%
7-day Survival 170.5 283.2 117 194 11.3%
Biomass 76.4 394.4 324 540 25.0%
Weight 429.0 > 540 324 540 25.8%
7-day Survival 536.2 NC 324 540 10.1%
Biomass 371.9 540.0 324 540 17.2%
Weight 471.2 > 540 324 540 18.7%
7-day Survival 0.68 0.48
Biomass 0.92 0.39
Weight 0.48

EC25 EC50 NOEC LOEC PMSD
7-day Survival 294.1 427.1 324 540 14.1%
Biomass 367.9 433.1 324 540 28.1%
Weight > 540 > 540 540 > 540 31.2%
7-day Survival 390.6 445.3 324 540 15.8%
Biomass 333.1 418.2 324 540 21.7%
Weight 407.4 > 540 324 540 17.2%
7-day Survival 269.5 352.3 194 324 19.0%
Biomass 202.9 290.1 194 324 22.0%
Weight 277.3 470.8 194 324 25.5%
7-day Survival 323.8 399.7 194 324 27.8%
Biomass 252.9 390.6 324 540 37.1%
Weight 486.5 > 540 540 > 540 30.7%
7-day Survival 0.16 0.10
Biomass 0.26 0.17
Weight 0.27

EC25 EC50 NOEC LOEC PMSD
7-day Survival 138.2 277.0 324 540 18.9%
Biomass 17.1 142.5 194 324 27.3%
Weight 135.4 > 540 194 324 26.3%
7-day Survival 359.5 489.3 200 400 23.5%
Biomass 113.0 381.2 200 400 30.4%
Weight 567.1 > 900 400 800 19.2%
7-day Survival 299.8 449.6 194 324 14.9%
Biomass 113.4 338.4 194 324 24.2%
Weight 246.9 > 900 324 540 28.9%
7-day Survival 407.6 537.9 324 540 20.3%
Biomass 244.5 390.5 194 324 24.1%
Weight 293.1 617.5 194 324 17.5%
7-day Survival 0.39 0.26
Biomass 0.77 0.37
Weight 0.59

Coefficients of Variation

Shannon Point Marine Center

Nautilus Environmental, Burnaby

New Fields

NFlarv03 2/11/2011 Copper 
chloride

NFlarv04 2/15/2011 Copper 
chloride

Control Comparisons

NFlarv01 4/12/2010 Copper 
chloride

NFlarv02 2/11/2011 Copper 
chloride

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

NEBlarv03 4/14/2010 Copper 
chloride

NEBlarv04 4/14/2010 Copper 
chloride

Control Comparisons

NEBlarv01 4/13/2010 Copper 
chloride

NEBlarv02 4/13/2010 Copper 
chloride

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

SPMClarv03 4/14/2010
Copper 
chloride

SPMClarv04 2/9/2011
Copper 
chloride

SPMClarv01 3/8/2010
Copper 
chloride

SPMClarv02 4/6/2010
Copper 
chloride

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates Control Comparisons

Table 4. Shannon Point, Nautilus, Burnaby, and New Fields 7-day Survival & 
Growth Test Results with Copper 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



9 

Embryo survival and development test 
The herring embryo survival & development test results with all three reference toxicants from 
the Nautilus Environmental lab in Fife are shown in Table 5.  These results show: 
 

• All of the CVs for the Nautilus, Fife embryo survival & development tests were under 
40% and easily met the goal of being less than 60%. 

• 12 of the 13 PMSDs for live hatch were under 40%.  The one PMSD for live hatch which 
exceeded 40% was 54.5%.  11 of the 13 PMSDs for normal survival were under 40%.  
The two PMSDs for normal survival which exceeded 40% were 41.3% and 61.2%. 

 
Table 5. Nautilus, Fife embryo survival & development test reference 
toxicant results 

 
 
  

EC25 EC50 NOEC LOEC PMSD
Live Hatchout 264.0 315.6 200 400 29.0%
Normal Survival 250.0 295.5 200 400 29.9%
Live Hatchout 276.0 381.4 150 300 20.5%
Normal Survival 234.8 310.6 150 300 20.6%
Live Hatchout 138.2 225.7 100 200 20.9%
Normal Survival 111.4 187.2 50 100 19.0%
Live Hatchout 371.5 383.7 200 400 15.6%
Normal Survival 246.9 324.4 200 400 17.2%
Live Hatchout 0.36 0.23
Normal Survival 0.32 0.22

EC25 EC50 NOEC LOEC PMSD
Live Hatchout NC 648.1 500 1000 13.9%
Normal Survival NC 633.7 500 1000 14.4%
Live Hatchout 586.1 581.8 500 1000 36.9%
Normal Survival 548.6 536.5 500 1000 41.3%
Live Hatchout 525.3 636.1 500 1000 35.4%
Normal Survival 503.6 595.0 500 1000 34.9%
Live Hatchout 590.8 670.0 500 1000 14.0%
Normal Survival 537.1 655.6 500 1000 14.8%
Live Hatchout 0.06 0.06
Normal Survival 0.04 0.09

EC25 EC50 NOEC LOEC PMSD
Live Hatchout > 5 > 5 5 > 5 14.8%
Normal Survival > 5 > 5 5 > 5 17.0%
Live Hatchout 6.1 7.1 5 10 25.2%
Normal Survival 6.0 7.0 5 10 26.8%
Live Hatchout 2.6 2.8 2.5 5 19.9%
Normal Survival 2.6 2.8 2.5 5 18.7%
Live Hatchout 5.2 5.4 5 10 21.4%
Normal Survival 5.2 5.4 5 10 26.7%
Live Hatchout 5.1 6.0 5 10 54.5%
Normal Survival NC 6.4 5 10 61.2%
Live Hatchout 0.31 0.34
Normal Survival 0.38 0.34

Biological 
Endpoint

Point Estimates Control Comparisons

NEFemb01 3/4/2005 Copper chloride

NEFemb02 3/18/2005 Copper chloride

Test Code Start 
Date

Reference 
Toxicant

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

NEFemb03 5/4/2005 Copper chloride

NEFemb04 5/13/2005 Copper chloride

NEFemb07 5/4/2005 Potassium chloride

NEFemb08 5/13/2005 Potassium chloride

Control Comparisons

NEFemb05 3/4/2005 Potassium chloride

NEFemb06 3/18/2005 Potassium chloride

Control Comparisons

NEFemb09 3/4/2005 Sodium dodecyl 
sulfate

NEFemb10 3/18/2005 Sodium dodecyl 
sulfate

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

NEFemb13 5/27/2005 Sodium dodecyl 
sulfate

Coefficients of Variation

NEFemb11 5/4/2005 Sodium dodecyl 
sulfate

NEFemb12 5/13/2005 Sodium dodecyl 
sulfate
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The herring embryo survival & development test results with all three reference toxicants from 
the Shannon Point Marine Center are shown in Table 6.  These results show: 
 

• All of the CVs for the 25% effect and 50% effect point estimates from the Shannon Point 
Marine Center embryo survival & development tests were less than or equal to 40% and 
easily met the goal of being less than 60%. 

• All of the 12 PMSDs for live hatch were under 40%.  11 of the 12 PMSDs for normal 
survival were under 40%.  The one PMSD for normal survival which exceeded 40% was 
47.6%. 

 
Table 6. Shannon Point embryo survival & development test reference  
toxicant results 

 
 
  

EC25 EC50 NOEC LOEC PMSD
Live Hatchout > 1000 > 1000 1000 > 1000 10.7%
Normal Survival 377.2 516.0 316 422 15.6%
Live Hatchout 693.2 917.6 700 > 700 32.6%
Normal Survival 288.5 338.7 221 295 23.1%
Live Hatchout 351.1 696.4 < 190 190 6.3%
Normal Survival 179.7 249.9 < 190 190 5.7%
Live Hatchout 529.3 629.7 450 600 10.3%
Normal Survival 162.2 227.5 < 190 190 9.6%
Live Hatchout 0.33 0.20
Normal Survival 0.40 0.39

EC25 EC50 NOEC LOEC PMSD
Live Hatchout > 1200 > 1200 1200 > 1200 14.5%
Normal Survival 444.7 474.2 380 506 47.6%
Live Hatchout 699.8 715.3 600 800 6.5%
Normal Survival 592.3 617.9 450 600 9.9%
Live Hatchout 685.5 719.9 600 800 6.0%
Normal Survival 494.0 531.7 450 600 7.0%
Live Hatchout 674.1 721.2 450 600 8.1%
Normal Survival 511.5 551.0 450 600 12.6%
Live Hatchout 0.19 0.004
Normal Survival 0.12 0.11

EC25 EC50 NOEC LOEC PMSD
Live Hatchout 2.0 2.2 1.41 1.88 10.3%
Normal Survival 1.9 1.9 0.79 1.05 14.3%
Live Hatchout 1.9 2.1 1.8 2.4 15.6%
Normal Survival 1.6 1.8 1.01 1.35 16.9%
Live Hatchout 2.3 1.8 2.4 20.3%
Normal Survival 2.1 1.8 2.4 26.4%
Live Hatchout 1.0 1.2 0.76 1.01 9.1%
Normal Survival 0.9 1.0 0.76 1.01 6.3%
Live Hatchout 0.34 0.26
Normal Survival 0.36 0.29

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

SPMCemb03 3/24/2003 Copper chloride

SPMCemb04 3/25/2003 Copper chloride

Control Comparisons

SPMCemb01 3/14/2002 Copper chloride

SPMCemb02 2/6/2003 Copper chloride

Control Comparisons

SPMCemb05 1/29/2002 Potassium chloride

SPMCemb06 3/24/2003 Potassium chloride

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

Coefficients of Variation

Test Code Start 
Date

Reference 
Toxicant

Biological 
Endpoint

Point Estimates

SPMCemb07 3/24/2003 Potassium chloride

SPMCemb08 3/25/2003 Potassium chloride

Coefficients of Variation

SPMCemb11 2/5/2003 Sodium dodecyl 
sulfate

SPMCemb12 3/25/2003 Sodium dodecyl 
sulfate

Control Comparisons

SPMCemb09 3/13/2002 Sodium dodecyl 
sulfate

SPMCemb10 1/25/2003 Sodium dodecyl 
sulfate



11 

The herring embryo survival & development test results with copper chloride from the Nautilus 
Environmental lab in Burnaby are shown in Table 7.  These results show: 
 

• One of the CVs for the Nautilus, Burnaby embryo survival & development tests was over 
60%.  The CV for the live hatch EC25 was 72%.  The CVs for the normal survival EC25 
and the live hatch and normal survival EC50s were 35% or less. 

• All of the PMSDs for live hatch were under 40%.  4 of the 5 PMSDs for normal survival 
were under 40%.  The one PMSD for normal survival which exceeded 40% was 41.0%. 

 
Table 7. Nautilus, Burnaby Embryo Survival & Development Test Copper Results 

 

Overall Results 
• The Shannon Point Marine Center, Nautilus, Fife, Nautilus, Burnaby, and New Fields 

labs together conducted 16 copper chloride reference toxicant tests using the larval 
herring 7-day survival & growth test method.  The CVs from the LC25s and LC50s were 
37% and 28% respectively.  The CVs from the biomass IC25s and IC50s were 66% and 
32% respectively.  The CVs from the weight IC25s and IC50s were 43% and 25% 
respectively.   

• The Shannon Point Marine Center, Nautilus, Fife, and Nautilus, Burnaby labs together 
conducted 13 copper chloride reference toxicant tests using the herring embryo survival 
& development test.   The CV from live hatch EC25s from all three labs was 68%.  The 
CV from live hatch EC50s was 51%.  The CVs from normal survival EC25s and EC50s 
were 38% and 34% respectively.   

• The mean PMSDs from all labs for all test materials were below 30%.  The mean PMSD 
for 96-hour survival was 14.5%.  The mean PMSDs from the 7-day survival & growth 
test were 17.8% for 7-day survival, 25.5% for biomass, and 22.3% for weight.  The mean 
PMSDs from the embryo survival & development test were 20.0% for live hatch and 
22.9% for normal survival. 

• Appendix B contains the concentration-response graphs for all herring test results in our 
CETIS database.  The concentration-response relationships generally look good and 
resemble the responses of standard toxicity test species in the CETIS database.  These 
graphs are organized by test type and test code in the same way as Tables 1 – 7.  The test 

EC25 EC50 NOEC LOEC PMSD
Live Hatchout 91.7 340.3 100 200 29.2%
Normal Survival 178.6 195.7 100 200 41.0%
Live Hatchout 137.9 265.7 200 400 15.4%
Normal Survival 117.4 193.1 50 100 19.5%
Live Hatchout 113.7 247.9 50 100 28.5%
Normal Survival 98.6 157.8 100 200 34.4%
Live Hatchout 340.2 498.9 200 400 29.2%
Normal Survival 244.5 285.1 200 400 26.6%
Live Hatchout 70.0 233.5 < 50 50 25.0%
Normal Survival 183.1 241.9 100 200 26.5%
Live Hatchout 0.72 0.35
Normal Survival 0.35 0.23

Coefficients of Variation

NEBemb04 3/17/2011 Copper chloride

NEBemb05 3/18/2011 Copper chloride

NEBemb02 4/15/2010 Copper chloride

NEBemb03 4/15/2010 Copper chloride

Biological 
Endpoint

Point Estimates Control Comparisons

NEBemb01 3/19/2010 Copper chloride

Test Code Start 
Date

Reference 
Toxicant
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materials include reference toxicants, effluents, creosote leachate, and ambient water 
samples from the Cherry Point Reach. 
  



13 

Conclusions 
The ten year effort to develop and validate herring toxicity tests was successful.  We now have 
three herring toxicity tests that are well-established locally and have already had some limited 
regulatory use for monitoring effluents and assessing ballast water biocide toxicity.  However, 
the use of the herring toxicity tests for monitoring effluents is constrained by the availability of 
test organisms during spawning season.  Due to this constraint, the herring tests should only be 
used for screening effluents for toxicity to herring, and the full regulatory application should be 
reserved for the standard toxicity tests which are readily available all year.  Herring are a key 
regional species and screening for risks is important.  Testing of environmental samples is 
another very important need for the herring toxicity tests.  More details supporting the 
conclusions that the herring tests are both ready and needed are in the lists below. 
 
1. The herring tests are ready for use: 
 

• The herring tests have already established a track record of use for reference toxicant 
testing, effluent monitoring, testing environmental samples, evaluating ballast water 
biocides, examining creosote toxicity, assessing dinoflagellate toxicity, and comparing 
the embryo temperature tolerance of different West Coast herring stocks (See Appendix 
C.). 

• The three herring tests demonstrated the ability to detect differences in response of 40% 
or greater as statistically significant.  The overall PMSD averages for each test were 
lower than 30%.  Occasional PMSDs were above 40%, but our CETIS database shows 
that to also be the case for the standard EPA tests.  All of the labs individually 
demonstrated the ability to achieve PMSDs below 40% in most of their herring test 
results. 

• Only the 25% effect level point estimates produced an occasional CV over 60%.  CVs 
from the 50% effect level point estimates always met the less than 60% criterion.  This 
fact shows that much of the variability contributing to higher CVs comes from the point 
estimate calculation at the 25% effect level and not from test organism performance. 

• The only interlaboratory CV which failed for any of the endpoints from the three herring 
tests was the CV for the live hatch EC25s.  The live hatch EC50s and the EC25s for all of 
the other larval and embryo endpoints provided interlaboratory CVs below 60%. 

• The Nautilus Environmental lab in Fife successfully validated all three herring tests using 
all three reference toxicants.  The Shannon Point Marine Center successfully validated 
the herring embryo survival & development test using all three reference toxicants. 

• The herring tests can pass the validation criteria using all three reference toxicants.  
However, the use of only one reference toxicant is standard quality control for the 
established toxicity tests.  Copper chloride is a popular reference toxicant.  Potassium 
chloride and sodium dodecyl sulfate produced none of the CVs over 60%.  Lab 
evaluations based upon copper chloride results are adequate without potassium chloride 
and sodium dodecyl sulfate results.  It is also more economical to use one reference 
toxicant. 

• The Nautilus Environmental lab in Burnaby successfully validated the larval 7-day 
survival & growth test and the embryo survival & development test using copper 
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chloride.  The CVs for the survival & growth test were especially good (all less than 
30%).  The CVs for the embryo survival & development test were all less than 40% 
except for the live hatch EC25 which had a CV of 72%. 

• The New Fields lab in Port Gamble successfully validated the larval 7-day survival and 
growth test using copper chloride.  The CV for the biomass IC25 exceeded 60% but this 
was due to one test result and the CV for the biomass IC50 was well under 60%.  In 
addition, the NOEC – LOEC pairs were identical for three of the four tests and the 
remaining NOEC – LOEC pair was not much different.  The NOEC and LOEC are a 
better representation of regulatory decisions in this state than the IC25. 

• The Nautilus Environmental lab in Burnaby and the New Fields lab in Port Gamble can 
fill the gap from the closure of the Nautilus Environmental lab in Fife. 

• The interlaboratory evaluation showed a problem with the consistency of live hatch as 
measured by the 25% effect level point estimate.  In addition, the Nautilus Environmental 
lab in Burnaby had a CV over 60% for the live hatch EC25.  Live hatch results should be 
excluded from sensitive regulatory decisions until copper chloride reference toxicant 
testing has met the validation criterion of a CV less than or equal to 60%.  In addition to 
quality control plotting, the results of the last four routine copper chloride reference 
toxicant tests should have a CV for the live hatch EC25 that is less than 60% or only the 
normal survival results will be considered. 

 
2. The herring tests are needed: 
 

• WDFW has reported locations within the spawning grounds of the Quartermaster Harbor, 
Port Gamble, and Port Orchard/Madison herring stocks where eggs usually die soon after 
deposition.  The chemicals causing these mortalities remain unknown. 

• Dr. Richard Kocan and Dr. Paul Hershberger assessed Cherry Point spawning zone 
conditions by exposing herring embryos at 12 stations along the shoreline.  The 
percentages of abnormal larvae from these outplants were averaged for the 4 years (1990, 
1991, 1992, and 1998) of study.  See Table 8.  The average percent abnormal ranged 
from 54.3% at the worst station to 25.4% at the best station.  Stations that are adjacent 
along the shoreline tend to also be adjacent in the table when ranked by percent 
abnormal.  The probability that this pattern occurred due to chance alone is nearly 
5000:1.  The northern six stations had significantly (α = 0.05) better development than 
the southern six stations.  Even though the whole shoreline was once used, herring 
spawned during these years only near the northernmost stations.  Testing to determine 
cause and effect has not yet been done. 
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Table 8. Abnormality rates for herring  
outplants at Cherry Point in the 1990s 

 
 

• Herring early lifestages are sensitive to polycyclic aromatic hydrocarbons and to 
creosote.  The herring tests would be good for assessing whether cleanup of these or other 
materials is adequate. 

• Herring tests would be good for investigating the effects of harmful algal blooms, rising 
water temperatures, and increasing ocean acidification on fish early lifestages. 

  

location
stations 

numbered 
north to south

average 
% 

abnormal

s. of Al smelter pier 7 54.3
ravine 8 43.0
s. of oil refinery pier 10 40.8
n. of oil refinery pier 9 40.2
gravel pier 5 38.7
Neptune Beach 11 38.7
Sandy Point 12 35.1
n. of Al smelter pier 6 34.6
Viewpoint 2 30.8
n. of oil refinery pier 3 30.7
s. of oil refinery pier 4 27.8
Point Whitehorn 1 25.4
lab controls 29.4
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Appendix A. Glossary 
biomass – The mass of the surviving organisms at the end of the test divided by the number of 

organisms at the beginning of the test.  The biomass endpoint is contrasted with the 
weight endpoint which is the mass of surviving organisms at the end of the test divided 
by the number of organisms at the end of the test.  The biomass endpoint accounts for 
biomass loss due to death. 

CETIS (Comprehensive Environmental Toxicity Information System) – A database application 
produced by Tidepool Scientific Software (http://www.tidepool-scientific.com/) which 
includes the ability to perform a wide range of statistical analyses relevant for data from 
toxicity testing. 

coefficient of variation (CV) – The standard deviation divided by the mean.  The CV is used in 
this report as a measure of the variability of reference toxicant test results.  Reference 
toxicant test results should ideally be nearly equal because the tests are run under 
identical controlled conditions.  Higher CVs represent a higher “plus or minus factor” for 
the point estimates from the test results. 

concentration-response relationship – Toxicity tests are conducted using a series of increasing 
concentrations of the toxicant with the expectation that adverse effects will increase as 
the toxicant concentration increases.  Toxicity tests also include a nontoxic control to 
ensure that test organism performance meets minimum expectations and to use in 
statistical comparisons with the toxicant concentrations.  The accuracy of some statistical 
analyses, such as linear interpolation, are dependent on adverse effects increasing 
incrementally as the toxicant concentration increases.  Examination of the concentration-
response relationship is also important in understanding test results such as the NOEC 
and LOEC.  See Appendix B for examples of concentration-responses from this project. 

EC25 and EC50 – “EC” stands for effect concentration.  The EC25 is the toxicant concentration 
estimated to cause an adverse effect in 25% of the test organisms.  The EC50 is the 
toxicant concentration estimated to cause an adverse effect in 50% of the test organisms.  
The “EC” is the generic designation for a point estimate and can be used for the other 
point estimates (IC25, IC50, LC25, and LC50) as well. 

effect level – The degree of adverse effect in the test organisms relative to the control.  For 
example, the LC25 represents 25% mortality or 75% survival.  A biomass IC25 
represents a 25% reduction in biomass relative to the control. 

embryo – The earliest fish lifestage beginning with the first cell division after fertilization and 
continuing until hatch.  The embryo is sometimes called the egg, but an egg also includes 
yolk and other egg structures such as the chorion which are not a part of the embryo. 

larva – The lifestage beginning after the complete utilization of the yolk and the commencement 
of feeding until the larvae metamorphosis into juveniles.  Herring larvae are poor 
swimmers and generally drift like plankton.  Herring juveniles can swim against currents 
and go where they want to go. 

IC25 and IC50 – “IC” stands for inhibition concentration.  The IC25 is the toxicant 
concentration which inhibits biomass or weight by 25% relative to the control.  The IC50 
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is the toxicant concentration which inhibits biomass or weight by 50% relative to the 
control. 

LC25 and LC50 – “LC” stands for lethal concentration.  The LC25 is the toxicant concentration 
estimated to cause 25% mortality.  The LC50 is the toxicant concentration estimated to 
cause 50% mortality.  The LC25 and LC50 are the same as the EC25 and EC50 applied 
specifically to lethality. 

linear interpolation - An analysis whereby a curve is fit to nonquantal concentration-response 
data so that point estimates at specific effect levels can be made.  Although linear 
interpolation can be performed on quantal data, it is usually reserved for nonquantal 
weight and reproduction data.  In order to be accurate, linear interpolation depends on 
adverse effects increasing incrementally as the toxicant concentration increases.  
Incremental increases in adverse effects do not always happen especially when the lower 
toxicant concentrations are below the toxic threshold and either chance or toxicant 
stimulation (hormesis) increase test organism survival, growth, or reproduction relative to 
the control. 

linear regression – An analysis whereby an equation is fit to quantal concentration-response 
data using a model so that point estimates at specific effect levels can be made.  The 
specific linear regression analysis used in the context of this project fits data to the probit 
model.  If the data do not fit the model or if the concentration-response is too sharp (one 
or fewer partial responses), then linear regression will not run.  Linear regression is the 
preferred analysis for estimating 25% effect levels from quantal data. 

live hatch - The number of live herring after hatch divided by the number of eggs (embryos) at 
the beginning of the test. 

LOEC (lowest observed effects concentration) – The LOEC is the lowest concentration in a 
toxicity test which shows a statistically significant difference from the control. 

mean – The mean is the arithmetic average and is often just called the average.  For the purposes 
of this report, the mean is calculated by adding all of the measurements and dividing by 
the number of measurements. 

median effect level – The median effect level is the toxicant or sample concentration associated 
with a 50% effect on test organisms.  Because the median effect level is determined from 
the midpoint (median) of a concentration-response curve, it is the best single 
representative for the overall test result.  The median effect level has the highest precision 
of all effect levels and the narrowest confidence interval.  For these reasons, the median 
effect level is usually preferred in comparative toxicology. 

NOEC (no observed effects level) – The NOEC is the highest concentration in a toxicity test 
which does not show a statistically significant difference from the control.  The NOEC is 
by definition the next concentration below the LOEC in the concentration series. 

normal survival – The number of normal herring after hatch divided by the number of eggs 
(embryos) at the beginning of the test. 

Pacific herring (Clupea pallasi) – Pacific herring are a key forage fish species in the region.  
They are an important link in the food chain process for converting zooplankton biomass 
into the biomass of larger fish such as salmon.  From Stick et al, 2009: 



21 

 
Forage fishes in general, and herring specifically, are vital components of the marine ecosystem and are a 
valuable indicator of the overall health of the marine environment.  Many species of sea birds, marine 
mammals, and finfish, including lingcod (Ophiodon elongatus), chinook (Oncorhynchus tshawytscha) and 
coho (O. kisutch) salmon, depend on herring as an important prey item. 

 

PMSD (percent minimum significant difference) – Given the number of replicates used in a test 
and the variability in test organism response across those replicates, the PMSD is an 
estimate of the minimum difference needed between a test concentration and a control in 
order for that difference to be considered significantly different when subjected to a 
statistical comparison. 

point estimation – Using toxicity test data to estimate a toxicant concentration that would cause 
a specified effect level.  See EC25 and EC50, IC25 and IC50, LC25 and LC50, linear 
interpolation, linear regression, and Spearman-Kärber. 

prolarva – Another common term for this lifestage is yolk-sac larva.  These are larva which are 
still relying on the yolk sac for nourishment just after hatch and are relatively inactive.  The 96-
hour acute survival test is run using herring prolarva.  The lower activity and interaction with the 
environment can make prolarvae less sensitive to some toxicants. 

quantal and nonquantal data – Quantal results are derived by counting the number of 
organisms at the end of a test to get a number such as the number alive or the number normal 
which is then divided by the total number of organisms at the beginning of the test.  A quantal 
result can therefore only occur as a number between 0 and 1 inclusive.  Nonquantal results come 
from measuring a property of the test organisms such as weight or biomass and can be any 
number within the realm of possibility for the property being measured.  Because quantal 
numbers are bounded by 0 and 1 and nonquantal numbers are not, different analyses are 
sometimes required.  For example, linear regression and Spearman-Kärber only work with 
quantal data. 

Spearman-Kärber – A nonparametric procedure for estimating the median effect level (LC50 
or EC50) point estimate from quantal data.  Because it is a nonparametric procedure, Spearman-
Kärber will work with most toxicity test data showing a sufficiently large concentration-
response.  However, Spearman-Kärber only provides the 50% effect level. 
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Appendix B. Concentration-Response Relationships 
for Embryo and Larval Tests 

SPMCemb01 – 3/14/2002 – CuCl2 
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SPMCemb04 – 3/25/2003 – CuCl2 
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NEFemb01 – 3/4/2005 - CuCl2 

 
NEFemb02 – 3/18/2005 - CuCl2 

 
NEFemb03 – 5/4/2005 - CuCl2 
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NEBemb01 – 3/19/2010 - CuCl2 

 
NEBemb02 – 4/15/2010 - CuCl2 
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NEBemb05 – 3/18/2011 - CuCl2 
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SPMCemb05 – 1/29/2002 – KCl 

 
SPMCemb06 – 3/24/2003 – KCl 

 
SPMCemb07 – 3/24/2003 – KCl 

 
SPMCemb08 – 3/25/2003 – KCl 
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NEFemb05 – 3/4/2005 – KCl 

 
NEFemb06 – 3/18/2005 – KCl 

 

 
NEFemb07 – 5/4/2005 – KCl 

 
NEFemb08 – 5/13/2005 – KCl 
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SPMCemb09 – 3/13/2002 – SDS 

 
SPMCemb10 – 1/25/2003 – SDS 

 
 

SPMCemb11 – 2/5/2003 – SDS 

 
SPMCemb12 – 3/25/2003 – SDS 
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NEFemb09 – 3/4/2005 – SDS 

 
NEFemb10 – 3/18/2005 – SDS 

 
NEFemb11 – 5/4/2005 – SDS 

 
NEFemb12 – 5/13/2005 – SDS 
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NEFemb13 – 5/27/2005 – SDS 
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SPMCemb13 – 1/20/2005 - – % creosote saturated seawater 

 
SPMCemb14 – 1/29/2005 - % creosote saturated seawater (insufficient replication required Fisher’s Exact Test) 

 
SPMCemb15 – 3/5/2005 – % creosote saturated seawater 
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NEFemb14 – 5/17/2007 – Oil Refinery 1 Effluent  

   
NEFemb15 – 5/16/2007 – Oil Refinery 2 Effluent 

  
NEFemb16 – 5/16/2007 – Oil Refinery 4 Effluent 

  
NEFemb17 – 5/16/2007 – Aluminum Smelter Effluent 
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SPMCemb16 – 3/21/2005 – POTW effluent spiked with CuCl2, KCl, and SDS 

 
SPMCemb17 – 5/5/2005 – POTW effluent spiked with CuCl2, KCl, and SDS 

 
NEFemb18 – 5/4/2011 – POTW effluent (unmodified sample from a WWTP) 

  
NEFemb19 – 5/4/2011 – POTW effluent (unmodified sample from another WWTP) 
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SPMCemb18 – 5/15/2007 – Cherry Point Reach samples from 3 stations (odd # shallow; following even # deep) 

 
SPMCemb19 – 5/30/2007 – Cherry Point Reach samples from 3 stations (odd # shallow; following even # deep) 
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SPMClarv01 – 3/8/2010 – CuCl2 

   
SPMClarv02 – 4/6/2010 – CuCl2 

   
SPMClarv03 – 4/14/2010 – CuCl2 

   
SPMClarv04 – 2/9/2011 – CuCl2 
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NEFlarv01 – 4/5/2010 – CuCl2 

   
NEFlarv02 – 4/12/2010 – CuCl2 

   
NEFlarv03 – 5/17/2010 – CuCl2 

  
NEFlarv04 – 3/2/2011 – CuCl2 
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NEBlarv01 – 4/13/2010 – CuCl2 

   
NEBlarv02 – 4/13/2010 – CuCl2 

   
NEBlarv03 – 4/14/2010 – CuCl2 

   
NEBlarv04 – 4/14/2010 – CuCl2 
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NFlarv01 – 4/12/2010 – CuCl2 

     
NFlarv02 – 2/11/2011 – CuCl2 

     
NFlarv03 – 2/11/2011 – CuCl2 

     
NFlarv04 – 2/15/2011 – CuCl2 
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NEFlarv05 – 4/6/2010 – KCl 

 
NEFlarv06 – 4/13/2010 – KCl 

   
NEFlarv07 – 5/18/2010 – KCl 

   
NEFlarv08 – 5/18/2010 – KCl 
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NEFlarv09 – 4/14/2010 – SDS 

   
NEFlarv10 – 5/19/2010 – SDS 

   
NEFlarv11 – 5/19/2010 – SDS 

   
NEFlarv12 – 5/20/2010 – SDS 
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SPMClarv05 – 4/5/2007 – Oil Refinery 1 Effluent 

 
SPMClarv06 – 4/16/2007 – Oil Refinery 2 Effluent 

   
SPMClarv07 – 6/1/2007 – Oil Refinery 3 Effluent 

   
SPMClarv08 – 6/15/2007 – Oil Refinery 4 Effluent 
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SPMClarv09 – 5/16/2007 – Aluminum Smelter Effluent 

   
SPMClarv10 – 5/15/2007 – Cherry Point Reach samples from 3 stations (odd # shallow; following even # deep) 
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Appendix C. Embryo Temperature Tolerance 
Comparisons of West Coast Stocks 

Background 
Herring deposit eggs in shallow water and sometimes even in the intertidal zone.  Herring 
embryos can be exposed to heat through water, air, or sunlight.  The degree of heat exposure will 
vary between herring stocks depending on the latitude and time of year for spawning.  The 
Cherry Point herring spawn in late spring raising concern about the role warm temperatures 
might play in the decline in recruitment.  However, the Cherry Point herring may have acquired 
tolerance for the warm temperatures common during their spawning season.  It made sense to 
test the hypothesis that Cherry Point herring are more tolerant of heat than other regional herring 
by comparing the temperature tolerance of embryos from the stocks we receive for toxicity 
testing purposes from spawning grounds from San Francisco to Alaska. 
 
Given the variety of toxicity test species and protocols used routinely, commercial testing labs 
must be able to test on any given day at multiple test temperatures.  Since this was the case with 
the labs participating in herring toxicity test validation, we had a convenient opportunity to 
expose test chambers containing newly fertilized herring embryos to a series of temperatures and 
determine a temperature-response relationship.  If enough of these temperature-response 
relationships could be generated to perform statistics, then statistical analysis could reveal 
whether embryos from different herring stocks have varying tolerance for warm temperatures 
related to spawning location or timing.   
 
The temperature tolerance test method followed the same protocol (Dinnel et al, 2011) as for the 
herring embryo survival & development test except that replicates of four test chambers were 
held in separate incubators at 10°, 12°, 15°, 18°, and 20° C.  The labs successfully completed all 
tests except: 
 

• One of the Puget Sound tests had only 11% live hatch and 0% normal survival at 12° C 
and this is obvious in Figure 1 and Figure 2.  The lab reported that the test chambers from 
this test were subjected to constant vibration from an aeration pump in the 12° C 
incubator.  

• One Puget Sound test was conducted without 18° C so n= 1 for the mean at that 
temperature. 

• For similar reasons, the Strait of Georgia data has n = 2 for the means at 15° and 18° C. 
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Figure 2. Live Hatch Rate Responses to Five Temperatures 

 

  
Figure 3. Normal Survival Rate Responses to Five Temperatures 
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Results 
The threshold for embryo temperature response in Figure 2 and Figure 3 looks to be around 18° 
C for all stocks.  Below 18° C other influences seem to be affecting response and produce no 
consistent trends between temperatures or stocks.  However, most of the herring test results at 
18° C show reduced live hatch and all show reduced normal survival.  Comparisons of embryo 
responses at 18° and 20° C more clearly show differences in temperature tolerance between 
herring stocks.  Figure 4 and Figure 5 illustrate the differences in response between the five 
herring populations at just these two temperatures. 
 
 

 
Figure 4. Live Hatch Rate Responses at Two Highest Test 
Temperatures 

 

 
Figure 5. Normal Survival Rate Responses at Two Highest 
Test Temperatures 
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Table 9 shows the results of statistical comparisons of the temperature tolerance of Cherry Point 
herring embryos to those of the other four herring stocks.  Because of the low number of 
temperature tolerance tests for Cherry Point, Strait of Georgia, and Puget Sound,  statistical 
comparisons needed to be based upon the test organism responses in individual test chambers.  
There were four separate test chambers (replicates) run at each temperature in order to account 
for variability in test organism response.  The number of data points available for analysis is the 
number of temperature tolerance tests times four.  Table 9 shows the total number (N) of 
replicate responses used in each set of statistical comparisons. 
 
SPSS 14.0 provided the statistical analyses for the temperture data.  The Shapiro-Wilk test 
determined if datasets were normally distributed and the Levene test determined if the two 
datasets being compared had equal variances.  The choice of mean comparison calculation was 
based upon p < 0.01 as the cutoff for rejecting the null hypothesis that the data were normally 
distributed or had equal variances.  Because of the mix of results for the assumptions tests, Table 
9 provides 2-tailed probability (p) values for the nonparametric Mann-Whitney U test and for 
both equal and unequal variance t-tests.  Discussions below use p < 0.05 as the cutoff for 
rejecting the null hypothesis that temperature tolerance was not different. 
 
The results in Table 9 show: 
 

• For live hatch at 18° C, the Strait of Georgia (p = 0.0000003), Lynn Canal (p= 0.006), 
and Puget Sound (p = 0.03) herring were significantly different from Cherry Point.  The 
Cherry Point and San Francisco Bay herring difference was not significant with p = 0.18. 

• For normal survival at 18° C, the Strait of Georgia was significantly different (p < 
0.001) from Cherry Point.  The difference from Lynn Canal was not quite significant with 
p = 0.09.  The differences between the Cherry Point and San Francisco Bay herring (p = 
0.77) and Puget Sound herring (p = 0.45) were not significant. 

• For live hatch at 20° C, Cherry Point herring were significantly different from Lynn 
Canal (p < 0.001) and Puget Sound (p = 0.003).  The difference with the Strait of Georgia 
herring was not quite significant with p = 0.07.  The difference between the Cherry Point 
and San Francisco Bay herring was not significant with p = 0.47. 

• For normal survival at 20° C, the Cherry Point herring were significantly different from 
Lynn Canal (p = 0.04).  The Cherry Point herring were not quite significantly different 
from San Francisco Bay (p = 0.08) or Strait of Georgia (p = 0.08) herring.  The difference 
between the Cherry Point and Puget Sound herring was not significant with p = 0.44. 
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Table 9. Comparison of Cherry Point herring embryo temperature 
tolerance to other stocks 

 
 

Some of the p values from comparison of the means from Cherry Point and San Francisco Bay 
herring are quite large.  The comparison of normal survival at 18° C provided p = 0.77.  To 
refine the impression that a large p value represents similarity between these stocks, a one-
sample t-test was done of Cherry Point normal survival data versus the mean normal survival 
rate (0.48) at 18° C for San Francisco Bay.  The comparison yielded p = 0.75 allowing 
acceptance of the null hypothesis that Cherry Point normal survival at 18° C equals 0.480 (the 
mean normal survival rate for San Francisco Bay).  The null hypothesis that the Cherry Point 
herring response equaled the mean for another stock was also accepted for comparisons to San 
Francisco Bay live hatch at 20° C (p = 0.21) and Puget Sound normal survival at 18° C (p = 
0.28). 

Live Hatch at 18° Celsius Cherry 
Point

Lynn 
Canal

Puget 
Sound

San 
Francisco 

Bay

Strait of 
Georgia

N 8 16 4 16 8
mean 0.746 0.428 0.510 0.598 0.116
Shapiro-Wilk test for normality 0.958 0.114 0.519 0.236 0.033
Levene test for equal variance 0.047 0.316 0.020 0.550
Mann-Whitney U 0.017 0.027 0.244 0.001
equal variance t-test 0.006 0.029 0.177 0.0000003
unequal variance t-test 0.001 0.077 0.096 0.001

Live Hatch at 20° Celsius Cherry 
Point

Lynn 
Canal

Puget 
Sound

San 
Francisco 

Bay

Strait of 
Georgia

N 8 16 8 16 12
mean 0.144 0.009 0.010 0.203 0.055
Shapiro-Wilk test for normality 0.107 0.000 0.000 0.017 0.003
Levene test for equal variance 0.000 0.000 0.023 0.019
Mann-Whitney U 0.000 0.003 0.733 0.072
equal variance t-test 0.0002 0.008 0.465 0.053
unequal variance t-test 0.016 0.016 0.387 0.090

Normal Survival                 
at 18° Celsius

Cherry 
Point

Lynn 
Canal

Puget 
Sound

San 
Francisco 

Bay

Strait of 
Georgia

N 8 16 4 16 8
mean 0.511 0.306 0.400 0.480 0.018
Shapiro-Wilk test for normality 0.063 0.025 0.734 0.447 0.000
Levene test for equal variance 0.923 0.022 0.400 0.000
Mann-Whitney U 0.084 0.392 0.668 0.000
equal variance t-test 0.090 0.450 0.771 0.0009
unequal variance t-test 0.097 0.339 0.782 0.001

Normal Survival                 
at 20° Celsius

Cherry 
Point

Lynn 
Canal

Puget 
Sound

San 
Francisco 

Bay

Strait of 
Georgia

N 8 16 8 16 12
mean 0.013 0.000 0.005 0.066 0.000
Shapiro-Wilk test for normality 0.000 NC 0.000 0.004 NC
Levene test for equal variance 0.000 0.093 0.014 0.000
Mann-Whitney U 0.041 0.440 0.082 0.075
equal variance t-test 0.038 0.447 0.083 0.074
unequal variance t-test 0.170 0.450 0.024 0.170

Probability (2-tailed p) Values Involved in Comparisons of 
Cherry Point Herring Temperature Tolerance to other Stocks
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San Francisco Bay and Lynn Canal both have four temperature tolerance test results and provide 
a good opportunity for statistical comparisons of point estimates derived from the responses at all 
temperatures for each test.  Test organism responses at a series of temperatures are the same 
mathematically as test organism responses at a series of chemical concentrations.  Median effect 
levels such as the LC50 are the standard metric in toxicology for comparing the toxicity of 
different chemicals or the sensitivity of different species.  CETIS was used to calculate median 
effect level point estimates using herring embryo responses at all five test temperatures.  
Spearman-Kärber provided point estimates for the median live hatch effect level and linear 
regression (probit model) provided point estimates for the median effect level for normal 
survival.  These point estimates allowed additional statistical comparisons of the difference in 
response between stocks using data from all of the test temperatures. 
 
Because they are the southernmost and northernmost herring stocks in the study, the data from 
the San Francisco Bay and Lynn Canal herring stocks also provide an opportunity to test the 
hypothesis that herring embryos from southern stocks have greater tolerance for warm 
temperatures.  Table 10 presents 1-tailed probability (p) values to test this hypothesis.  Table 10 
also contains comparison results for replicate responses at 18° and 20° C similar to Table 9 of 
comparisons of Cherry Point to the other stocks. 
 
The Shapiro-Wilk test determined if datasets were normally distributed and the Levene test 
determined if the two datasets being compared had equal variances.  The choice of mean 
comparison calculation was based upon p < 0.01 as the cutoff for rejecting the null hypothesis 
that the data were normally distributed or had equal variances.  Because of the mix of results for 
these assumptions tests, Table 10 provides 1-tailed probability (p) values for the nonparametric 
Mann-Whitney U test and for both the equal and unequal variance t-tests.  The discussion below 
uses p < 0.05 as the cutoff for rejecting the null hypothesis that temperature tolerance was not 
different between San Francisco Bay and Lynn Canal.   
 
Table 10 uses the “EL50” for median effect levels for herring temperature responses because the 
“ET50” is standard toxicological nomenclature for responses related to time.  The results in 
Table 10 show: 
 

• Comparisons of live hatch (p = 0.048) and normal survival (p = 0.03) show San Francisco 
Bay herring to be significantly more tolerant of embryo exposure to 18° C than Lynn 
Canal herring. 

• Comparisons of live hatch (p = 0.0005) and normal survival (p = 0.0005) show San 
Francisco Bay herring to be significantly more tolerant of embryo exposure to 20° C than 
Lynn Canal. 

• The median effect temperature for live hatch from San Francisco Bay herring was 
significantly higher (p = 0.014) than the median effect temperature for Lynn Canal.  The 
difference between median effect temperatures for normal survival was almost significant 
with p = 0.0505.  
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Table 10. Comparison of San Francisco Bay to Lynn Canal herring embryo 
temperature tolerance 

 
 
Figure 6 (live hatch) and Figure 7 (normal survival) illustrate the comparisons of median 
effect temperature estimates. 

 
Figure 6. Comparison of Live Hatch Median Effect  
Levels for San Francisco Bay and Lynn Canal 

 

 
Figure 7. Comparison of Normal Survival Median 
Effect Levels for San Francisco Bay and Lynn Canal 

EL50 18° C 20° C EL50 18° C 20° C
N 4 16 16 4 16 16
San Francisco Bay mean 19.5° C 0.598 0.203 18.6° C 0.480 0.066
Lynn Canal mean 17.2° C 0.428 0.009 16.8° C 0.306 0.000
Shapiro-Wilk test - San Francisco Bay 0.360 0.236 0.017 0.060 0.447 0.004
Shapiro-Wilk test - Lynn Canal 0.107 0.114 0.000 0.171 0.025 NC
Levene test for equal variance 0.007 0.783 0.000 0.000 0.388 0.000
Mann-Whitney U 0.0105 0.068 0.0005 0.0105 0.027 0.0005
equal variance t-test 0.0085 0.048 0.0005 0.032 0.0305 0.0015
unequal variance t-test 0.014 0.048 0.001 0.0505 0.0305 0.0025

Live Hatch Normal SurvivalAssumptions tests are 2-tailed and 
comparison of means tests are 1-tailed.
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Conclusions 
The comparison of San Francisco Bay herring temperature tolerance to Lynn Canal demonstrates 
the utility of the approach when at least four test results are available.  As hypothesized, the San 
Francisco Bay herring embryos were significantly more tolerant of higher water temperature than 
Lynn Canal based upon comparisons of live hatch and normal survival measurements at two 
temperatures.  Comparisons of the median effect levels for live hatch showed a significant 
difference that accounted for responses at all five test temperatures.  The difference in normal 
survival median effect level was close to significant. 
 
Statistical comparisons showed Cherry Point herring to have significant differences from Lynn 
Canal and Strait of Georgia herring in embryo live hatch and normal survival response at 18° and 
20° C.  Cherry Point herring were significantly different from Puget Sound for live hatch, but 
demonstrated some similarity for normal survival.  The San Francisco Bay and Cherry Point 
herring embryo results did not demonstrate statistically significant differences in any of the 
comparisons.  Statistics found the hypotheses acceptable that Cherry Point response for normal 
survival at 18° C and live hatch at 20 C equaled the mean responses for San Francisco Bay.  This 
relationship is as predicted given the late spring spawning of the Cherry Point herring and 
distance south for the San Francisco Bay spawning grounds. 
 
More temperature tolerance testing is needed.  All of the stocks involved in this study should be 
brought up to a minimum of four tests a piece.  In addition, it is important to determine whether 
the differences seen in temperature tolerance are due to genetics or to environmental 
conditioning.  The information may prove to be a key consideration for resource management in 
a changing climate. 
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Author’s Note & Data Limitations 
This report examines the coal leasing fair market value appraisal program of the United States Department of 
Interior Bureau of Land Management (BLM). The BLM’s practice of withholding information related to its fair 
market appraisal process has hindered the preparation of this report. In its policy handbook, the BLM states 
that such information is available to the public and the agency is committed to external review of its appraisal 
process.  However, this study provides evidence that the opposite is true. Contrary to its stated protocols, the 
agency actively denies public information requests. Furthermore, there has been no robust programmatic or 
public external review of the coal leasing program for almost 30 years. 
 
Despite this limitation, the author believes that commentary on this topic is possible based upon the 
information that is currently available on the public record. The author is aware of the risks to sound 
methodology, measurement of coal price and reserve valuations that come because BLM has not made the 
data publicly available. In this instance the data are available and are being withheld. The methods and 
conclusions contained in this report, particularly the quantitative calculations of revenue losses, would be 
significantly improved with access to the actual fair market appraisals and supporting documentation.  
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EXECUTIVE SUMMARY 

 
Rapidly changing market forces are driving a profound transformation of the Powder River Basin 
(PRB), which contains the United States’ largest remaining coal reserve. Historically less significant 
than the country’s other coal producing regions, the PRB has increased in national—and even 
global—significance in the last 40 years. Located in southeastern Montana and northeastern 
Wyoming, the PRB currently produces 44 percent of the nation’s coal. The Department of Interior 
(DOI), through its agency the Bureau of Land Management (BLM), is responsible for the sale of PRB 
coal.  Given that the United States owns almost all the coal in the region, the U.S. government holds 
an effective monopoly of western coal. As a result, government policies—or more precisely those of 
the DOI—are extremely influential and shape annual coal production levels and the market price of 
coal.  
 
The BLM has a legal obligation to the American public to secure a fair market value for coal on 
public land. Historically the agency has sold PRB coal for below fair market value and continues to 
fail the public to this day. As a result of policy choices and an inherently subjective and flawed fair 
market value appraisal process—the problems of which are exacerbated by the agency’s failure to 
consider changing market dynamics—the U.S. Treasury has lost approximately $28.9 billion in 
revenue throughout the last 30 years. Despite past political scandals and promises of programmatic 
reform, neither the DOI nor the BLM coal leasing activities have been audited or the subject of any 
major publicly available, external review regarding the sale of PRB coal for almost thirty years. As 
applied by the federal government in the case of federal coal leasing, the term “fair market value” 
rings hollow. 
 

The 1982 Powder River Basin Lease Sales 
BLM leases coal tracts to private producers in a tightly controlled and mostly secretive process.  
After the BLM and the coal industry select parcels to mine, the agency establishes a fair market 
price for the coal tract that is held strictly confidential. The parcels are offered at a competitive 
auction, and the highest bidder that exceeds the confidential price is then awarded the mining lease.  
Most coal tracts sell for hundreds of millions of dollars and typically generate at least 20 years of 
revenue for federal and state governments, which splits the revenue 50/50. If the BLM fails to set 
the price at fair market value—or, in other words, if it sets the price too low—both federal and state 
governments lose revenue.  
 
The government has historically lost revenue as a result of the flawed fair market value process.  
The issue of lost revenue in the federal coal leasing program was most clearly brought into the 
public consciousness in the mid-1980s. Following a period of intense program review and redesign, 
the agency lifted a 10 year federal moratorium on coal sales and placed 1.6 billion tons of PRB coal 
for sale in 1982. Surrounded by criticisms of leaked information, botched policies, and abrupt 
program changes, the sale quickly devolved into scandal. A Congressional committee, the General 
Accounting Office (GAO), and the congressionally chartered Linowes Commission reviewed the 
sales and determined that the agency had effectively ignored its own appraisals and sold the coal at 
below fair market value.   
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According to GAO, DOI’s internal checks, which were designed to ensure the receipt of fair market 
value, all failed. The one external check on the system, the failsafe on which the program relied—
competition among coal producers—also failed. As the studies showed, there was a severely limited 
number of bidders on each of the 11 tracts offered for sale in 1982. In the end, the federal 
government lost $100 million in revenue. The agency originally denied that it sold coal tracts below 
fair market value. Over time, however, DOI has taken credit for this action, claiming it wanted to 
provide domestic utilities with low-priced coal. 
 

Lack of Oversight 
Although the DOI implemented reforms in the wake of the scandal—particularly those designed to 
increase external review and enhance the transparency of the bidding process—neither Congress 
nor any independent entity has conducted an evaluation of the program in nearly 30 years. This 
lack of reporting is in sharp contrast to the years prior to the scandal when the GAO and other 
public interest research created a healthy body of literature for decision makers and the public. 
Moreover, there has been no follow up to any of the audits or studies conducted after the 
controversial 1982 sales. The last on-point review that covered the major issues related to fair 
market value was a 1983 GAO audit.   
 
Making matters worse, the DOI disbanded a resource available to help the BLM manage this 
process. In 1990 the agency decertified the PRB as a coal production region.  The designation would 
have required BLM to plan and monitor coal production in the region according to a systematic, 
rational management process.  The DOI justified its decision to decertify the region by claiming 
there was no interest in coal mining in the PRB at the time. Immediately after announcing the 
decertification, however, the BLM was flooded with applications for new coal leases. Although the 
BLM continues to deny that the PRB is a coal production region, the country’s largest remaining 
coal reserve produces 47 percent of the coal used to generate electricity.  
 
Recently, Congressman Edward Markey, the ranking Democrat of the House Committee on Natural 
Resources, requested a GAO review of the federal coal leasing program. Concerned about rising 
levels of exports, the flawed fair market valuation process, and the fact that the program hasn’t 
been evaluated in 30 years, Markey made the request in order to provide Congress with the most 
up to date and relevant information and analysis on the topic. The BLM, which has built a wall of 
resistance to oversight, was hostile to the request.  
 

Loss of Revenue 
The U.S. Treasury lost $100 million as a result of the 1982 lease sales. As this report demonstrates, 
an analysis of all of the lease sales and royalty payments since that time shows that the U. S. 
Treasury lost out on an additional $28.9 billion, adjusted to 2011 dollars. (To determine this figure, 
the author applied the adjustment used by the GAO in 1983 audit to calculate the actual fair market 
value for each lease sale since 1982. After determining the difference between the BLM’s fair 
market value and the accurate value, the author then calculated the sum of all bonus payments and 
royalties.) As this analysis demonstrates, reduced competition and an appraisal process skewed 
toward low coal prices result in this revenue loss.  
 
The current lease program allows coal producers to set the terms for the mining, distribution and 
pricing of coal.  Theoretically, the bid process should stimulate competition among coal producers 
and this competition should then drive up prices to a market level. Competition is meant to both 
augment the valuation and serve as an independent check on BLM’s coal appraisals. But without 
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competition, the appraisal process is inherently flawed. Since 1991, the BLM has issued 26 coal 
leases; of these, only four have had more than one bidder. (And these leases had only two bidders 
each.) It is well known among industry officials, that the BLM’s common practice is to allow lease 
applicants to designate coal tracts in a manner that inhibits competition. Thus, competition 
between coal producers in the PRB is virtually nonexistent. 
 
The U.S. Treasury also loses revenue because the fair market value appraisal process itself is largely 
skewed in favor of lower coal prices. More than simply selling coal inappropriately, the 1982 sales 
essentially flooded the market with low cost coal, and that has had ramifications to this day for U.S. 
coal markets. The response by the stock market and coal analysts to recent lease awards reveals 
that the BLM is still selling coal below market value. The sale price of a lease awarded in 2011 to 
Cloud Peak Energy, a PRB coal producer, was so much lower than expected that the stock market—
instantly recognizing the bargain—revalued the company and raised Cloud Peak’s stock price that 
same day. When two additional auctions were held six weeks later, despite flaws in those processes, 
coal of lower quality than that in the Cloud Peak sale was sold for the highest price in the history of 
the program. BLM’s recent acceptance of Peabody Energy’s bid on the South Porcupine lease led 
one industry review of the proceeding to declare “looks like a bargain” when compared with other 
recent sales. 
 
 
Ignoring Larger Market Forces 
The skewed appraisal process is revealed most clearly by the limited explanation given by the BLM 
in its Records of Decision (RODs), the agency’s formal justification for a lease transaction. These 
justifications fail to address the fundamental market challenges facing the BLM and the nation 
regarding the current and future use, as well as the price of coal.  Today, market dynamics—such as 
the depletion of Central Appalachian coal reserves and low natural gas prices, which are edging out 
coal—are placing upward pressure on long-term PRB coal prices. In addition, the BLM fails to 
consider recent studies that call into question current coal reserves estimates. A recent report by 
the US Geological Survey raises questions about the long-term accessibility of affordable coal in the 
PRB. However, the BLM does not recognize any of these significant market forces in its RODs. 
 
Perhaps the most alarming aspect of the BLM’s flawed appraisal process in the current market is 
the Bureau’s silence on the topic of coal exports. Although producers will continue to mine coal for 
U.S. domestic electricity generation, the most significant revenue generators (and the source of 
future share value) for these companies are export sales. Today every coal producer in the PRB 
region has announced expanded export scenarios. To improve their bottom line—particularly given 
the uncertainty of U.S. coal markets—coal producers are investing in port activity across the United 
States to increase export potential and improve revenues and profits.  One recent study places the 
export potential of U.S. coal producers at 500 million tons per year, half of the nation’s typical 
annual production. As more U.S. coal is exported, it is likely that upward pressure on coal prices will 
also raise the price of electricity generated by coal. When it conducts its leasing activity, BLM is 
neither accounting for these trends nor facilitating discussion regarding the implications of selling 
one of the nation’s last remaining coal reserves to foreign markets.  
 

Recommendations  
The Powder River Basin is undergoing a rapid and profound transformation, one likely to come at a 
significant cost to both U.S. taxpayers and ratepayers. The concerns associated with the BLM’s 
federal coal leasing program—lack of oversight and accountability, loss of revenue, failure to 
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consider changing market dynamics—warrant robust oversight. To address these issues, the author 
calls for the following, immediate actions: 
 

1. The Department of the Interior should implement an immediate moratorium on the 
sale of federal coal leases in the Powder River Basin. 
 
The current lease program is purportedly designed to provide coal supplies for U.S. 
electricity generation at a fair market value.  The DOI’s real rationale for the sale of below 
market value PRB coal was to provide cheap coal for cheap electricity.  Although the 
demand driver for expanded coal production was once domestic electricity generation, this 
is no longer the case. While the region will continue to provide coal to meet domestic 
energy needs, over the long-term, as PRB coal becomes more expensive, the primary 
revenue driver for coal producers will be export sales. Today, the demand for new PRB 
lease applications and coal reserves is driven by coal producers responding to international 
supply and demand price signals in global markets, not to meet the need of the nation for 
electricity. This is modern day coal producer speculation, a practice that has been a concern 
of both Congress and presidents going back to Theodore Roosevelt. An immediate 
moratorium is necessary because the actions of these coal producers have clear 
implications for the U.S. economy and its environment, as well as the electricity grid and 
political system. In the history of the coal lease program, policy makers have implemented 
moratoriums when far fewer challenges faced the program.  
 

2. The Department of Interior should re-instate the PRB as a Coal Production Region. 
 
The BLM’s Records of Decision (ROD) reflect the fact that the BLM is only paying attention 
to low-level microeconomic issues when selling coal. This fundamental failure reflects the 
inadequacy of an agency with neither a publicly accountable, regularized system of 
monitoring and analyzing coal markets nor the information necessary to grapple with the 
globalization of PRB coal.  There are no publicly available documents or studies that reflect 
the multiplicity of issues that face the agency in this time of dramatic change. The claim, for 
example, in the RODs that use of coal for domestic electricity protects national security 
when coal producers will actually export increasing amounts of coal to Asia borders on the 
Kafkaesque. Redesignating the PRB and other areas as coal production regions will assist 
the BLM address these broader economic issues.  
 

3. Congress must conduct a fundamental review of the federal coal leasing program, 
beginning with an evaluation of the use of U.S. coal assets. 
 
Eighty percent of the coal in the PRB belongs to the U.S. government, granting the federal 
government an effective monopoly on western coal. The effective monopoly has 
ramifications for coal production throughout the country. Given that this resource is a 
public asset, coupled with the fact that there are significant economic, environmental, and 
foreign policy dimensions to this issue, a thorough review of the program is warranted. The 
failure of Congress to publicly address the coal leasing issue, despite rising production and 
revenue growth is a significant lapse that is only now being recognized. Critical to the 
debate are the following questions: What, for the foreseeable future, will be the primary use 
of PRB coal? Who will be its primary beneficiaries? What are the future prospects for coal 
use in America?  
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In addition to these primary recommendations, the author also suggests the following: 
 
The General Accounting Office should conduct an audit, or series of audits, of the Bureau of 
Land Management’s federal coal leasing program. From the early 1970’s through 1983 the GAO 
produced over 20 policy driven audits of the coal lease program. The BLM’s federal coal leasing 
program has not been the subject of an independent review in nearly 30 years. Although the GAO 
reviewed the program in 1983, it has never conducted an audit of the program since issuing its 
original report (a 1994 audit of a specific lease problem provided some additional insights but was 
not an on-point audit of the full program). Recently, as a result of changing market conditions, 
Representative Edward Markey requested an audit of the program in order to provide Congress 
with up-to-date analysis and information. The BLM responded in a hostile manner. The fair market 
value lease program—which is shrouded in secrecy on the grounds of protecting the federal 
government and third party interests—warrants investigation.  
 
The Department of Interior’s Office of the Inspector General should conduct oversight 
activities regarding the Bureau of Land Management’s interactions with coal producers. 
During the 1982 scandal, a federal investigation discovered that DOI staff leaked confidential 
pricing information to coal industry representatives. In the wake of the scandal, both the Linowes 
Commission and the GAO Office acknowledged the need for more oversight of the BLM’s dealings 
with the industry to avoid potential conflicts of interest.  
 
An independent entity should evaluate the Bureau of Land Management’s coal leasing 
program, with specific attention paid to fair market valuation. Throughout the past 30 years, 
there has been a lack of public oversight of the federal coal leasing program. The lack of oversight, 
accountability, and transparency continues today. The BLM policy requires public inspection and 
external review to ensure program integrity, particularly those aspects of the process that are 
protected by the BLM’s confidentiality claims. However, the external review process has not 
occurred.  Given the scandal that ensued after the 1982 lease sales—and the promise of reform that 
never materialized—it is readily apparent that a new entity, independent of the current oversight 
bodies, must be created in order to provide adequate oversight. This organization, which could be 
patterned on the Independent Private Sector Inspector General, could provide an external review of 
the program and ensure public inspection.  The entity, which should remain in existence for at least 
10 years, should regularly report to the president, Congress, and the public. 
 

Conclusion 
The BLM’s process for valuing and selling federal coal in the Powder River Basin in essence created 
a de facto energy policy for the nation. The significant volume of coal that flooded the market after 
the 1982 sales, coupled with thirty years of anti-competitive program practices, drove the price of 
coal down for more than two decades, making coal artificially cheap. As this report shows, a 
continued failure to correct the BLM’s flawed process and lax oversight exposes both federal and 
state governments to a significant loss of revenue.  
 
In today’s rapidly changing environment, the business consensus that produced BLM’s practice of 
selling coal below its fair market value is unraveling.  Coal producers, now faced with a changing 
market, a host of potential regulatory conditions, and far more lucrative opportunities in the export 
arena, will be raising the price of PRB coal, and the nation’s coal in general, to support their own 
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needs. The long-term price outlook for PRB coal is upward and volatile.  The long-term supply 
outlook for PRB coal is aggressive and global, not domestic.  
 
The BLM is poorly prepared to handle these issues. The coal industry, which has a track record of 
limited transparency, has enjoyed a long history as a protected political class. Unfortunately, BLM 
has adopted this same culture of insularity.  Given future mining projections—12 billion tons by 
2035—it is time for Congress to reevaluate the program. The last public discussion regarding the 
agency’s mission and program was nearly 30 years ago. The stakes are much higher now.  
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PART I: INTRODUCTION  
 
The Powder River Basin is the largest coal-producing region in the country and contains one of the 
most significant coal deposits in the world. The size of the nation’s federal coal holdings—
approximately one-third of the country’s total reserves—has effectively granted the U.S 
government monopoly control of the coal industry in the West.  Today, those holdings have 
ramifications for the supply and price of coal throughout the United States. The debate regarding 
how the government should manage these coal resources—and particularly how they should be 
valued—has challenged numerous American presidents, policy makers, and public land managers 
since the 1800s. Today, the Bureau of Land Management (BLM) of the Department of the Interior 
(DOI) is charged with managing these public lands for the benefit of future generations, while 
simultaneously ensuring that the nation’s coal is sold at fair market value.  
 
According to federal law, the BLM cannot accept less than fair market value for the sale of a federal 
coal lease.1  Fair market value is defined as the amount of cash, or terms reasonably equivalent to 
cash, for which a willing knowledgeable seller can sell property to a knowledgeable purchaser who 
is willing, but not obligated, to buy.  Prior to a sale the BLM prepares an estimate of the fair market 
value of the coal lease in accordance with standard appraisal methods. This fair market appraisal, 
or the estimated value of the coal, essentially acts as the BLM’s benchmark price—a guidepost 
against which bids are measured to ensure the agency complies with federal law. As agency 
officials, land managers, and elected officials have discovered, this appraisal process is complex, 
inherently flawed, and ultimately based on subjective judgments. 
 
Congress and policy makers have struggled to design a robust program and accurately appraise 
these coal-rich, public lands at fair market value. Since the turn of the 20th century, three separate 
leasing moratoriums have been adopted. Given the significance of the fair market value 
assessment—and its role as a policy tool that enables the U.S. government to act as a price leader 
and set the price direction of PRB coal—these moratoriums provided policy makers with timely 
and important opportunities to evaluate the program. Despite substantial review and attempts at 
reform, the U.S. government has historically failed in its fiduciary responsibilities, more often than 
not selling its coal at below market value.  
 
Since the controversial 1982 lease sale of 1.6 billion tons of PRB coal, and the adoption of reforms 
in the immediate wake of the scandal no government entity has conducted public oversight of the 
program.  In fact, actions by the BLM—most notably the 1990 decision to decertify the PRB as a coal 
production region—have only exacerbated the problem. As a result of decertification, the agency 
quietly streamlined the lease sale process and turned over additional control to industry. Since 
1982, production in the region has soared. A review of the record reveals that the U.S. Treasury has 
lost roughly $28.9 billion in revenue. As a result of today’s rapidly changing global coal markets—
particularly the draw of lucrative export opportunities—coal producers expect to mine an addition 
12 billion tons by 2035. Given the historical record, it’s likely that the U.S. taxpayer will continue to 
lose. 
 
About the Report 
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The federal coal leasing program’s historic, fundamental problems are exacerbated in today’s 
marketplace. The inherently flawed fair market value appraisal process, coupled with 
decertification and the region’s increasing rates of production, encouraged this analysis of BLM’s 
program. The purpose of this study is threefold: (1) to use publicly available evidence to assess 
whether BLM has historically met the fair market value standard for the lease sale of federal coal; 
(2) to shine a light on the government’s lack of oversight and accountability; and (3) to assess how 
the nation’s coal supply, its markets, and the government are responding to the current challenge.  
 
Organized in four parts, this analysis: 
 

 Describes the historical context and examines the controversial PRB lease of 1982 as a case 
study (Part I); 

 
 Examines the policy of decertification, the BLM’s current methodology of fair market 

valuation, and estimates the loss of revenue to the U.S. Treasury from the flawed process 
(Part II);  

 
 Examines the changing nature of coal markets and coal producers in the region to 

demonstrate that the BLM is failing to take important major market dynamics into 
consideration (Part III); and finally 

 
 Presents both immediate and more long-term policy changes to address the problem (Part 

IV). 
 
 
Based solely on information that is available in the public record, this analysis is intended to spark a 
much needed and long-overdue conversation about the BLM’s federal coal leasing program.  
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Historical Background 
A historical look at the federal coal leasing program reveals a program fraught with controversy. 
Since the early 1900s, policy makers have struggled to design a robust and fair process to value and 
sell the nation’s coal resources, while promoting environmental stewardship and protecting the 
social and economic concerns of local communities. These issues, coupled with concerns about 
speculation and the control of the industry by a few large interests, have dominated the debate 
since the program’s inception. All of these issues were brought most clearly into the public 
consciousness in the 1980s, with the controversial sale of 1.6 billion tons of Powder River Basin 
coal.  
 
Since the 1970s, when the DOI addressed these concerns it ultimately imposed three separate 
moratoriums in order to adopt new reforms. Contrary to current industry opinion, these necessary 
and timely moratoriums provided both policy makers and agency officials with an opportunity to 
review and reform the program. Given modern-day concerns related to the program, a review of 
the historical record is relevant for policy makers today. Although DOI continues to grapple with 
the same policy issues it faced 30 years ago, today’s rapidly changing and increasingly complex 
markets make the task much more difficult.  

EARLY MANAGEMENT 
During the late 19th century, Congress passed a series of laws to address the management of federal 
coal resources. Reflecting the growing concern that federal lands with significant amounts of coal 
were much more valuable than lands without, the 1864 Pacific Railroad Act allowed lands with coal 
to be sold at a higher price. This law eventually gave way to the 1873 Coal Lands Act, which 
established a minimum price for lands with coal relative to the distance from a railroad, as most of 
the coal during this period was used by railroads to power steam locomotives. Often these laws 
proved problematic, as the lines between lands with coal and those without were not easily defined. 
As a result, these land laws were often ignored and the government typically did not receive the full 
value for lands with coal. 2 
 
The abuses of the Coal Lands Act eventually came to light under the Theodore Roosevelt 
Administration. Concerns regarding the management of this public asset led Roosevelt to withdraw 
66 million acres of federal coal lands from the program to prevent their sale to the private sector, 
enacting the first moratorium. The influence of the conservationist movement, whose principles 
Roosevelt championed, was readily apparent at this time. Roosevelt argued, “The nation should 
retain its full title to its fuel resources, and its right to supervise their development in the interest of 
the public as a whole.”3 Although Roosevelt proposed a federal coal leasing system during his 
administration, a stalemate ultimately ensued and the Coal Lands Act governed federal coal sales 
until 1920.  

THE 1920 MINERAL LEASING ACT 
The enactment of the Mineral Leasing Act (MLA) in 1920 broke the policy stalemate and created a 
leasing system for federal coal, oil and gas.4  The Act prevented the government from mining coal 
outright and provided for the federal government to contract with private coal producers for the 
extraction and sale of coal from federal lands. In essence, the MLA gave the DOI the authority to 
control almost every aspect of the development of federal coal. Control of this process—along with 
the fact that the government owned almost all of the coal in the PRB—effectively gave the federal 
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government monopoly control of the emerging coal industry in the West.5 By 1920, the basic 
financial relationship between the government and coal producers was established.  

 
Beginning in the 1960s, interest in western federal coal increased sharply until a significant amount 
of coal was under lease by the decade’s end. Despite the large amount of acreage leased, very little 
coal was actually mined as companies often held leases for speculative reasons.6 In addition to 
these concerns, the program’s critics also charged that far too much coal was leased during this 
period for much lower prices than the government should have received.7 By 1971, DOI had 
become concerned about a variety of factors relating to the federal coal leasing program, including 
the importance of federal coal in the West, the large amounts under lease, and the fact that top DOI 
officials had paid little attention to the program during the period of rapid expansion in the 1960s.  
As concerns regarding the program’s management reached a critical point, the DOI informally 
suspended coal leasing, implementing the nation’s second leasing moratorium in May 1971.8  Two 
years later, then-Interior Secretary Rogers Morton announced that BLM9 would undertake the 
responsibility of developing a new federal coal-leasing program.10  

NEW FEDERAL COAL LEASING PROGRAMS 
During this period, a major social transformation was occurring across the country with the birth of 
the modern-day environmental movement and the emergence of a “no growth” movement 
concerned with increasing development pressures.11 According to these critics, federal coal 
production threatened the West—which contained the country’s few remaining pristine and 
sparsely populated areas. Against this backdrop, the coal industry projected a strong demand for 
western coal to meet the growing need for electricity and argued for large-scale coal mining.  
 
The problems faced by the lease program were eventually outlined in a report to Congress in 
1975.12 The study documented a list of program and policy concerns, many of which remain 
relevant today. The most critical issues addressed included:  
 

 the definition, enforcement, and practical application of provisions related to coal producer 
speculation (i.e., gaining and holding lease rights without plans for or actual mining taking 
place);  

 the domination of coal mining by a few large owners;   
 the inability of the federal government to receive fair value from the coal lease sales (given 

that at the time, competition was limited and royalty rates had not been adjusted to keep 
pace with economic changes.);  

 the failure of the DOI to take its role of environmental protection seriously;  
 the inadequate attention paid to social and economic impacts of new mining activity on host 

states and local communities; and  
 the lack of an independent source of information, regarding aspects of coal production, for 

Congress. (an especially urgent issue, given plans for intensified mining in the Powder River 
Basin.) 

 
To address these issues, Congress passed the Federal Coal Leasing Amendments Act (FCLAA) in 
1976. FCLAA required a fair return to the public for federal coal resources and imposed diligent 
development requirements - meaning that the development or production of a coal tract must 
occur within a certain period after the lease sale. This requirement was created to address concerns 
driven by the history of coal producer speculation and market manipulation. Specifically, the 
legislation: established a 12.5 percent royalty payment rate;13 increased a state’s share of bonus, 
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royalty and rent revenues from 37.5 to 50 percent; and directed the government to ensure the 
maximum economic recovery of its leased coal.14 The act also required diligent development within 
ten years and emphasized competitive bidding and a fair market value process. 15  
 
That same year, Congress also enacted the Federal Land Policy and Management Act (FLPMA), 
which specifically assigned BLM oversight in the management of federal coal resources. The act also 
required that BLM provide an opportunity for public participation and conduct adequate land use 
planning, and also reinforced the Bureau’s obligations under the National Environmental Policy Act 
(NEPA) of 1969.16 In 1979, DOI made further changes to the leasing program and created the 
Federal Coal Management Program (FCMP), which introduced the concept of 12 federal coal 
production regions and established two types of advisory boards, the Federal-State Advisory Board 
and the Regional Coal Teams (RCT). The new management program was first implemented in the 
Powder River Basin with the regional lease sale held in 1982. 
 

THE 1982 POWDER RIVER BASIN LEASE SALE 
As Congress, public land managers, and policy experts debated the leasing program’s controversial 
details, the 1971 moratorium remained in effect. Although it was intended to last only a few years, 
the moratorium lasted for more than a decade, before it was lifted in January 1981 as one of the last 
official acts of the Carter administration.17  In April 1982, DOI offered several tracts totaling 1.6 
billion tons of coal— one-twelfth of the country’s total reserves at the time—for sale in Montana 
and Wyoming.18 Surrounded by criticism of leaked information and botched policies, the decision to 
lease the tracts under new program rules proved controversial and the handling of the lease 
transaction devolved into a scandal.19  
 
In the months prior to the sale, the Minerals Management Service (MMS), an agency within the DOI 
responsible for determining the value of the tracts had conducted a fair market appraisal of the 
leases. The agency then sent these values to BLM offices in Montana and Wyoming for review.20 In 
the following weeks, several significant problems emerged. At some point before the April sale, DOI 
staff leaked pricing information from the appraisals to coal industry representatives. Although DOI 
was made aware of the leak, the agency did not issue a report.  
 
At a meeting in Washington a few weeks later, agency officials made an abrupt and seemingly 
arbitrary policy decision to change the bid process. The agency reduced the amount it was willing 
to accept at auction for the coal tract to a level below the fair market value established in the 
internal appraisal.21 Concerned that the appraisal prices were too high and that the leases might be 
priced out of the market, agency officials reduced the value of the tracts by roughly 50 percent.22 By 
reducing the bid prices, the DOI guaranteed the agency would receive less revenue as a result of the 
sale. 
 
During the sale, which proceeded despite these issues, bids came in at or slightly above the reduced 
levels. DOI then awarded these leases based on the new values, and PRB coal was mined based on 
these terms and conditions. In essence, the BLM rewrote the rules of the new program and 
effectively ignored the appraisals, thus setting a pattern for future coal pricing. The reduced bid had 
the effect of setting what the coal producers perceived as the market price that the government 
would accept for the coal at a level far below that of the fair market value in the agency appraisal. 
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Implications & Investigations 
The decision to proceed with the sale of the new coal tracts quickly proved controversial. Concerns 
arose that the leases were sold for less than fair market value. The minimally acceptable bid price 
effectively granted a “gift” to the coal producers and a loss of revenue for the U. S. Treasury.  
Rumors circulated regarding the leak by the DOI officials of critical price information leaked to coal 
industry representatives and regarding the DOI’s decision to lower the bid prices. Expert opinion, 
which was already conflicted on the need for the sale, only intensified after the integrity of the 
process was called into question. These issues—which were exacerbated by the sheer size of the 
sale—directly sparked a series of investigative reports.  
 
Following the controversial 1982 sale, members of Congress called for an investigation into the 
leasing program. In April 1983, the House Appropriations Committee concluded that the DOI sold 
federal PRB leases for $60 million less than fair market value.23 In May 1983, the U.S. General 
Accounting Office (GAO)24 concluded that the leases were sold for $100 million less than fair market 
value. And ultimately, a congressional commission, which was led by David Linowes and charged 
with taking a broader look at leasing policy,25 concurred with earlier reports and suggested 
significant reforms and presented policy recommendations to correct the abuses.26 (Later that year 
Congress imposed its third moratorium, pending the completion of the work of the Linowes 
Commission.27) The Office of the Inspector General also conducted an investigation into the ethical 
lapses of agency personnel. The GAO and the Linowes Commission reports, which stand out as 
authoritative studies, remain relevant today.  

GENERAL ACCOUNTING OFFICE ANALYSIS 
At the request of Representative Edward Markey and Senator Max Baucus, the GAO evaluated the 
controversial issues surrounding the 1982 sales of the PRB coal leases. Specifically, the GAO was 
asked to: (1) examine allegations of unauthorized disclosure of data by DOI employees; (2) examine 
why the DOI abruptly changed policies regarding the bidding system; and (3) to determine whether 
or not the public received fair market value for its coal.28  
 
The GAO determined DOI’s actions were inappropriate.29 The audit also found significant flaws in 
the fair market value appraisals. Based on its own revised estimates of the fair market value of the 
1982 leases, the GAO concluded that the coal tracts BLM sold for $67 million should have sold for 
$167 million.30 The GAO also noted that many of the coal tracts only had one bidder, meaning there 
was a lack of competition among companies. More competition could have driven up the price of 
the coal and offset the distortions created by the BLM’s artificially low coal prices. More 
competition would have generated more revenue for the government.  Because BLM sold U.S. coal 
for 249 percent below fair market value, the U.S. Treasury lost $100 million on the transaction. 
 
Given the concerns regarding the DOI’s valuation of tracts, as well as the policies and procedures 
regarding bidding, the GAO found that the Secretary of the Interior “may wish to reconsider 
Departmental determinations and cancel leases for which fair market value was not received.”31 In 
its final report to Congress, the GAO recommended that the Secretary of the Interior postpone 
regional coal sales until DOI strengthened its procedures for determining the fair market value of 
federal coal.32 Ultimately, the DOI disagreed and proceeded with the sale. 
 
The 1983 GAO audit represents the most recent, independent review of the fundamental issues of 
the BLM’s coal leasing program – the management of the fair market value process and the revenue 
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received from coal lease sales. Recognized as a seminal study, the review is known for its in-depth 
treatment of several topics that are relevant today, including the: 
 

 scope and definition of fair market value;  
 

 responsibility of the Secretary; 
 

 inherent flaws in the appraisal process;  
 

 incentives for coal industry gaming of the system by limiting competition through design of 
coal tracts;  
 

 questionable interaction of coal industry representatives with  DOI and BLM officials;  
 

 extent to which small changes in appraisal formulas have large ramifications for coal 
bidding and coal markets;  

 
 significant discrepancies between BLM appraisals and actual benchmark prices used to 

award leases.  
 

 significant discrepancies between BLM price benchmarks and GAO’s independent 
assessment of BLM’s fair market value of the coal.33 

 

The Linowes Commission 
The Linowes Commission on Fair Market Value Policy for Federal Coal Leasing (Linowes 
Commission) was chartered to study the leasing program and issue recommendations regarding 
the question, How can the federal government lease its coal lands to realize fair market value, while 
also achieving numerous other goals that are often in apparent conflict? 34 Its mandate was to look at 
the leasing program more broadly. In formulating the report, the Linowes Commission built on the 
investigative work of the GAO and gave consideration to testimony, statements, and comments of 
diverse organizations and individuals.35 The commission issued a report in February 1984 that 
contained 36 recommendations for reform covering topics such as federal coal leasing levels, 
appraisal methods and general organization and management. This report focuses on the 
commission’s review of the 1982 lease sale and its review of appraisal methods. 
 
Assisted by the investigative work conducted previously by oversight entities, the Linowes 
Commission concluded that the lower bid prices published by the DOI for the 1982 bids acted as the 
effective “market price” for the coal.36  In February 1984, the Commission transmitted its findings 
and recommendations to Congress. Recognizing that uncertainty is inherent in the appraisal 
process, it recommended that the DOI develop methods and procedures that are “unassailable not 
only in fact but also in public perception.” Emphasizing that a lack of formal guidance precluded 
external review of appraisal procedures, the Commission also suggested the agency develop 
guidelines to promote uniform field office appraisals.  
 
The Linowes Commission also viewed competition at the time of sale as a failsafe check against 
flaws in the appraisal process.37 Presumably, parties to a competitive sale for a coal tract would 
arrive at a judgment of market value through their opposing bids, independent of the appraisal 
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process. If the appraisal produces a bid price that is too low, robust competition among coal 
producers should result in a higher price, thereby protecting the federal government interest. (This 
was an assumption of the program at its inception and remains so today.38) The inability to 
establish regular, active competition leaves the BLM reliant on the accuracy of the appraisal as a 
proxy measure for market activity.39  
 
The problems created by the DOI’s flawed internal process during the 1982 coal tract sale, 
including the bid manipulation, could have been mitigated by robust competition at the time of sale. 
However, the sale of each coal tract drew only limited interest from producers. The lack of 
competition among coal producers eliminated the last and only, independent, external check on the 
internal BLM fair market value process. The Linowes Commission and GAO reviews effectively 
showed the internal checks and balances meant to ensure a fair market value appraisal—
committee review, agency counsel review, senior management participation, and post appraisal 
review—all failed in this case.  
 

OFFICE OF THE INSPECTOR GENERAL 
The Inspector General (IG) is responsible for independently and objectively identifying risks and 
vulnerabilities that directly impact the DOI’s ability to accomplish its mission. During the coal 
leasing scandals of the 1980s, the Inspector General was also asked to investigate the DOI’s decision 
to reduce coal price values by 50 percent for the purposes of the bid price.  After a thorough review, 
the IG discovered that agency personnel: 1) leaked portions of the fair market appraisal data to 
industry officials prior to the bid solicitation; 2) accepted gifts from those same industry officials; 3) 
were in a position to influence the outcome of the fair market appraisal and final bid selection; and 
4) used their authority to reduce the minimum acceptable bid offered by the agency. Although the 
IG forwarded his findings to the Department of Justice (DOJ), no action was taken as the DOJ 
remanded the matter back to the DOI for potential ethics actions.40 
 

BLM’S RESPONSE 
The findings of the GAO report, the Linowes Commission, and the Inspector General all point to 
serious problems regarding a lack of oversight, accountability, and transparency within the agency. 
As PRB production rates soared, increasing amounts of federal and state revenue was at stake. In 
response to these reviews, DOI defended its actions, denying it had acted improperly by leasing coal 
at below fair market value.41 In fact, the agency stated that the GAO’s technical adjustments were 
incorrect. The BLM asserted that the GAO did not correctly interpret the drop in coal markets 
between 1980 and 1982. The BLM also stated that had it asked for higher amounts, no producers 
would have bid on the leases. In the end, the agency rejected GAO’s recommendations to cancel the 
bids.  
 
In an interesting side note, when the agency was again audited (on an unrelated issue), it 
mentioned the 1982 sales, but this time citing national policy concerns to justify its 1982 actions. 
BLM asserted it was trying to keep the price of PRB coal low in order to provide low cost electricity 
to consumers.42  It went so far as to cite the subsequent decline in coal prices after 1982, claiming 
that an increase in the supply of low-cost PRB coal ultimately had a positive impact on the country. 
43 
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Changes to the Program 
The Linowes Commission and the GAO reports resulted in some changes to the program in 1985, 
but the programs basic structure largely remains the same. The basic structure for the federal coal 
program established under FCLAA was set out in regulations promulgated in 1979 and 1982. Under 
these rules, coal leasing is supposed to be carried out in three phases: 1) land use planning; 2) 
regional sale activity planning; and 3) lease sale activities.44 The post-1982 reforms promoted 
orderly and predictable leasing for state and local government, as well as industry. It also 
attempted to promote competition, assure fair market value and require due diligence for coal 
valuations.45   
 

LAND USE PLANNING 
Land use planning is intended to ensure that coal leasing passes through four screening phases. The 
first screen requires the agency to determine the development potential of the area. This analysis 
includes estimates of the quality and amount of economically recoverable coal reserves. Next, the 
agency considers whether lands may be unsuitable for mining. Lands deemed unsuitable are 
dropped from consideration for leasing. Multiple use trade-offs are then assessed to determine 
whether other important uses may be incompatible with mining. Potential conflicts may lead to 
further removing areas from consideration for leasing. Finally, the agency consults with surface 
owners to obtain the necessary consent for mining as required by the Surface Mining Control and 
Reclamation Act.  
 

REGIONAL SALE ACTIVITY PLANNING 
Once planning is completed and a final land use plan (Resource Management Plan) is adopted, 
regional coal lease activity planning begins. The process is guided by the Regional Coal Team (RCT), 
a federal-state advisory group chartered under the provisions of the Federal Advisory Committee 
Act. The RCT reviews the land use plan and a long-range market analysis in an attempt to 
determine whether to proceed with leasing. If the RCT decides to move forward with leasing, a 
panel of science advisors and an internal BLM review council are appointed to assist the RCT in 
tract delineation, site-specific analysis, and environmental impact statement (EIS) preparation. A 
call for expressions of interest in leasing is also published in the Federal Register. Responses may 
be used by the RCT in delineating potential coal tracts. The RCT then recommends a regional 
leasing level to the Secretary of the Interior and identifies, ranks, analyzes, and selects tracts for 
study in the regional coal lease sale EIS. A regional lease sale decision is then published in the 
Federal Register. 
 

LEASE SALE ACTIVITY 
Finally, the lease sale is scheduled. Public comment is solicited on fair market value and appropriate 
mining methods to achieve the maximum economic recovery of the coal resource. A regional 
evaluation team then prepares its own estimate of the value of each lease tract. Following a three-
day period of public notice, the lease sale is offered by means of sealed bids. A post-sale analysis of 
the bids is then made recommending acceptance of the highest bid for each tract. Only high bids 
that meet or exceed fair market value may be accepted.  
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EXCEPTIONS FOR LEASES OUTSIDE PRODUCTION REGIONS 
There are no exceptions to the phase one land use planning, and phase three lease sale activity 
requirements. Regional sale activity planning (phase two), however need not be carried out in two 
situations. First, emergency leasing is allowed within designated federal coal production regions. 
Such leases are issued following an application and are used when coal is needed to maintain 
production levels in the near term. Second, regional sale activity planning is not required for leases 
“outside production regions”. The authority of BLM to lease outside coal zones was established in 
1982. The “lease by application” process, now the almost exclusive leasing method used by BLM, 
was originally intended to be an exception to normal practice.46 The term “coal production region” 
is not defined, but the federal government informally took the view that an area is not a coal 
production region unless substantial interest in new leasing exists.47 Nonetheless, the Powder River 
RCT has decided that the Powder River Basin, one of the largest coal production regions in the 
world, is not a coal production region. There are currently no designated coal production regions in 
the country. 
 
What this means as a practical matter is that rather than having the BLM take the initiative on coal 
leasing by first deciding whether there is sufficient demand for coal, and then designing tracts to 
maximize competition, the BLM defers to industry, allowing it to decide whether it wants more coal. 
Not surprisingly, the industry has designed tracts in ways that allow individual applicants to avoid 
competition and to demand leasing based on considerations of company share value and strategic 
positioning in the market. The process that emerged from the program history, scandal and various 
investigations also created the modern day operational protocols for the fair market value part of 
the lease process.  
 

DISCLOSURE AND OVERSIGHT ISSUES 
The Linowes Commission and the GAO made recommendations regarding how the BLM and the 
DOI should address ongoing disclosure and oversight issues. The program’s stance on balancing 
conflicts between the U.S. government’s legitimate confidentiality concerns and routine program 
oversight is expressed in the BLMs operating handbook. In essence, the program protected 
government and industry confidentiality during the bid process, but committed to a system of post-
sale external review.  The post-sale external reviews presumably completes the process as it 
ensures: 1) the soundness of the fair market value appraisal; and 2) that BLM officials follow 
policies and protocols before, during and after the sale to ensure fair market value is received. The 
handbook, an element of the program reforms, was written in the wake of the 1982 scandal. 
 
In the end, the most lasting impact of the 1982 lease scandal, Linowes Commission, activity by 
Congress and subsequent debate was not a commitment to fair market standards. Those standards 
of fair return were always part of the government’s program and simply reaffirmed. Rather, it was 
the recommendation to create the agency’s handbook titled Economic Valuations of Coal Properties. 
This document provides instruction to agency officials on how to conduct fair market valuations. It 
also provides objective guidelines that external reviewers can use to ensure that program reforms 
have been carried out, and to demonstrate that the BLM is responding regularly to the inherent 
challenges of the valuation process. While the assessment of the Linowes Commission is still 
mentioned by the agency, the handbook purportedly governs the coal lease programs’ operational 
determinations regarding individual coal tracts.48  
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PART II: A HISTORY OF LAX OVERSIGHT: 1983 TO THE PRESENT 
 
Given the documented concerns about the federal coal leasing program, it’s logical to assume that 
the BLM would work diligently to increase the program’s transparency. One might also expect a 
robust program of evaluation to ensure that the fair market standard is complied with. However, 
the lack of any meaningful oversight of the program in the last 30 years  demonstrates that there is 
no publicly available, independent evidence that the BLM leases coal according to fair market value 
standards.  This section examines several critical areas of program monitoring and oversight.   
 

Decertification of Coal Production Regions in 1990 
In 1979, DOI created the Federal Coal Management Program (FCMP), which first introduced the 
concept of the 12 federal coal production regions, or regions of the country where mining occurs. 
The program also established two types of advisory committees, including the Federal-State 
Advisory Board and the Regional Coal Teams (RCTs).  The program required the BLM staff to 
engage in a deliberate and coordinated series of actions designed to identify coal tracts and set 
production levels. (See the discussion in the Changes to the Program section) BLM was also 
required to consider stakeholder input, drawing from a broad cross-section of data, prior to placing 
a tract up for bid.49 For the most part these regulations were never implemented50 and by 1990, 
BLM’s regional coal teams had successfully lobbied to disband, or decertify, all 12 coal production 
regions.   
 
The process of decertification essentially stopped regional lease sales, but allowed the lease by 
application (LBA) process to continue. The LBA process, which is invoked by an application outside 
of a coal-production region, requires an applicant to submit a proposal for review by the RCTs. If the 
proposal is approved, the BLM then begins an environmental impact assessment for the tract.51 By 
eliminating the PRB’s status as a coal production region, decertification ultimately streamlined the 
leasing process, reduced competition, and allowed the applicant (typically a private coal company) 
to design lease boundaries.52 In short, the decertification of the Powder River Basin gave coal 
companies nearly complete control of coal mining in the region. 
 
Although the BLM claimed that the regions were decertified because there was limited interest in 
mining at the time, in fact the opposite was true.  As the GAO noted in its 1994 audit of a specific 
complaint on a lease, “Within four months of the Powder River Basin region decertification, 
industry filed four applications for about 800 million tons of recoverable coal to maintain existing 
mines in the region.”53 In the months and years following decertification, interest in coal leasing 
skyrocketed.  In 1983, the PRB coal region produced 151 million tons of coal; by 1993, production 
had jumped to 275 million tons annually; and by 2010, the PRB region was producing 470 million 
tons of coal. Since 1990, the BLM reports that 21 tracts, totaling nearly 6 billion tons, have been 
offered for sale under the LBA process in Wyoming.54   
 
Understanding the significant impact of decertification, and its adverse impact on public lands, local 
communities, and other environmental issues, several organizations have worked to reinstitute the 
designation. As a result of increasing leasing and mining activity since decertification, WildEarth 
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Guardians petitioned the BLM to reinstate the PRB as a coal production region in 2009. After BLM 
denied the petition, WildEarth Guardians, the Sierra Club, and Defenders of the Wildlife challenged 
the agency, arguing that both current and anticipated levels of coal production and leasing activity 
met the test of an active coal region. The organizations also asserted that the agency’s current 
leasing process, which was implemented as a direct result of decertification, “prevents the BLM 
from fully analyzing and addressing the environmental impacts—in particular, the global warming 
impacts—of coal leasing.”55 The suit called for the recertification of the PRB and requested more 
intensive environmental analysis regarding the issue of climate change. The BLM and the coal 
industry aggressively contested this suit, which a federal court in Wyoming recently dismissed 
without reaching the merits. 
 
The BLM’s rejection of the coal production regions—despite the industry’s continuing applications 
for additional reserves — has several policy implications that remain relevant today. First, the 
BLM’s actions reaffirm its commitment to coal producers over and above its commitment to the 
sound management of a public resource. With only minimal supervision, producers are allowed to 
determine the need, scope, location and pace of mining. The practical workings of the program 
contradict the intention of Congress to promote the sound management of these public lands. 
Second, the BLM has effectively rejected an ongoing monitoring and information resource that 
could improve both its FMV appraisals and its stewardship of the coal resources under its 
jurisdiction. Third, the BLM eliminated a potentially useful internal check of the FMV process. The 
coal production region designation process discussed above would provide an important feedback 
loop within the agency for the FMV process and the information and market trend information that 
provide the inputs for the appraisals.  
 
Given the historic tensions between the agency, the public, and the coal industry, decertification 
moves the BLM in the wrong direction and ultimately reduces the transparency of an agency whose 
actions are already suspect. 
 

Current Oversight 
The BLM’s federal coal leasing program generates significant revenue for the U.S. Since 2000, total 
annual revenues from the coal leasing program, including all bonus payments, rents and royalties, 
(See section below Collecting Revenue) increased from $377 million to more than $1 billion.56 
Although the financial and economic importance of the program warrants robust oversight, very 
little evaluation has occurred. In the last two decades, the decertification of the PRB has only 
exacerbated the problem. Intensifying the problem is BLM’s refusal to provide the public with 
documentation regarding how it determines fair market value for the purposes of awarding leases. 
Despite these critical factors—revenue generation, PRB production increases and  the lack of 
information—the GAO, the Office of the Inspector General, and even Congress—which has not 
commissioned any studies of the coal lease program since the mid-1980s—have failed in their 
oversight obligations.  

OFFICE OF THE INSPECTOR GENERAL 
Although the IG has performed a number of important audits regarding the management of 
abandoned mines57 and land boundaries,58 the office has not published any significant reviews of 
the coal leasing program or related functions of coal leasing since at least 2000. 
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CONGRESS  
Congress has not issued a policy study related to the fair market value aspect of the coal lease 
program since the 1980s. As part of its annual budget justification to Congress, the BLM provides 
reports regarding certain performance indicators related to the coal leasing program. These 
reports, which have been reduced to annual budget justifications, contain misleading and 
incomplete information regarding coal markets and program operations. For example, the budget 
justifications inform Congress that program activity (coal leasing) will be limited in the upcoming 
years due to a weak market. Yet during the same fiscal year when activity was supposed to be 
limited, the Secretary of the Interior announced a major expansion including 2.4 billion tons of new 
reserves under lease by coal producers involving over 20,000 acres.59 In short, these justifications 
are perfunctory at best. 

GOVERNMENT ACCOUNTABILITY OFFICE 

Between 1972 and 1994 the GAO issued 22 reports, audits, and testimonies on several aspects of 
the DOI’s coal leasing program (See Appendix C).60 Those reports covered fair market value 
appraisals and needs assessments for leasing and implementation. GAO also examined royalty 
assessment and collection policies, coal pricing, the decertification of regions and several other 
issues of interest to Congress and the general public. In 1979, GAO conducted a thorough analysis of 
the program and provided decision-makers with a forward-looking view of the program. After it 
published its seminal audit in the wake of the 1982 scandal, GAO neither conducted a follow-up 
audit nor review of BLM compliance with the new standards outlined in the handbook.61 Failing in 
its obligation to provide the public and decision-makers with timely information, the GAO has been 
silent regarding the efficacy of the federal coal leasing program since 1994.  

A review of its current documents, including its five-year, strategic plan, makes evident that the 
GAO does not plan to return to the issue, and its silence is likely to continue. This is particularly 
striking given for the following reasons:  

1. The BLM recognizes the importance of external review. In its handbook, the BLM 
recognizes that external review, which is normally conducted as an independent; third 
party appraisal is an integral part of the fair market value appraisal process. The process is 
based on subjective judgments and takes into account inherently challenging market 
changes.62 The external review is a necessary post-audit check on a secret bidding process 
(as determined by Congress and the agency) that is supported by the appraisal process. 
More than a mere technicality, the review is essential and affirms the integrity of each and 
every lease transaction and the integrity of the organizational culture in which the 
processes were implemented. The last evaluation of BLM indicated flawed appraisal 
assumptions, conflicted staff, and questionable manipulation of the pre- and post-bid 
process. In the absence of any meaningful review in the last 30 years, the DOI is subject to 
the critique that it has never completed a lease transaction according to its own protocols.  

 
2. The Powder River Basin has increased in national importance as a fuel source for the 

U.S. electrical grid since 1982. The region currently provides 47 percent of the coal used 
for electricity in the United States. (For additional detail on these significant market changes 
related to coal, see Part III. These geological, economic, regional and global factors are 
potential game-changers for the PRB.) In the past—when the PRB played almost no role in 
electricity generation for the nation—any one of these factors would have prompted an 
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outpouring of congressional and think tank resources and public discourse. Yet today given 
the national importance of the PRB, coupled with the fact that all of these forces are 
affecting market dynamics, it is worrisome that these changes have not prompted a national 
discussion. Although the GAO explicitly states that it is concerned with commodity price 
volatility in energy markets, general problems related to economic efficiency, and auditing 
more traditional areas of waste fraud and abuse, this is not evident in the case of the coal 
lease program.63  
 

3. The PRB is a coal production region. Despite the BLM’s consistent legal position that the 
PRB is not a coal production region, as defined in law and regulation, the agency continues 
to lease ever-increasing amounts of coal reserves primarily using the inappropriate lease by 
application (LBA) process. The BLM’s agreement with western coal producers to place new 
coal reserves under lease has increased from a steady stream in 1991 to a cascade in 2011. 
As the next section of this report demonstrates, the agency continues to lease coal below 
fair market value. Absent any independent review, the red-flag warnings—originally raised 
in 1982—continue to exist.   

 
 
Recently, Representative Edward Markey (D-Massachusetts), the ranking member of the House 
Natural Resources Committee, formally requested a GAO report examining federal coal leasing 
practices.64 Concerned with the expansion of coal exports, the need for an up-to-date review of fair 
market value appraisal processes, and the length of time that had elapsed since the last review, 
Markey asked the GAO to specifically address the implications of rising coal exports on declining 
domestic demand. The BLM’s response to Congressman Markey’s request was negative. According 
to the Platts Coal Trader, the leading industry trade paper, the agency found the request “odd.”65 It 
remains unclear whether the GAO will undertake this report. 
 

WITHHOLDING INFORMATION 
The reforms instituted after the 1982 scandal attempted to balance the legitimate confidentiality 
needs of the government with the public’s right to know how its assets are managed. Changes to the 
program implemented throughout the 1980s stipulated that the agency would not publish bid 
prices, but would keep the information confidential. Ultimately, this required that the agency and 
its staff—in private—arrive at market valuations fairly. At the time, a process of post-transaction 
audit or review of these lease awards was deemed necessary to ensure constant accountability. 
 
According to the BLM’s handbook, one way of obtaining openness and post-transaction 
accountability is to publicly release the documents that the BLM uses to set the fair market 
valuation. The BLM policy specifically states that after “bid acceptance and/or rejection decisions 
have been reached by the authorized officer, the fair market value appraisals and estimates can be 
released to the public upon request on those tracts where the high bid has been accepted.”66 As the 
author discovered, meaningful data are not made available to the public regarding the fair market 
leasing aspects of the BLM’s coal leasing program. Although the policy manual creates the 
perception that this information is publicly available, in practice the BLM denies requests for 
information.  
 
In order to evaluate both past and current leasing activity, a number of environmental 
organizations—some which are active litigants on matters involving the agency—have made formal 
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requests to BLM, requesting the specific pre- and post-sale appraisal reports identified above. In the 
last year, environmental organizations working in the region filed two separate Freedom of 
Information Act (FOIA) requests. The first FOIA, filed by the Powder River Basin Resource Council, 
requested information pertaining to recently granted (2011) West Antelope II North and South 
leases. The second FOIA, filed by WildEarth Guardians, requested information regarding 10 existing 
leases awarded under various program scenarios by the BLM since 1991.) 
 
The BLM responded. It did not release the core documents that explained how it arrived at its fair 
market value determination. According to the BLM this non-disclosure: protects the trade secrets of 
third parties, who would be harmed if the information was released; protects agency staff, who 
should be afforded the comfort of expressing opinions during the deliberative process; and protects 
the government both from those who would litigate against it and from the release of information 
that would allow gaming of the system.67 The failure of the BLM to publically release this 
information to the groups requesting it ultimately demonstrates that the purpose of the 
handbook—and the ethic of disclosure it once embraced—is no longer the operational policy of 
BLM.  
 
The 1982 scandal brought about pronounced reforms. However, once the spotlight of the scandal 
dimmed, the promised oversight—external review and public inspection—never occurred. The 
purpose of this study is not only to determine whether the fair market value standard is being met,  
but also to assess how the nation’s coal supply, its markets, and government are responding to 
current challenges.  The remaining sections of this report address the implications of selling federal 
coal below fair market values. 
 

The Current Fair Market Valuation Process 
According to federal law, the BLM cannot accept less than fair market value for the sale of a federal 
coal lease.68 The BLM has interpreted and operationalized its statutory mandate to receive fair 
market value for coal mined under leases that it issues to private coal producers.69 Prior to a lease 
sale, the BLM prepares an estimate of the fair market value of the coal lease. The estimate, which is 
prepared in accordance with standard appraisal methods, is strictly confidential.  
 
The term fair market value is defined as the amount of cash, or terms reasonably equivalent to cash, 
for which a willing, knowledgeable seller can sell property to a knowledgeable purchaser who is 
willing, but not obligated, to buy. Specifically, fair market value is determined by reference and 
exposure to a competitive market to which the property must be exposed for a reasonable time. 
The market value is only that value transferable from owner to owner. 70 To determine the value, 
the BLM produces a formal valuation for a tract that has been identified by a coal producer in an 
application. The fair market appraisal, which is supposed to provide the agency with a reasonable 
estimate of the value of the coal, acts as the BLM’s benchmark price. It is a guidepost against which 
bids are measured to document the agency’s compliance with federal law.71 (For a more detailed 
look at how the BLM calculates fair market value, see the sidebar, Determining Fair Market Value.) 
 
As a practical matter, under the current lease by application procedures,  coal producers initiate the 
leasing process by identifying minable coal tracts. BLM employees responding to an application 
then gather data, prepare valuation documents, and arrange dates for bidding. A coal producer is 
then able to offer a bid, via submitting an application, on a specific tract. Theoretically, the applicant 
competes with other coal producers who may have an interest in developing the same tract. The 
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BLM then accepts the highest bid submitted at a competitive lease sale that meets or exceeds its 
estimate of fair market value.72 The data is then stored and used as documentation for future coal 
tract sales.  This process is codified in BLM’s handbook, entitled Economic Valuations of Coal 
Properties, which was created in the mid-1980s.  
 

DETERMINING FAIR MARKET VALUE 
Many of the components of the current program design flow from the detailed analysis made by the 
Linowes Commission. Recognizing that appraisals are only as good as the quality of the data used in 
their preparation, and that judgments on valuations are subjective, the Commission asserted that 
strict program guidelines must be implemented to ensure standards of integrity and instill public 
confidence in the process. According to the BLM’s handbook,73 the FMV of a coal tract, that has been 
proposed for development by a coal producer, can be derived either by using a comparable sales 
approach or by employing an income approach.74  
 

Comparable Sales Approach 
The comparable sales approach, which is the method that the BLM prefers, allows the value of 
recent sales to be accepted as the new market value for a similarly situated coal tract.  This 
approach is grounded in real world, market-based transactions. If a prior buyer and seller agree to 
a price on a similar property within a reasonably similar timeframe, the presumption is that the 
government’s acceptance of that price is reasonable as a measure of fair market value. Although 
coal tracts may vary to some degree, they must retain sufficient degrees of similarity in order to 
permit the BLM to use the comparable sales approach.  
 
The BLM’s method allows for adjustments based on a variety of factors, including but not limited to 
location, stripping ratios, coal quality, and seam thickness. Regulatory rules and coal price changes, 
which are larger market drivers, may cause adjustments to comparable properties. A discount 
factor, which is calculated based upon the BLM personnel’s judgments, is then applied to these 
adjustments. The result is a presentation of the price of coal on a discounted, per ton value basis.  
 
The discounted per ton value is a snap-shot of the future price of coal over the projected 20 year life 
of the mine expressed in today’s dollars.  The per-ton calculation is then multiplied by the total 
tonnage derived from the mining plan, and each property is assigned a comparable sales value. The 
comparable sales are then weighed and reconciled, and BLM decides upon a single value for the 
proposed site as the accepted FMV. The FMV derived under the comparable sale approach is 
expressed as both a per-ton value and a total value for the lease. (Reference sidebar) 

Income Approach 
The income approach to determining FMV applies BLM’s general methodology and creates a 
financial model for the specific tract under consideration. The agency has ultimately deemed this 
approach less desirable, as it requires more judgment and heightens the risk of speculation and bias 
in the actual appraisal outcome.75 In this method, the estimated annual revenues are subtracted 
from the estimated annual expenses. A discount rate, which approximates rates of return, is 
factored in and adjustments are made for inflation, taxes and uncertainty scenarios. The amount is 
divided by the total tonnage from the mine plan. The net amount, expressed on a per ton basis, 
represents the net amount available for the purposes of the lease. In effect, this amount can be 
viewed as a rent payment. (Reference sidebar) 
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SIDEBAR 
 

FMV Property  # 1 = Original Sales Price/Per Ton +/- (NPV Adjustments) 
FMV Property  # 2 = Original Sales Price/Per Ton +/- (NPV Adjustments) 
FMV Property # 3  = Original Sales Price/Per Ton +/- (NPV Adjustments) 
FMV BLM Coal Tract = Weighted Adjusted Average (Comparable Sale 
# 1, 2,3) 

Source: TR Rose & Associates 

 
 

FMV= (NPV estimated revenues-NPV estimated expenses)/total tonnage  
Source: TR Rose & Associates 

 

SIDEBAR END 

COLLECTING REVENUE  
As the owner of the coal asset, the U.S. government collects a bonus or lease payment, a 12.5 
percent royalty payment on revenues from actual tonnage, and a $3 per acres rent payment.76 The 
bonus and royalty sources of revenue are explained below. 
 

Bonus Payment 
Under the current program, the market value, which is derived from either the comparable sales or 
income based methods, is not disclosed to prospective bidders. After the BLM establishes a sale 
date, the applicant – and any other interested parties (assuming there are any) -- are then asked to 
submit bids, which they believe meet or exceed BLM’s fair market value estimate. The winning 
bidder must then make arrangements to pay for the lease. The lease payments are usually paid to 
the federal government in increments.  The proceeds from this sale are split evenly between the 
federal government and the state in which the coal is mined. 
 
The appraisal process outlined in the BLM handbook attempts to capture market changes, either by 
monitoring adjustments to comparable sales or through the dynamics of accurate data collection 
and forecasting in the income approach.77  In theory, if markets are strong, revenue generated by 
the sale of the coal will significantly exceed mining costs.  Therefore, a stronger market and higher 
coal price should be captured in a higher fair market value calculation and ultimately a higher 
bonus payment. If BLM’s process is robust, the FMV should capture a rising price environment.  
 
Similarly, conditions intrinsic to the tract that might increase or decrease the costs of production 
adjust its value in the FMV appraisal process. The combination and weighing of the factors 
ultimately sets the final valuation. The bonus payment is established as a function of the FMV. If the 
FMV appraisal sets it too low, the government foregoes revenue, effectively bolstering coal 
producer profitability. 
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Royalty Payments 
The government collects a per ton royalty payment on the revenues generated by the sale of the 
amount of coal mined. This payment enables the government to capture additional revenue as 
production occurs and to share price risk as markets fluctuate. In short, coal producers are 
provided with an incentive to find higher prices. Coal companies must balance competing corporate 
financial objectives—increasing operating margins and improving market share—which often 
conflict. As a result, these companies must make short and long-term trade-offs. (For a more 
detailed discussion of this is issue as applied to the model used for this study, see Appendix A.)  
 
Role of Price of Coal in Fair Market Valuations 
To support the revenue assumptions expressed by the coal producer, the BLM’s handbook states 
that a market study of coal prices must accompany any appraisal. However, the handbook fails to 
provide staff with specific standards and practices regarding how the market assessment should be 
conducted. It also fails to include guidance regarding the type and quality of data used to form the 
basis of the coal price analysis.78 The handbook does provide at least broad discretion regarding the 
type and quality of information that agency officials use to help inform the judgments they make 
that are related to the values supplied in the discounted cash flow analysis.  It also sets forth 
standards for staff who conduct fair market appraisals. Data and method must be given due 
consideration. In the end, the fair market value judgment is just that, a judgment.   
 
The coal price assumptions used in any appraisal have a significant impact on the ultimate value 
assigned to the specific coal tract.79 If the coal price used is too low, the U.S. government gives away 
the coal for below market value, and the U.S. government loses revenue. There is a loss of revenue 
to the U.S. government like that identified by Congress, the GAO and the Linowes Commission in the 
1982 coal tract transactions. Market distortions introduced, can also be introduced like those 
acknowledged by BLM in the 1994 GAO audit. If the coal price assumption is too high, coal 
producers must decide whether to bid on the coal tract or to wait.  

Loss in Revenue 
In the wake of the 1982 scandal, the government reformed its federal coal leasing program. The 
lease program now relies upon a system of confidential appraisals and public bidding to establish 
its purported compliance with the fair market standard. Although the appraisal process—which is 
governed by federal statute, regulation, and the internal BLM handbook—outlines vigorous 
standards, there is no publicly available evidence that the BLM has followed these standards. There 
is evidence that the coal is leased at levels below the fair market value. The net result? A loss of 
revenue in the range of $27.6 to $28.9 billion for the federal government and its partner states since 
1983.  

TECHNICAL BASIS AND RATIONALE FOR CALCULATION 
The agency’s rejection of Freedom of Information Act (FOIA) requests creates methodological 
challenges for a quantitative analysis of the loss in revenue from the BLM’s practices. As a result, 
this report’s statements and conclusions are based on the information available in the public record 
and augmented by information provided by such entities as the Energy Information Agency (EIA). 
The basic assumption used in this study is that BLM has and continues to repeat the same 
undervaluing of coal that was demonstrated by the GAO in its 1983 audit. There is simply no 
evidence to the contrary on the public record.  
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Why apply the adjustment used by the GAO in its 1983 audit? The GAO represents the only publicly 
available, relevant independent check on the FMV program in the last 30 years. The GAO found that 
BLM awarded leases of 1.6 billion tons of coal for $67 million in 1982 that were actually worth $167 
million. This amounts to a 249 percent discrepancy between the BLM’s sale price of these leases 
and the fair market value derived by the GAO in its investigative analysis of these leases.80 
Following the 1983 audit, BLM acknowledged that the subsequent decline in coal prices from 1983 
to 1994 had a desirable impact on regional economies. In addition, the coal industry frequently 
points out how low cost coal from the PRB is dramatically more cost effective than all other fuels.  
Coal from the PRB has a competitive economic advantage.  

The Wyoming Mining Association (WMA) has published an estimate that the nation enjoys a total 
annual savings of $285 billion from reliance on PRB coal versus the next lowest cost energy source, 
natural gas. As a method of estimating the overall value of PRB coal, the WMA calculation assumes 
electricity prices would rise by $118 billion annually if natural gas were substituted for PRB coal. 
The WMA model uses the alternative market measure of power prices established by natural gas to 
gauge the current value of PRB coal.81 While the WMA conducted the study prior to the decline in 
natural gas prices, the significant competitive advantage of PRB coal with other fuel sources has 
been the critical reason why it has gained such a large percentage of market share in the last 30 
years. Even in the current environment when natural gas prices are low, and every other coal-
burning region in the country is stressed by competition from natural gas, PRB’s low price keeps it 
relatively competitive.  

PRB coal is also more competitive vis-à-vis other types of coal in the United States. Peabody Energy, 
the nation’s largest coal producer, has projected the market headroom value of PRB coal at $29 to 
$36 per ton from 2011-2014.82 Unlike the WMA analysis and the comparison with natural gas, the 
Peabody presentation is comparing the “parity price” of PRB coal against alternative coals produced 
in other regions. Peabody’s presentation to investors seeks to quantify “unlocked” value that the 
company sees in its PRB coal reserves.  The company projects far greater value in the PRB mines 
than is currently recognized by traditional, corporate asset valuation models or presumably the fair 
market value modeling used by BLM. This positions the company to attract investors, if not buyers. 
The alternative fair market value for PRB coal arrived at by the model used in this paper for 2010 is 
$33 per ton, very similar to that of Peabody. Whether one considers the undervaluing of the coal in 
1982, the coal industry view of substantial competitive advantages of PRB coal versus other fuels; 
Peabody Energy’s pitch to investors that the coal has strong upside potential; the persistent lack of 
competition in bidding or the recent mishandling of lease valuations in 2011 (see below), PRB coal 
is undervalued by BLM, and has been for decades. 

To calculate the loss in revenue to the government since 1982, the adjustment made by the GAO has 
been applied to all approved lease sales since that year. The calculations below represent the 
amount that DOI would have collected had it applied at least the same FMV methods applied by the 
GAO, adjusted to 2011 dollars. (For a more in-depth look at the assumptions behind the model, see 
Appendix A.) 

Bonus Payment Loss 
To estimate the approximate loss in bonus payment revenue, the author reviewed available data for 
BLM leases awarded between 1982 and 2011.  The lease sales price was then adjusted upward 
based on the percentage difference (between actual payments received and adjusted fair market 
value from the 1982 sale) that the GAO established in its 1983 audit.  The new fair market value 
was then subtracted from the actual cash payment made for each lease since 1982. The difference 
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constitutes the amount of bonus payment lost by the BLM’s failure to charge a fair market value. 
The loss in bonus payment revenue for each sale, which is illustrated by Figure 1, has been adjusted 
to 2011 dollars. Cumulatively, the loss of actual cash from bonus payments between 1982 and 2011 
totals $7.1 billion. 

 

 

Source: TR Rose & Associates 

Royalty Value Losses 
As with the calculation for the loss in bonus payment revenue, the same loss percentage that the 
GAO established in its 1983 audit is used to establish a new market price for subbituminous coal for 
every year since 1982.83 This market value price, which serves as a market proxy, is multiplied by 
the total annual production of subbituminous coal to establish the fair market value for annual 
production. This value is then subtracted from the actual production and price values in the EIA 
database to find the difference between the actual value of the sale price  and the total value of the 
coal had it been sold at a fair market price. This total dollar figure is then multiplied by 12.5 
percent, the rate at which royalty payments are assessed according to the lease agreements 
between the BLM and coal producers.  

As Figure 2 demonstrates, for the period between 1983 and 2009, the total foregone value in 
royalty payments alone, adjusted to 2011 dollars, is in the range of $20.5 to $21.8 billion.84 This 
range represents an estimation of the foregone value in royalty payments since 1982, adjusted to 
2011 dollars.  

 



30 The Great Giveaway:                                                                                                         An 
analysis of the United States’ long-term trend of selling federally-owned coal for less 
than fair market value. 

 

 

Figure 2. Source: TR Rose & Associates 

 

In summary, the author finds: 

 

 The loss of actual cash from bonus payments of $7.1 billion represents the estimated 
amount DOI would have collected had it applied at least the same FMV methods to all 
approved leases since 1982 that the GAO used that year in its original fair market value 
calculations. The GAO audit represents the only publicly available, relevant independent 
check on the FMV program in the last 30 years;  

 
 The estimated royalty losses equal an approximation of the revenue that would have been 

collected if coal producers had charged a “market price” for PRB coal since 1982. The range 
of values from $20.5 billion to $21.8 billion represents 12.5 percent (the royalty tax) of 
the difference between the aggregate of all revenues from all coal sales from 1983 through 
2009 set at a “market price” minus the aggregate of all revenues from all sales for the same 
period that are actually reported in EIA’s database, 
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 Source: TR Rose & Associates 

Taken together, the author estimates that federal and state governments lost between $27.6 and 
$28.9 billion85 in cash and value from the below market valuations—and subsequent market 
imbalances—created by BLM’s administration of the fair market value portion of the coal lease 
program.  The losses can be categorized into two areas: $7.1 billion in lost bonus payments and 
between $20.5 and $21.8 billion in lost royalties, the cash equivalent of lost revenues from coal 
producers. 
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PART III: CHANGING MARKET DYNAMICS 

Ignoring Larger Market Forces 
Today, the BLM actively grants both new leases and extensions on existing leases on PRB coal 
tracts. Between now and 2035, EIA projects 12 billion tons of coal will be mined. In March 2011, 
Interior Secretary Ken Salazar announced a series of coal lease sales and Records of Decisions 
(RODs) on pending lease applications. When finalized, these transactions will lease  2.36 billion 
tons of coal reserves.  
 
Against this increase in PRB leasing activity, a major transformation in coal markets is occurring. 
The four most significant demand pressures causing this shift are: increasing international demand 
for the export of PRB coal; cost of production pressures; the loss of Central Appalachian reserves; 
and declining natural gas prices. These factors drive coal producer investment strategy and current 
coal market analyses.  
 
As the following section illustrates, BLM is failing to consider these critical larger market forces in 
its appraisal process, despite the acknowledgement of their importance by the four main coal 
producers in the region—Peabody Energy, Arch Coal, Cloud Peak, and Alpha Natural Resources (See 
Table A). Although each company has a distinct corporate strategy and roles in the industry, their 
holdings in the PRB follow very similar story lines.  Each company has low to modest margins with 
heightened concerns for cost of production pressures; has projects in the works to derive revenue 
from PRB export sales; and has increased their coal reserves in the PRB in the last year. The 
previous section detailed the loss of revenue to date for coal leases. Looking forward, the U.S. 
stands to lose even more revenue if the BLM continues to ignore larger market forces. 
 

PUT THIS IN A SIDEBAR 
 

Table A: Selected Financial Data of Powder River Basin Producers 
(all dollar values in billions except stock prices)86 

 

Financial Metric Peabody 
Energy 

Arch Coal Alpha 
Natural 
Resources 

Cloud Peak 
Energy 

Total Market 
Capitalization 

9.07 2.65 3.87 1.08 

2011 Annual 
Revenue 

7.97 2.85  6.9 1.55 

2011 EBITDA 2.13 1.04 1.26 .35 

52 Week Price 
Range of Stock 

$29.78-
$73.95 

 $11.25-
$36.99 

$15.49-
$61.66 

$15.91-
$24.34 

Source: TR Rose & Associates 
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Peabody Energy, Arch Coal and Alpha Natural Resources are the three largest coal producers in the 
nation. Cloud Peak Energy is the only company that mines coal exclusively in the Powder River 
Basin (Cloud Peak is often referred to as a “pure play” because its production is exclusive to the 
PRB). Peabody represents the largest coal producer in the United States with a market 
capitalization of $9.0 billion (Peabody owns mines outside the United States). This is large for the 
coal industry, but relatively small compared to other energy industry leaders (e.g. Exxon Mobil’s 
market capitalization is $357 billion). The four producers generate just over $14 billion in revenue 
from all mines in their collective portfolios. Each of the companies is producing relatively strong 
returns. Alpha Natural Resources is particularly challenged, given its recent acquisition of Massey 
Energy, a Central Appalachian mining concern with historically high cost mining issues. Arch Coal is 
also challenged given its high exposure to thermal coal and recent acquisitions. Stock prices have 
been volatile and declining over the past year, reflecting broad, global uncertainty, a soft domestic 
market and company-specific challenges.  

SIDEBAR END 

EXPORTS 
The coal producers of the PRB have embraced a market view of expansion during worldwide 
uncertainty and uneven economic growth. In the broadest sense, global opportunities are 
expanding while U.S. coal domestic markets are shrinking and unstable. Changes in production and 
concerns about environmental risk have altered the future use of coal in the United States. Coal 
industry analysts project a worldwide growth in demand of 4 billion tons of coal from 2008-2035, 
with demand heavily concentrated in China, India and the Pacific Rim.87 One analyst, discussing the 
risks and opportunities, succinctly summarizes the industry’s view on exports: “There is an 
industry consensus that it is now more profitable to export increasing levels of coal. The export 
strategy is the industry’s method for managing their interests.”88  
 
Coal Producer Export Activity 
As a result, coal producers with holdings in the PRB are seeking to increase their investments in the 
region, despite a general drop in U.S. demand for coal-fired power plants.89 Although export sales 
from the PRB are currently quite small,90 a growing international market has created incentives for 
coal producers to adopt aggressive export scenarios.91 Coal producers are increasing exports from 
the PRB,92 announcing new deals,93 exploring new markets,94 and investing in new rail and shipping 
capacity.95 Those scenarios support the proposition that selling PRB coal in international markets 
will provide higher per-ton revenue yields. Currently, each of the four major coal producers have 
export strategies related to their coal portfolios in the PRB: 
 

 Peabody Energy is the world’s largest private sector coal producer. One-third of its total 
reserves are in the Powder River Basin, and the region is one part of Peabody’s strategic 
global network of coal reserves and trading relations. The company has announced deals 
with Asian partners for export of PRB coal and briefed Wall Street coal analysts on 
enhanced revenue benefits and share value of PRB exports.  In addition, Peabody has 
consistently advised investors of its activities in the PRB export area and announced its 
participation in the proposed Bellingham/Cherry Point terminal expansion in Washington 
state to export PRB coal;  
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 Arch Coal is the second largest producer of PRB coal. In 2011, Arch Coal opened its first 
overseas office in Singapore.96 Throughout 2010 and 2011, the company stepped up export 
activity and provided revenue projections on future deals,97 informed investors of its export 
activities, announced rail transport and nationwide terminal investments98 and secured 
new mine reserves for export purposes in the region;99  

 
 Alpha Natural Resources’ recent merger with Massey Energy consolidated the company’s 

position as a leader in the nation’s coal industry. Its export efforts are currently focused 
largely on its metallurgical and thermal eastern coal reserves. Alpha controls more terminal 
space in the Gulf and East coast than any other coal producer. Although the company is 
supportive of West Coast terminal efforts, it has not publically taken a financial position 
regarding any of the port proposals to date.100 

 

 Cloud Peak Energy is the only pure play PRB producer of the major corporations in the 
region. During 2011 the company announced an agreement for terminal expansion101 and 
continued to support other similar projects.102 Cloud Peak’s annual revenue and share value 
already benefit from PRB exports. In 2011 the company exported 4.7 million tons or 4.8 
percent of its production. These exports accounted for 18.5 percent—or $287 million— of 
the company’s $1.55 billion total revenue; and103  

 

Ultimately, these factors all contribute to a long-term rising price environment for Powder River 
Basin coal, as markets shift and coal production undergoes a major transformation.  The continued 
pressure by coal producers for more federal coal leases, even in the face of historically low current 
prices, strongly attests to the industry’s bullishness in the long-term health of the region. Despite 
this rising price environment, there is uncertainty and increasing volatility. Although they will 
continue to supply the shrinking—but still significant, demand for domestic electricity 
generation—coal producers are mitigating this uncertainty with a greater reliance on exports.  
 
For the nation as a whole, and very specifically for the Powder River Basin, the move to exports 
reflects efforts by coal producers and financial interests to globalize production, distribution, and 
pricing of PRB coal. The result: volatile and upward pressure on long-term prices for the traditional 
consumer of domestic coal, the U.S. electricity industry and the American public.   

COST OF PRODUCTION PRESSURES  
The BLM also fails to consider recent government studies that raise questions about the rising cost 
of production of the region’s coal reserves. Reserves are relevant to market forces in the sense that 
the factors described in this paper place additional pressure on PRB production. A 2008 study by 
the United States Geological Survey (USGS) raised concerns about the diminished size of the PRB’s 
economically recoverable coal reserves.104 The USGS surveyed the mines and coal beds in the 
Gillette Field—which is responsible for 37 percent of the nation’s coal supply—and calculated the 
available coal resources, the amount of recoverable coal, and then the coal reserves.105 (Coal 
reserves, a subset of coal resources, can be defined as the portion of recoverable coal that can be 
mined, processed, and marketed at a profit at the time of the economic evaluation.) The report 
concludes that the Gillette reserves have significantly less recoverable coal at affordable prices than 
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previously thought. Given the sheer size of the field, the USGS report has significant repercussions 
for the coal industry.  
 
In June 2009, the Wall Street Journal surveyed the opinion of industry leaders and the EIA regarding 
the USGS findings. The EIA’s response conceded the fundamental accuracy of the report findings, 
“The Energy Information Administration, part of the Department of Energy, says it is reassessing its 
coal tally in light of the new USGS data. It intends to create a new coal baseline from which it will 
begin its annual subtraction as soon as [it] can.”106  Fundamentally, the EIA’s decision to create a 
new baseline recognized the need to more carefully monitor this valuable resource. In light of 
evidence that the current accounting method is unreliable, the administration’s challenge is even 
more urgent. A representative from Peabody Energy also affirmed the accuracy of the USGS’ 
findings, stating that the entity, “made a leap forward with this study.” The industry spokesperson 
added that the company has reached similar conclusions to the USGS. 
 
The issues raised by the USGS report, and the EIA’s acknowledgement of the problem, are 
fundamental. Yet there are no references to the USGS study in any formal BLM documents related to 
coal lease transactions. By effectively ignoring the USGS red-flag warning, BLM reaffirms that the 
judgment of coal producers based on the mine plans submitted in applications will be the 
underlying basis for its coal lease awards. BLM has failed to disclose a coherent public management 
opinion on the USGS study as it relates to agency’s decisions on:  assessing potential impacts on 
future coal quality, mine location, price, cost of production or any of the other critical factors the 
study raised. Instead of taking into account critical larger market forces, the BLM tends to use 
outdated information and poor market analysis that do not reflect conditions in current or future 
coal markets.  
 
By ignoring basic market realities, the BLM adopts assumptions that maintain a skewed view of 
potential scenarios and likely outcomes. The USGS study, as well as the EIA’s response, also 
supports the thesis that coal prices in the PRB will rise. The BLM’s consistent disregard of market 
factors understates the demand pressures on the PRB market. These understatements enable the 
BLM to repeat its historic practice of low valuations. Table B shows that coal producers with 
holdings in the PRB are seeking to increase their investments in the region.  In 2011, Peabody, 
Alpha and Cloud Peak all successfully secured new leases under the BLM lease program. Recently, 
Arch Coal secured additional tonnage under state-leased coal reserves in Montana.  
 

Table B: Coal Reserves of Powder River Basin Producers 
 

Company Total Reserve 
Tons 

(in billions)107 

Powder River 
Basin Tons 
(in billions) 

2011 Pending 
Applications 108  

Peabody Energy109 9.2 3.1 3 

Arch Coal110 5.5 3.26 3 

Alpha Natural 
Resources111 

5.0 .65112 1 

Cloud Peak Energy113 1.4 1.4 1 
Source: TR Rose & Associates 
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LOSS OF CENTRAL APPALACHIAN COAL 
Recoverable reserves in Central Appalachia are almost depleted.  The fundamental reason for the 
depletion is geological, as the area has been the most intensively mined region in the United States 
for decades. Although the remaining reserves still possess high energy and low sulfur content, they 
are in areas more difficult to mine.114 The complexity and increasing cost of mining Central 
Appalachian coal has led producers to adopt controversial mining techniques, such as mountaintop 
removal coal mining. With the adoption of more complex and destructive mining techniques comes 
increased oversight and regulation. These factors have led to dramatic increases in the costs of coal 
production.115 The rising costs of production have made coal less competitive as a source of fuel116 
as most of the major utilities have indicated that they no longer consider Central Appalachian coal 
an economically viable fuel for their coal-fired plants.117 As less coal is available from Central 
Appalachia, more pressure will be placed on the nation’s other coal producing regions—including 
the Powder River Basin—to fill the void. 

DECLINING PRICE OF NATURAL GAS 
Throughout the last two years natural gas prices have declined precipitously and most analysts 
agree that these prices will stay low for the foreseeable future. The decline in prices has sufficient 
depth and duration to shift utility spending away from coal and toward natural gas and renewables. 
The decline of natural gas prices is a significant economic factor that contributes to the retirement 
of existing coal plants.118 Low natural gas prices have also led to low power prices and have 
effectively diminished the ability of Central and Northern Appalachian coal to compete in current 
power markets. As natural gas prices remain low, regional markets and individual plant 
performance also indicates the potential for Illinois Basin coal to lose market share. Powder River 
Basin coal, because of its relatively low price, shows less chance for displacement by natural gas.119 
As domestic coal markets begin to settle out from these changes, the Powder River Basin and 
Illinois Basin can both expect greater demand pressures from domestic electric generation.  

Recent Coal Leasing: Still Below Fair Market Value 
The evidence demonstrates that the BLM is ignoring the major forces driving change and their 
resulting impact on price. In Records of Decisions from 2011 sales, the BLM fails to consider the 
loss of Central Appalachian coal, increasing levels of coal exports, decline in natural gas prices or 
the specific impact of these factors on the supply, demand, and price of PRB coal.120  As 
demonstrated by high bids from coal producers on the BLM leases in the PRB, as well as these 
producers’ aggressive and increasing interest in the BLM lease activity, the long term prices of coal 
from the PRB will continue to increase. This is occurring despite currently low domestic coal prices 
and the prospect of generally diminished use of coal for electric generation in the United States. 
Long-term price increases specific to the PRB are being driven by the rise in production costs, 
domestic demand and exports. Coal producer activity anticipates a period of long-term price 
increases and profitability.   
 
Regional production trends have created intensified mining pressures on PRB coal producers and 
placed upward pressure on long-term PRB prices. At the time of this writing, PRB short-term coal 
prices as with all domestic coal are low. Coal producers and BLM are nevertheless pressing forward 
with their applications for new PRB reserves.121 Moreover, it is against this backdrop that recent 
lease issuances by the BLM continue to demonstrate the agency’s pattern of providing coal to 
producers at below fair market value.  
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The sale of the West Antelope North II tract to Cloud Peak—best demonstrates how BLM is still 
failing to receive fair market value for federal coal leases in the PRB. In this case the BLM failed to 
consider changing market dynamics, including most critically the increasing level of exports. Since 
no detailed, formal independent review is permitted by the BLM, the clear indication used in this 
study is the market itself. In May 2011, the agency agreed to a lease bid from Cloud Peak Energy. 
The so-called fair market value level accepted by the BLM was low, Platts Coal Trader, commented 
on the view held in the coal industry that the price was low. Cloud Peak’s stock price rose 
precipitously on the day of the sale reflecting market reaction that the company had received a 
favorable deal. One stock analyst for UBS raised the company stock rating based on the lease award. 
Six weeks later BLM received record high bids on two coal tracts that contained lower quality coal 
than that in the Cloud Peak tract. The message is clear: four separate, independent market sources 
familiar with the deals offered information that raise red flag warnings that BLM’s fair market value 
on the Cloud Peak lease was defective. (For additional detail on these case studies see Appendix B).  
 
In another more recent sale BLM awarded a lease to Peabody Energy for the control of the South 
Porcupine reserve. BLM accepted the company bid of $1.11 per ton. SNL Energy’s Coal Report 
stated the following: 
 

Peabody’s South Porcupine bid also looks like a bargain compared to the August 2011 
auction in which Alpha Natural Resources, Inc. unit paid $1.10 per ton for the West Caballo 
reserve, which contains coal of significantly lesser quality than the South Porcupine.”122 

PART IV: IMPLICATIONS FOR THE FUTURE 

Findings 
An analysis of the BLM’s federal coal leasing program presents five critical points of consideration 
for policy makers, investors, public interest groups, land managers, elected officials, taxpayers and 
ratepayers.  
 

1. The U.S. government’s possession of a large coal asset in the PRB constitutes a 
monopoly of supply;  
 

2. The government acts as a price leader—an entity with the ability to significantly shape 
the price direction of western coal;  

 
3. Oversight of the federal coal program has been non-existent; 

 
4. BLM’s appraisal process is inherently flawed, anti-competitive and is failing to take 

into consideration larger market forces; and 

 
5. BLM’s failure to correct its flawed appraisal process has resulted in the loss of 

approximately $28 billion in foregone revenue to federal and state governments; 
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6. The BLM’s process for selling federal coal has created a de facto national energy 
policy. 

 
 
Each of these findings has significant implications for current policies. 
 
First, the U.S. government’s possession of a large coal asset in the PRB constitutes a monopoly of 
supply. The existence of a monopoly means that action taken by the owner will lead and shape—if 
not dominate—the markets where it holds sway. At the time of the 1982 sale, the federal 
government owned 80 percent of the federal coal in the Powder River Basin. The remaining 20 
percent—which consisted of state and privately owned coal—could only be developed jointly with 
the federal government as a result of intermingled ownership patterns.123 In addition, the laws 
governing federal coal leasing policy (originally adopted in 1920 and then amended in the 1970s) 
ultimately gave the DOI control of almost every aspect of production. As one leading scholar of 
federal coal policy writes, “There is not much of a distinction between western coal development 
and federal coal development. As one goes, so will go the other.”124 
 
Second, the government acts as a price leader of western coal. As a result of its vast ownership of 
resources, the government is the price leader for western coal, meaning that the government’s 
actions and policies shape the market price for PRB coal. 125 The timing of the 1982 sales (and the 
significant volume of coal leases) flooded the market with cheap coal and drove prices down for 
more than two decades. Figure 4 and Figure 5 best illustrate these market distortions. Figure 4, 
which shows the price of coal between 1965 and 1982, demonstrates the historic upward trend in 
the price of coal prior to the 1982 transaction. However, Figure 5, which charts the price of coal 
from 1982 to 1998, demonstrates that a significant shift occurred in 1982, after which nation-wide 
coal prices declined. 
 

 
Source: TR Rose & Associates 
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Source: TR Rose & Associates 

 

Rather than serving as a policy that reflected the market, the so-called fair market value standard 
used by the BLM was more of a policy tool that led the market. The inherent power of the DOI over 
the marketplace was crystallized in a 1979 DOI report: “The government is the price leader for 
western coal properties due to its vast ownership of unleased, low cost coal. All lease prices will 
tend to go to the level the Department chooses.”126 BLM’s statements in response to the GAO in 
1994 that the decline in coal prices occurred (after a decade-long steep rise) because of an increase 
in the supply of low cost coal, reflects the flooding effect of the 1982 decision on price and market 
perception.127 It also represents DOI’s comprehension of its role in U.S. coal markets.  
 

Third, oversight is non-existent. In the last 30 years, neither Congress nor any independent entity 
has conducted an audit, study, or independent review of the program. In addition, there has been no 
follow-up to any of the evaluations conducted in the wake of the 1982 scandal. The last review of 
the leasing program was the 1983 GAO audit. 
 
Fourth, BLM’s process is flawed and fails to take into account larger market forces. The BLM’s process 
is shrouded in secrecy, as no evidence suggests that federal coal leases sold since 1982 were for fair 
market value. In addition, the agency fails to take into account larger market dynamics, such as the 
decline in Central Appalachian coal, the rising level of exports and natural gas prices. These market 
forces are driving up long-term coal prices in the PRB. However, the agency is not recognizing these 
factors in any of the Records of Decision related to current lease sales.128 
 
Fifth, BLM’s process of selling leases for less than fair market value has resulted in a loss of $28.9 
billion to federal and state governments. By applying the adjustments to fair market value used by 
the GAO in 1983, adjusted for 2011 dollars, the author has found that cumulatively more than $7.1 
billion in bonus payments and between $20.5 and $21.8 billion in royalty payments has been 
foregone in federal and state revenue since 1982. 
 
And finally, the sales had a profound impact on the nation’s energy policy. The availability of cheap 
coal from the PRB has not only provided the industry with a price advantage that has allowed much 
deeper market penetration throughout the years—from 5 percent in 1982 to nearly 48 percent 
today—but it has also had significant implications for the nation’s energy policy. For the past 30 
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years the U.S. government has effectively selected coal as the primary energy source to power the 
nation’s electric grid. In addition to its market penetration, analysts have concluded that coal’s 
dominance has effectively prevented the development of public-private partnership policies and 
programs to improve energy diversity in the United States.129 Others have observed that U.S. energy 
policy, while offering significant support to the coal industry for decades, has in fact failed to 
produce sufficient innovation in the field of coal burning technology. As GE’s Chief Executive Officer 
Jeffrey Immelt reflected, coal boilers are a backward looking energy technology. 130 
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Recommendations 
Between now and 2035, the EIA estimates another 12 billion tons of coal will be produced in the 
PRB. Coal producer’s estimates of production from the region are even higher. In addition, no 
known oversight activities are planned for the program.  Given the findings of this study, three 
specific top-level recommendations emerge from this report.  
 
In the short-term, it’s imperative that: 
 

1. The Department of the Interior should implement an immediate moratorium on the 
sale of federal coal leases in the Powder River Basin. 

 
The current lease program is purportedly designed to provide coal supplies for U.S. 
electricity generation at a fair market value.  The DOI’s real rationale for the sale of below 
market value PRB coal was to provide cheap coal for cheap electricity.  Although the 
demand driver for expanded coal production was once domestic electricity generation, this 
is no longer the case. While the region will continue to provide coal to meet domestic 
energy needs, over the long-term, as PRB coal becomes more expensive, the primary 
revenue driver for coal producers will be export sales. Today, the demand for new PRB 
lease applications and coal reserves is driven by coal producers responding to international 
supply and demand price signals in global markets, not to meet the needs of the nation for 
electricity. This is modern day coal producer speculation, a practice that has been a concern 
of both Congress and presidents going back to Theodore Roosevelt. An immediate 
moratorium is necessary because the actions of these coal producers have clear 
implications for the U.S. economy and its environment, as well as the electricity grid and 
political system. In the history of the coal lease program, policy makers have implemented 
moratoriums when far fewer challenges faced the program.  
 

2. The Department of Interior should re-instate the PRB as a Coal Production Region 
 

BLM’s Records of Decision (RODs) reflect the fact that the BLM is only paying attention to 
low-level microeconomic issues when selling coal. This fundamental failure reflects the 
inadequacy of an agency with neither a publicly accountable, regularized system of 
monitoring and analyzing coal markets nor the information necessary to grapple with the 
globalization of PRB coal.  There are no publicly available documents or studies that reflect 
the multiplicity of issues that face the agency in this time of dramatic change. The claim, for 
example, in the RODs that use of coal for domestic electricity protects national security 
when coal producers will actually export increasing amounts of coal to Asia borders on the 
Kafkaesque. Redesignating the PRB and other areas as coal production regions will assist 
the BLM address these broader economic issues.  
 

 
3. Congress must conduct a fundamental review of the federal coal leasing program, 

beginning with an evaluation of the use of U.S. coal assets. 
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Eighty percent of the coal in the PRB belongs to the U.S. government, granting the federal 
government an effective monopoly on western coal. The effective monopoly has 
ramifications for coal production throughout the country. Given that this resource is a 
public asset, coupled with the fact that there are significant economic, environmental, and 
foreign policy dimensions to this issue, a thorough review of the program is warranted. The 
failure of Congress to publicly address the coal leasing issue, despite rising production and 
revenue growth is a significant lapse that is only now recognized. Critical to the debate are 
the following questions: What, for the foreseeable future, will be the primary use of PRB 
coal? Who will be its primary beneficiaries? What are the future prospects for coal use in 
America?  

 
 

 
In addition to these primary recommendations, the author also suggests: 
 
The General Accounting Office should conduct an audit of the Bureau of Land Management’s 
federal coal leasing program.  
 
From the early 1970’s through 1983 the GAO produced over 20 policy driven audits of the coal 
lease program. The BLM’s federal coal leasing program has not been the subject of an independent 
review in nearly 30 years. Although the GAO reviewed the program in 1983, it has never conducted 
an audit of the program since issuing its original report (a 1994 audit of a specific lease problem 
provided some additional insights but was not an audit of the full program). Recently, as a result of 
changing market conditions, Representative Edward Markey requested an audit of the program in 
order to provide Congress with up-to-date analysis and information. The BLM responded in a 
hostile manner. The fair market value lease program—which is shrouded in secrecy on the grounds 
of protecting the federal government and third party interests—warrants investigation.  
 
 
The Office of Inspector General should conduct oversight activities regarding the Bureau of 
Land Management’s interaction with coal producers.  
 
During the 1982 scandal, a federal investigation discovered that DOI staff leaked confidential 
pricing information to coal industry representatives. In the wake of the scandal, both the Linowes 
Commission and the GAO Office of Inspector General acknowledged the need for more oversight of 
BLM’s dealings with the industry, recognizing potential conflicts of interest.  
 
 
An independent entity evaluate the Bureau of Land Management’s coal leasing program, 
with specific attention paid to fair market valuation.  
 
Throughout the past 30 years, there has been a lack of public oversight of the federal coal leasing 
program. The lack of oversight, accountability, and transparency continues today. BLM policy 
requires public inspection and external review to ensure program integrity, particularly those 
aspects of the process that are protected by BLM’s confidentiality claims. However, the external 
review process has not occurred.  Given the scandal that ensued after the 1982 lease sales—and the 
promise of reform that never materialized—it is readily apparent that a new entity, independent of 
the current oversight bodies, must be created in order to provide adequate oversight. This 
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organization, which could be patterned on the Independent Private Sector Inspector General, could 
provide an external review of the program and ensure public inspection.  The entity, which should 
remain in existence for at least 10 years, should regularly report to the president, Congress, and the 
public. 

Conclusion 
The Department of the Interior’s Bureau of Land Management (BLM) presides over a large publicly 
owned coal asset. BLM’s mission is to manage the asset so that the government receives a market 
price for the sale of the nation’s coal. As this report demonstrates, there is no evidence that the BLM 
receives a market price for the coal. There is, however, evidence that the government has foregone 
billions of dollars in revenue.  
 
The fundamental reason provided by the agency for its failure to adhere to the market standard—
although the agency alternately agrees and denies the facts of the matter—is the need for the 
government to provide low cost coal. This paper demonstrates that the BLM has kept coal prices 
artificially low by selling it to coal producers at below market value. In today’s rapidly changing 
environment, the business consensus that produced BLM’s practice of selling coal below its fair 
market value is unraveling.  Coal producers, now faced with a changing market, a host of potential 
regulatory conditions, and far more lucrative opportunities in the export arena, will be raising the 
price of PRB coal, and the nation’s coal in general, to support their own needs. The long-term price 
outlook for PRB coal is upward and volatile.   
 
The BLM is poorly prepared to handle these issues. The coal industry, which has a track record of 
limited transparency, has enjoyed a long history as a protected political class. Unfortunately, BLM 
has adopted this same culture of insularity.  The last public discussion on its mission and program 
was almost 30 years ago. The stakes are much higher now.  
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APPENDIX A: DISCUSSION OF MODEL 
 

Discussion of Calculation and Implications of Model 
The model prepared for this study keeps PRB prices that coal producers would charge to utilities 
effectively competitive. It achieves this even though PRB prices would rise beyond the historically 
depressed price levels in the PRB. This model assumes that the price of PRB coal could have been 
considerably higher over the last 30 years and that it still would have gained market share. In 1983 
PRB coal prices were considered high. The EIA and another analysts’ forward-looking view at the 
time projected continued, upward price pressure on coal prices.131 BLM’s original appraisals, in a 
number of cases, estimated higher coal prices as did the GAO’s own final conclusions about lost 
revenue. The model used in this study shows that adjusted PRB coal prices would have remained 
competitive with CAPP, ILB and NAPP coal. Coal prices from these other regions have been 
consistently higher at the mine mouth due to coal quality and the advantage of location.  The model 
assumes, as does BLM in its statements to the GAO regarding the depressive effect of low cost PRB 
coal on national coal prices, that BLM is a price leader. Therefore, setting a higher price for PRB coal 
would have allowed for greater market headroom for eastern coal as well.  

 

 
 Source: TR Rose & Associates 

 

The model presupposes increases in PRB coal as if BLM’s process actually reflected the market 
rather than directed it. It is logical to argue that the high prices presumed in the model would have 
been a disincentive to production. Therefore, the amount of coal production would never have 
increased as rapidly as it did, and so, no royalty revenue was actually lost. Fundamentally, however, 
this point is irrelevant to the discussion. The U.S. government has sold 9 billion tons of coal since 
1982, and the public record shows that the first 1.6 billion tons were sold at an inappropriate price.  
However, the economic implication of the model needs some discussion. The primary point: the 
model assumes that rising PRB coal prices would not have foreclosed a rise in the use of PRB 
coal.  



The Great Giveaway:                                                                                                         An 
analysis of the United States’ long-term trend of selling federally-owned coal for less 

than fair market value. 

45 

 

 
First, the variance in price identified by the industry (and this study) between PRB coal and the 
general coal market is wide. So is the variance between the cost of electricity produced by PRB coal 
and electricity produced with other fuels.132 This wide gap, identified by WMA and Peabody 
analysts as well, suggests that PRB coal would be competitive and profitable if deployed at higher 
prices.133 The U.S.  government from the 1970’s to the present has promoted coal as a priority.134  
 
Second, the coal story has an economic logic that is specific to the coal industry and its interaction 
with the investment and regulatory needs of the utility sector.  Economic theory does not easily 
explain coal markets. A period of rising coal prices, within limits, could be sustainable in some 
regions because capital outlays for new and retrofitted coal plants are long term. Markets can 
change. The price of competitive energy sources might increase more rapidly than coal, public 
regulatory bodies might be committed to coal and/or transmission logistics might require ongoing 
operation of coal plants despite disadvantageous pricing. Historically, flat pricing, even declining 
prices, for coal did not act as a disincentive to coal production.  
 
On the contrary, low prices and modest margins for coal producers served as a tool of market 
penetration for coal and coal mine expansion.  Investor-owned utilities, their regulators and public 
power agencies engage in a constant process of investment selection for upgrade, expansion and 
future consideration of energy options. These options are influenced by the price of transportation, 
fuel, construction costs, financial markets, the regulatory landscape and a host of local, state and 
national (and increasingly global) issues. The use of very low priced coal to achieve market 
penetration over the past 30 years was one way to accomplish a dominant position for coal.135 
 
The likely outcome of higher PRB prices would have been higher coal prices generally, but not 
necessarily a curtailment of coal’s market share increases. As the 1980s became the 1990s and then 
2000s, coal’s competitive advantage stayed strong against nuclear, gas and other competitors.136 
The headroom in coal pricing in the PRB created substantial market leeway for coal to continue to 
gain market share. 
 
It might be argued that PRB coal prices would not rise to the level estimated by this study. Even if 
the fair market lease prices were systematically increased it would not necessarily have an impact 
on the market price of coal. BLM refuted this position when it declared to the GAO that its 1982 
decision flooded the markets with coal and pushed prices down for the better part of a decade.  
BLM believes, and this author concurs, a policy choice backed by years of implementation practice 
consistent with that decision sent the price of coal plummeting. Other policy decisions can be 
designed to send prices in the opposite direction if desired by a monopoly owner.  
 
In addition, the GAO study showed that significantly higher market coal prices were to be expected 
in the early 1980’s and beyond. BLM’s prices in some instances exceeded the coal prices levels used 
in this study. For example, BLM’s original appraisal prices for two tracts were 26 and 39 cents per 
ton.137 GAO even estimated one coal tract price at 60 cents per ton.138  
 
Furthermore, BLM’s claims that coal producers would not bid for higher priced coal, especially in a 
slowing 1982 market is belied by the fact that one coal producer doubled its bid for the same coal 
tract between April and October 1982.139 On another tract BLM originally set the price of coal at 
less than one tenth of one cent per ton (0.029 cents per ton). Then, due to an oversight it listed and 
sold the coal for 2.5 cents per ton. A coal producer paid a price 85 times higher than the amount 
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that BLM estimated was fair market value.140 At bottom, the price indicator—coal sold for below 
fair market value—has an impact over time. GAO makes clear that the use of non-competitive prices 
as the basis for future FMV determinations is inappropriate.141 Yet, from the limited information 
available on the public record this is the practice BLM has followed for decades. 
 
 
 
GAO found that when coal tracts are designed to serve one coal company and thereby eliminate 
competition, the value of the tract increases and so should the revenue to the United States 
Treasury. The FMV, under conditions of no competition, should not then be calculated as if a market 
exists, but instead be established based on the value of the tract to the individual company 
receiving the advantage of this anti-competitive practice. 142 
 
These facts and this analysis indicate a far more fluid and upward potential for PRB coal prices. The 
1982 coal sales decision was the continuation of a long-standing practice of leasing coal for below 
fair market value. Higher prices over time would not have severely restricted the market 
penetration of PRB coal. The same interplay of federal monopoly policies, state regulatory decisions 
and coal industry political power is still at work today. These forces act as a brake on the loss of 
coals market share.143 The political and market power of the coal industry has been relatively 
diminished compared to prior periods in history.144 The industry nevertheless is still able to 
persuade state regulators and political decision makers, particularly those in the public power 
realm,145 to stay with coal and mobilize against greater fuel diversity in the nation’s system of 
electricity generation.146 This is true even when coal is not competitive and is causing actual 
financial harm to those who are held captive to prior decisions.147 
 
The explanation for the loss of revenue and value to the United States government is embedded in 
its policy choice to supply low-cost electricity to the nation. At minimum, that decision had a 
substantial price tag for the U.S. Treasury. The fact that the United States government holds 
monopoly control over a natural asset that has value only upon extraction creates a contentious 
basis for assessing a true fiscal cost. More research, transparency and debate would advance the 
discussion of how BLM actually managed the nation’s coal asset for the last 30 years. However, the 
discussion makes clear that any successful energy strategy related to power generation embarked 
upon by the private sector will require considerable, long-term levels of public support of both a 
financial and policy nature.  
 
Coal was always abundant, but the evidence suggests it was never cheap. 
 

 



The Great Giveaway:                                                                                                         An 
analysis of the United States’ long-term trend of selling federally-owned coal for less 

than fair market value. 

47 

 

 

APPENDIX B: RECENT COAL LEASE CASE STUDIES 
 

Cloud Peak’s Purchase of West Antelope II North  
On May 11, 2011 the BLM announced that Antelope Coal, LLC. (an affiliate of Cloud Peak Energy) 
was the successful bidder on the West Antelope North II coal tract in Wyoming.148 The tract 
contained 350.3 million tons of coal (8967 Btu) and the 85 cents per ton bid placed the total value 
of the lease at $297.7 million. This sale was significant for a variety of reasons, but most notably: (1) 
Cloud Peak was the sole bidder; and (2) the sale enabled the company to add $293 million to its 
value—approximately 30 percent of total company assets.149  
 
The day the sale was announced, Platts’ Coal Trader noted that in prior sales where no competition 
took place, and where bid prices were low, the BLM rejected the bid and required a producer to 
come back with another, higher bid:150  
 

Coal producers in Wyoming’s Powder River Basin stand to benefit from Cloud Peak’s purchase of the 
West Antelope North last week, which industry observers say came at a relatively low price that 
acknowledges both the higher price of mining and perhaps, a more cloudy future for domestic coal 
markets.151 

 
The same article supports the “low price” perception given how the market reacted to Cloud Peak’s 
stock price. “News of the lower-than-expected bid prompted UBS to raise its stock price target for 
Cloud Peak from $26 to $31 per share.” Cloud Peak’s stock price rose by 4.8% on higher than 
average volume trading at the time of the sale announcement.152 
 
Platts Coal Trader’s coverage of the bid and stakeholder commentary on the BLM decision also 
provides important details, noting that analysts and industry officials keyed in on the stripping 
ratio as a critical issue that might have pushed the tract price down. All other things being equal 
under the BLM’s fair market protocol, rising production costs would decrease the value of the coal 
tract. “Mining costs are affected by strip ratios; that’s probably one of the biggest determinants in 
mining costs,” stated a BLM official, speaking on condition of anonymity because the agency does 
not comment on lease sales.  
 
The article also pointed out that the lack of transparency at the BLM made it impossible for 
outsiders to understand how decisions are made. How rising coal cost of production might be 
weighed against, say rising coal prices is not a matter of regular discussion and disclosure. How the 
BLM’s fair market appraisal might navigate the conflicting market pressures of high inventories, 
low natural gas prices and rising exports is discussed in the Platts’ Coal Trader article as well. As an 
industry commentator states: “The salvation is going to be exports off the West Coast.” 
 
Ultimately, the BLM accepted Cloud Peak’s bid because it met the fair market value standard. 
Although the actual fair market value is confidential, Platts Coal Trader’s analysis raises some 
questions about how agency officials calculated the actual value. The sale raises three critical 
issues: 
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 First, the BLM appears to have valued the stripping ratio as the driving factor in the FMV 
calculation. Cloud Peak read the same geological data, and, knowledgeable about the FMV 
appraisal system, developed its bid accordingly. Understanding the coal market, the 
likelihood of competition for the tract (none) and the real price achievable on the market, 
Cloud Peak strategically placed its bid. The UBS and the stock market boost present a clear 
picture:  the BLM undervalued the coal asset by giving more weight to losses on the 
stripping ratio downside against the stronger rising price upside. Cloud Peak understood 
the FMV lease appraisal system and exploited it to its advantage. 

 
 Second, the BLM’s view about the trajectory of coal prices is defective. Long-term PRB coal 

prices are rising. The BLM has ignored this reality. As noted in several places throughout 
this analysis, the agency is aware of the value of the leases it awards. It is also aware of the 
implications for the market and for the coal producers. Cloud Peak’s bid may have met 
BLM’s fair market value standard, but as has been historically the case with the BLM, the 
BLM’s determination of fair market value is far below the price Cloud Peak will get on the 
broader market for the coal. 
 

 Third, the discussion about exports is also missing from BLM’s decision.  However, it is very 
much part of the market analysis of the transaction, as the quote from the industry 
spokesperson demonstrated. There is no mention of exports in the agency ROD for the 
lease. The ROD is the only formal, publicly available document that provides a rationale for 
the lease. At present, Cloud Peak only exports from its Spring Creek mine in Montana, but 
higher Btu value coal is an important part of its current export strategy.153 The West 
Antelope tract would seem to have a high potential for export. 

 
 
The Sale of the Belle Ayr North Coal Tract  
On July 13, 2011 Peabody Energy announced it was the winner of the bid for Belle Ayr North coal 
tract. Its bid of 95 cents per ton for the 1,671-acre parcel added 220 million tons of 8500 Btu coal to 
its 2.9 billion PRB reserve.154 Peabody’s bid exceeded that of Alpha Natural Resources, the applicant 
for the site. Alpha’s bid was for 78.2 cents per ton.  
 
Peabody’s bid was the second highest bid on record for a coal tract exceeding the per ton price of 
coal in the Cloud Peak transaction. It was particularly surprising given that the coal quality for this 
tract, 8500 Btu, is lower than the quality on the Cloud Peak tract (8967 Btu). The sale was also 
controversial since it is unprecedented for an applicant for a site (Alpha) to lose out at an auction. 
Alpha’s interest in increasing its holdings in the Belle Ayr tracts built upon its other Belle Ayr 
holdings. However, the Belle Ayr tract Alpha identified is contiguous with Peabody’s Caballo mine 
holdings. Although the auction process is supposed to be competitive, the coal tract selection 
process has failed to produce robust competition in the past.155  
 
Peabody’s CEO Greg Boyce offered some insights into the company’s views on its motivation 
surrounding the sale, which involved a competitive bid unusual for federal lease auctions. “The PRB 
has been the cornerstone of our production platform for a number of years, and we've been active 
in PRB lease sales over a long period of time." He then added: 

So as we look at how you continue to sustain the level of production when you're 
producing 140 [million] to 150 million tons a year of PRB coal, you have to continue 
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to replace that reserve base. So, it shouldn't be any surprise that for any lease sale 
out there, we're going to actively look at those reserves, look at their proximity to 
our operations, how they could be integrated into our operations in order to not 
only provide longevity but also the potential to expand as the economy here in this 
country recovers and exports become a much bigger component of PRB in the 
longer term.156 

The Sale of the Caballo West Tract 

On August 17, 2011, the BLM accepted Alpha Natural Resources bid for the Caballo West tract.157 
The original applicant for the tract was Peabody Energy. Alpha’s bid of $1.10 per ton or $143.4 
million for the 1,024acre, 8500 Btu coal tract represents the highest price paid for a tract in the 
history of the program.158 Peabody Energy’s second place bid of 98 cents per ton was also 
historically high.  

The Caballo West auction took place shortly after Peabody Energy outbid Alpha, the original 
applicant, on the Belle Ayr site.  Competition for these tracts is extremely rare.  According to the 
Platts Coal Trader, “Of the 14 coal tract auctions completed by the Bureau of Land Management 
since 2000, only this auction and the last one in July, both between Alpha and Peabody, have been 
lost by the company that applied for the initial lease by application, or LBA.”159 
 
Alpha’s and Peabody Energy’s willingness to pay high prices for mid-quality PRB coal suggests a 
long-term demand for PRB coal. SNL Energy’s Coal Report viewed the implications of the auction:  
 

The salient factor for other PRB coal producers out of all this is that the two recent bidding 
wars will likely drive up the price for the future federal leasing for Wyoming PRB coal, 
because BLM takes into account prior bid amounts when setting its secret fair market value 
estimates for future coal tracts. BLM does not reveal how it sets its fair market value 
estimates, so it is not clear how it will factor into these two recent winning bids for mid-Btu 
coal when it sets value for future reserves sales of high-Btu coal of mines further to the South 
of Caballo and Belle Ayr, and low-Btu mines farther to the north.160 

 

The Sale of the South Hilight Tract 
In December 2011 the BLM awarded Arch Coal a federal coal lease for the South Hilight tract in the southern 
PRB. The tract sold for $1.35 per ton for the 222 million tons of 9000 Btu coal. Arch Coal was the sole bidder 
on the tract. The $1.35 per ton bid for high quality BTU coal reflected Arch’s view that the region would 
produce sufficient demand at rising prices.  
 
According to Steve Leer, Chairman and CEO of Arch Coal: 
 

“Because of their very high quality, the South Hilight reserves are exceptionally well positioned to 
serve both the growing export market and expanding domestic demand for ultra-low sulfur coals.”161 
 

The Record of Decision in the case, signed on March 1, 2011 makes no reference to the use of the coal in 
export markets. It concentrates on coal burning for U.S. domestic electric and compliance with pollution 
control laws in the United States.162 
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The Sale of the South Porcupine Tract 
In May, 2012 the BLM award the coal reserve at the South Porcupine coal tract to Peabody Energy for a $1.11 
per ton bid for 8905 Btu coal. The $1.11 per ton bid was for coal of a higher quality than the earlier bid by 
Alpha Natural Resources for the Caballo West tract in August of 2011. Alpha’s bid of $1.10 ton was for 8500 
Btu coal.  
 
SNL Energy’s Coal Report163 commented: 
 

In December 2011, Arch Coal Inc. paid a record $1.35 per ton for the South Hilight coal tract, which 
contains coal with a slightly higher heating content than South Porcupine but also a slightly higher 
sulfur content. 

Peabody's South Porcupine bid also looks like a bargain compared to an August 2011 auction in 
which an Alpha Natural Resources Inc. unit paid $1.10 per ton for the West Caballo reserve, which 
contains coal of significantly lesser quality than South Porcupine. 

Peabody Energy was the sole bidder on the project.  

These five coal lease sales illustrate the following points: 

1. The bid prices reflect a long-term rising price outlook for PRB coal on the part of Peabody 
Energy, Alpha Natural Resources and Arch Coal. The market’s response to the Cloud Peak 
sale reflects the same. The outlook is predicated on intensified domestic demand and rising 
exports. 

 

The need for each company to build reserve capacity in low, medium and high Btu PRB coal 
is essential to its current share value, revenue earning potential and stock value. Locking in 
new reserve positions is vital for each company’s domestic and international market 
expansion; 
 

2. The BLM’s approach to these sales taken cumulatively, send a red flag warning that the 
agency is unprepared for the market changes taking place. The Cloud Peak price was far 
below any measure of fair market value, if the concept is to be reasonably understood. The 
most recent South Porcupine lease sale lead SNL Energy’s Coal Report to comment: “looks 
like a bargain;” and  
 

3. Commentary at the time of the Cloud Peak sale was that the FMV was adjusted downward 
by the BLM because of the rising cost of production on the tract. The market, more alert to 
the rising price environment than BLM, immediately raised the company’s stock value. 
Three months later bids of 97 cents per ton and $1.10 per ton met the fair market value for 
lower quality coal. How the prices rose for lower quality coal between 14 percent and 29 
percent in a matter of weeks reflects poorly on the FMV method and process. 

Furthermore, although the Alpha and Peabody bids reflect historically high prices for PRB coal, the 
August 2010 Peabody investor presentation shows market headroom pricing of $36.00 per ton.  

http://www.snl.com/InteractiveX/snapshot.aspx?ID=4100842
http://www.snl.com/InteractiveX/article.aspx?ID=13190504
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Peabody’s and Arch’s views on the possible premiums achieved through export sales suggest 
growing and persistent excess cash profits for coal producers from rising international activity. 
These market measures support much higher valuations164 than those attained by the limited 
competition achieved in the Caballo and Belle Ayr sales.165  

Cloud Peak’s bid drove the company stock valuation considerably higher because of its coal 
producing position (because it is a PRB pure play producer, as no other financial activity was 
providing cross currents to effect its value at the time) and because it was perceived as a 
sweetheart deal. On price alone, the Cloud Peak sale should have generated a higher per ton value 
and a higher bonus payment for the United States Treasury. Instead, the federal Treasury lost funds. 

The BLM’s Record of Decision in each case directly or indirectly materially misrepresents what 
market the coal will be sold in, where it will be consumed, where its impacts will be experienced, 
and what impact its production will have domestically and internationally on supply and price and 
the status of alternative energy supplies. The full purpose for which this coal is being mined is not 
reflected in the ROD.166 

Finally, each of the five successful bidders is active in export markets. Current and future share 
value and corporate strategic decision-making are tied to greater integration of production with 
global markets. The coal producers do not have as their exclusive intent—if it is their intent any 
longer at all167—to provide coal to U.S. domestic utilities at affordable prices. 
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APPENDIX C:  GAO ARCHIVED COAL LEASE RESEARCH 
 

 Date Title of Report Critical Issues Covered in Report 

1. 3/9/1972 Improvements Needed in Administration of Federal 
Coal-Leasing Program 

Recommended stronger enforcement of environmental and 
reclamation requirements, flexibility in ability to adjust 
royalty lease terms more often, disallowing deferment of 
coal development on granted leases. 

2. 4/28/1975 Further Action Needed on Recommendations for 
Improving the Administration of Federal Coal-Leasing 
Program 

Reiterated recommendations from 1972 report on the 
improvements needed in Federal coal-leasing program. 

3. 10/15/1975 Federal Coal Leasing Program Administered by the 
Department of Interior 

Provided data and analysis on coal reserves, regional 
production and largest mining companies. 

4. 3/26/1976 Issues Related to the Development of Federal Coal 
Resources 

DOI has decided to base its leasing policy on the number 
and value of bids received instead of on advance planning, 
timing, or estimates of the quantity of coal to be produced.  
DOI's current leasing program is superior to its previous 
system, but mapping, drilling, and land management 
planning weaknesses can jeopardize the success of the 
entire operation. 

5. 4/1/1976 Role of Federal Coal Resources in Meeting National 
Energy Goals Needs To Be Determined and the 
Leasing Process Improved 
 

Important quotes: "DOI has decided to lift the moratorium 
without having reasonable goals of how much coal to lease 
or when to lease. Recommended stronger enforcement of 
environmental and reclamation requirements, flexibility in 
ability to adjust royalty lease terms more often, disallowing 
deferment of coal development on granted leases."  "In the 
past, DOI gave little attention to adequately valuing coal 
lands and leased coal." 

6. 7/20/1976 Department of Interior’s Approval Process for Coal 
Mining Plan 

The audit reviewed policy and procedures used by DOI to 
approve mine plans. It then applied these standards and 
protocols to approval of several coal and mining plans. 

7. 10/25/1977 United States Coal Development and the Federal Coal 
Leasing Amendments Act of 1975 - Statement of 
Monte Canfield, Jr. Director, Energy and Minerals 
Division 
Before the Subcommittee on Energy Production and 
Supply 

The success of a federal leasing program revolves around 
three key points: resource and reserve data, maximizing 
economic recovery, and coordinating the planning for future 
leasing and production between the Department of Energy 
(DOE) and Interior. 

8. 12/30/1977  Status of Competition In the Coal Industry Report explored the companies in the industry. 

9. 6/25/1979 Issues Facing the Future of Federal Coal Leasing GAO report examined questions on new leasing program: 
how to balance fair market leasing goals with 
environmental, socioeconomic and economic goals in a less 
regulated environment. 

10. 6/25/1979 Statement of John Sprague, Associate Director, 
Energy and Minerals Division, before the 
Subcommittee on Mines and Mining 

Testimony. Statement expresses concern regarding 
Interior's decision to restart competitive leasing before 
performing analysis of current leases, suggests analyzing 
ability to meet coal production goals for 1985-1990. 

11. 9/20/1979 Statement of John Sprague, Associate Director, 
Energy and Minerals Division, before the 
Subcommittee on Mines and Mining 

Testimony: Follow up to earlier testimony of 6/25/1979, 
concerned Interior not taking into account uncertainties 
when calculating amount of coal production goals. 
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12. 8/22/1980 A Shortfall in Leasing Coal From Federal Lands: What 
Effect on National Energy Goals? 

Addressed serious problems regarding leasing insufficient 
amounts of coal, not selecting the best coal areas for lease, 
and not having needed coal data are indicated in the 
Department of the Interior's lease sale in the Green River-
Hams Fork region of Colorado and Wyoming. 

13. 12/12/1980 Mapping Problems May Undermine Plans for New 
Federal Coal Leasing 

GAO reviewed problems associated with the Department of 
the Interior's coal mapping program as it would affect the 
future leasing of coal from Federal lands, found that maps 
that are often inaccurate, unreliable, and inappropriate 
either to define broad planning boundaries or to support the 
kinds of economic, energy, and environmental trade-off 
decisions. 

14. 8/6/1981 How Interior Should Handle Congressionally 
Authorized Federal Coal Lease Exchanges 

GAO called into questions Interior's lease exchange for Utah 
company, didn't meet Congressional requirements for non-
competitive lease, and didn’t prepare proper equal value 
determination. 

15. 8/20/1981 Simplifying the Federal Coal Management Program GAO reviewed Interior’s regulation governing its coal lease 
program and commented on ways to streamline provisions 
related to maximum economic recovery, diligent 
development, logical mining units and environmental review 
requests. 

16. 4/28/1982 Cooperative Leasing Offers Increased Competition, 
Revenues, and Production From Federal Coal Leases 
in Western Checkerboard Lands 

GAO evaluated the Department of the Interior's ongoing 
experiment with cooperative leasing agreements, before 
meaningful comparisons can be made against other leasing 
alternatives. More experience with the concept is needed. 

17. 8/10/1982 Need for Guidance and Controls on Royalty Rate 
Reductions for Federal Coal Leases 

GAO discussed problems encountered by the Department of 
the Interior in its procedures for granting or denying 
requests for royalty rate reductions on federal coal leases, 
found Interior was not sufficiently used its existing 
accounting and auditing expertise to review reduction 
applications. 

18. 3/7/1983 Coal Exchange Management Continues To Need 
Attention 

GAO examined several aspects of the proposed exchange of 
coal land ownership in Montana between the Bureau of 
Land Management (BLM) and a mineral company. 

19. 5/11/1983 Analysis of the Powder River Basin Federal Coal Lease 
Sale: Economic Valuation and Legislative Changes 
Needed 

Review of 1982 sale of 11 coal tracts. GAO review found 
BLM leased tracts for $100 million less than fair market 
value. 

20. 5/23/1983 Analysis of the Powder River Basin Federal Coal Lease 
Sale 

Testimony:  Specifically discusses competitive leases for land 
adjacent to mining operations already in place, adoption of 
entry level bidding (lower minimum acceptable bids) that 
lowered final bid value.  GAO evaluation showed that most 
of the Powder River coal leases sold for less than fair market 
value. 

21. 9/6/1983 Fair Market Value Policy of Federal Coal Leasing Testimony:  Further discussion regarding Powder River/fair 
market value, discussed recommended valuation 
improvements.  Recommended quantitative tests for FMV 
regardless of bidding and greater reliance on arm's length 
and prior sales. 

22. 1/27/1984 Evaluation of Department of the Interior Comments 
on GAO's Report on the Powder River Basin Coal Sale 

GAO presented its evaluation of the Department of the 
Interior's comments on a GAO report, which analyzed the 
Powder River Basin federal coal lease sale.  GAO emphasized 
that there is a need to develop the best possible procedures 
to ensure receipt of fair market value without improper 



54 The Great Giveaway:                                                                                                         An 
analysis of the United States’ long-term trend of selling federally-owned coal for less 
than fair market value. 

 

influence by Interior. 

23. 6/11/1984 Deficiencies in the Department of the Interior OIG 
Investigation of the Powder River Basin Coal Lease 
Sale 

GAO reviewed the conduct of a Department of the Interior, 
Office of the Inspector General (OIG) investigation into the 
Powder River Basin coal lease sale.  GAO found that the 
three reports were incomplete and unreliable. 

24. 8/2/1984 Legislative Changes Are Needed To Authorize 
Emergency Federal Coal Leasing 

GAO recommended changes to Interior's emergency lease 
procedures, FMV determination flawed because did not 
assume higher value to emergency applicant. 

25. 2/17/1987 Mineral Resources: Interior Has Improved Its 
Administration of Coal Exchanges 

GAO evaluated the Department of the Interior's procedures 
for administering the trade or exchange of federal coal 
lands, GAO recommended administering lease exchanges in 
a way that ensured competition would still exist. 

26. 8/25/1987 Mineral Revenues: Coal Lease Readjustment 
Problems Remedied but Not All Revenue Is Collected 

GAO examined BLM's actions regarding readjusting coal 
leases and collecting royalties, found BLM did not readjust 
on time, did not collect $187 million, MMS did not collect 
royalties because of inadequate financial management. 

27. 9/30/87 Mineral Resources: Interior’s Actions on Three Coal 
Leases 

GAO reviewed BLM’s proposal to suspend a portion of a 
firm’s coal leases for non-performance on diligence 
standards. 

28. 8/4/1992 
 

Mineral Resources: Proposed Revision to Coal 
Regulations 

GAO report critical of BLM proposed rule to allow 
leaseholders to only produce .3 percent of recoverable coal 
reserves and still maintain lease.  BLM did not explain 
reasons, did not present evidence this was necessary, and 
would allow leases to be held without production. 

29. 9/16/1994 Mineral Resources: Federal Coal-Leasing Program 
Needs Strengthening 

Congress passed legislation to discourage the speculative 
holding of federal coal leases and to encourage the 
development of leased coal. Yet GAO found that the Bureau 
of Land Management (BLM) has taken actions that do not 
further these goals. 
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Abstract 

Black carbon aerosol plays a unique and important role in Earth’s climate system.  Black carbon is a type of carbonaceous material 

with a unique combination of physical properties.  This assessment provides an evaluation of black-carbon climate forcing that is 

comprehensive in its inclusion of all known and relevant processes and that is quantitative in providing best estimates and 

uncertainties of the main forcing terms: direct solar absorption, influence on liquid, mixed-phase, and ice clouds, and deposition on 

snow and ice.  These effects are calculated with climate models, but when possible, they are evaluated with both microphysical 

measurements and field observations.  Predominant sources are combustion related; namely, fossil fuels for transportation, solid 

fuels for industrial and residential uses, and open burning of biomass.  Total global emissions of black carbon using bottom-up 

inventory methods are 7500 Gg yr-1 in the year 2000 with an uncertainty range of 2000 to 29000.  However, global atmospheric 

absorption attributable to black carbon is too low in many models, and should be increased by a factor of almost three.  After this 

scaling, the best estimate for the industrial-era (1750 to 2005) direct radiative forcing of atmospheric black carbon is +0.71 W m-2 

with 90% uncertainty bounds of (+0.08, +1.27) W m-2.  Total direct forcing by all black carbon sources, without subtracting the pre-

industrial background, is estimated as +0.88 (+0.17, +1.48) W m-2.  Direct radiative forcing alone does not capture important rapid 

adjustment mechanisms.  A framework is described and used for quantifying climate forcings, including rapid adjustments.  The 

best estimate of industrial-era climate forcing of black carbon through all forcing mechanisms, including clouds and cryosphere 

forcing, is +1.1 W m-2 with 90% uncertainty bounds of +0.17 to +2.1 W m-2.  Thus, there is a very high probability that black carbon 

emissions, independent of co-emitted species, have a positive forcing and warm the climate.  We estimate that black carbon, with a 

total climate forcing of +1.1 W m-2, is the second most important human emission in terms of its climate-forcing in the present-day 

atmosphere; only carbon dioxide is estimated to have a greater forcing.  Sources that emit black carbon also emit other short-lived 

species that may either cool or warm climate.  Climate forcings from co-emitted species are estimated and used in the framework 

described herein.  When the principal effects of co-emissions, including cooling agents such as sulfur dioxide, are included in net 

forcing, energy-related sources (fossil-fuel and biofuel) have an industrial-era climate forcing of +0.22 (-0.50 to +1.08) W m-2 

during the first year after emission.  For a few of these sources, such as diesel engines and possibly residential biofuels, warming is 

strong enough that eliminating all emissions from these sources would reduce net climate forcing (i.e., produce cooling).  When 

open burning emissions, which emit high levels of organic matter, are included in the total, the best estimate of net industrial-era 

climate forcing by all black-carbon-rich sources becomes slightly negative (-0.06 W m-2 with 90% uncertainty bounds of -1.45 to 

+1.29 W m-2).  The uncertainties in net climate forcing from black-carbon-rich sources are substantial, largely due to lack of 

knowledge about cloud interactions with both black carbon and co-emitted organic carbon.  In prioritizing potential black-carbon 

mitigation actions, non-science factors, such as technical feasibility, costs, policy design, and implementation feasibility play 

important roles.  The major sources of black carbon are presently in different stages with regard to the feasibility for near-term 

mitigation.  This assessment, by evaluating the large number and complexity of the associated physical and radiative processes in 

black-carbon climate forcing, sets a baseline from which to improve future climate forcing estimates. 
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0.  Executive Summary 

0.1.  Background and motivation 

Black carbon is emitted in a variety of combustion processes and is found throughout the Earth system.  Black carbon has a unique 

and important role in the Earth’s climate system because it absorbs solar radiation, influences cloud processes, and alters the 

melting of snow and ice cover.  A large fraction of atmospheric black carbon concentrations is due to anthropogenic activities.  

Concentrations respond quickly to reductions in emissions because black carbon is rapidly removed from the atmosphere by 

deposition.  Thus, black carbon emission reductions represent a potential mitigation strategy that could reduce global climate 

forcing from anthropogenic activities in the short term and slow the associated rate of climate change. 
 

Previous studies have shown large differences between estimates of the effect of black carbon on climate.  To date, reasons behind 

these differences have not been extensively examined or understood. This assessment provides a comprehensive and quantitative 

evaluation of black carbon’s role in the climate system and explores the effectiveness of a range of options for mitigating black 

carbon emissions.  As such, this assessment includes the principal aspects of climate forcing that arise from black carbon emissions.  

It also evaluates the net climate forcing of combustion sources that emit large quantities of black carbon by including the effects of 

co-emitted species such as organic matter and sulfate aerosol precursors.  The health effects of exposure to black carbon particles in 

ambient air are not evaluated in this assessment.      

0.2.  Major Findings 

0.2.1.  Black carbon properties 
1. Black carbon is a distinct type of carbonaceous material that is formed primarily in flames, is directly emitted to the atmosphere, 

and has a unique combination of physical properties.  It strongly absorbs visible light; is refractory with a vaporization 

temperature near 4000 K; exists as an aggregate of small spheres; and is insoluble in water and common organic solvents.  In 

measurement and modeling studies, the use of the term ‘black carbon’ frequently has not been limited to material with these 

properties, causing a lack of comparability among results. 

2. Many methods used to measure black carbon can be biased by the presence of other chemical components.  Measured mass 

concentrations can differ between methods by up to 80% with the largest differences corresponding to aerosol with low black 

carbon mass fractions.  

3. The atmospheric lifetime of black carbon, its impact on clouds and its optical properties depend on interactions with other 

aerosol components.  Black carbon is co-emitted with a variety of other aerosols and aerosol precursor gases.  Soon after emission, 

black carbon becomes mixed with other aerosol components in the atmosphere.  This mixing increases light absorption by black 

carbon, increases its ability to form liquid-cloud droplets, alters its capacity to form ice nuclei, and, thereby, influences its 

atmospheric removal rate. 

0.2.2.  Black carbon emissions and abundance 
1. Sources whose emissions are rich in black carbon (‘BC-rich’) can be grouped into a small number of categories, broadly 

described as diesel engines, industry, residential solid fuel and open burning.  The largest global sources are open burning of 

forests and savannas.  Dominant emitters of black carbon from other types of combustion depend on the location.  Residential solid 

fuels (i.e., coal and biomass) contribute 60 to 80% of Asian and African emissions, while on-road and off-road diesel engines 

contribute about 70% of emissions in Europe, North America and Latin America.  Residential coal is a significant source in China, 

the former USSR and a few Eastern European countries.  These categories represent about 90% of black-carbon mass emissions.  
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Other miscellaneous black-carbon-rich sources, including emissions from aviation, shipping, and flaring, account for another 9%, 

with the remaining 1% attributable to sources with very low black carbon emissions. 

2. Total global emissions of black carbon using bottom-up inventory methods are 7500 Gg yr-1 in the year 2000 with an uncertainty 

range of 2000 to 29000.  Emissions of 4800 (1200 to 15000) Gg yr-1 black carbon are from energy-related combustion, which 

includes all but open burning, and the remainder is from open burning of forests, grasslands, and agricultural residues. 

3. An estimate of background black carbon abundances in a pre-industrial year is used to evaluate climate effects.  In this 

assessment, we use the term ‘industrial era’ to denote differences in the atmospheric state between present day and the year 1750.  

We use a pre-industrial value of 1400 Gg of black carbon per year from biofuel and open biomass burning, although some fraction 

was anthropogenic at that time. 

4. Current emission estimates agree on the major sources and emitting regions, but significant uncertainties remain.  Information 

gaps include the amounts of biofuel or biomass combusted, and the type of technology or burning, especially in developing 

countries.  Emission estimates from open biomass burning lack data on fuel consumed, and black-carbon emission factors from 

this source may be too low. 

5. Black carbon undergoes regional and intercontinental transport during its short atmospheric lifetime.  Atmospheric removal 

occurs within a few days to weeks via precipitation and contact with surfaces.  As a result, black carbon is found in remote regions 

of the atmosphere at concentrations much lower than in source regions.  

6. Comparison with remote sensing observations indicates that global atmospheric absorption attributable to black carbon is too 

low in many global aerosol models.  Scaling atmospheric black carbon absorption to match observations increases the modeled 

globally averaged, industrial-era black carbon absorption by a factor of 2.9.  Some of the model underestimate can be attributed to 

the models lacking treatment of enhanced absorption caused by mixing of black carbon with other constituents.  The remainder is 

attributed to underestimates of the amount of black carbon in the atmosphere.  Burden underestimates by factors of 1.75 to 4 are 

found in Africa, South Asia, Southeast Asia, Latin America, and the Pacific region.  In contrast, modeled burdens in North 

America, Europe, and Central Asia are approximately correct.  The required increase in modeled BC burdens is compatible with 

in-situ observations in Asia and space-based remote sensing of biomass burning aerosol emissions.    

7. If all differences in modeled black carbon abundances were attributed to emissions, total emissions would be 17000 Gg yr-1 

compared to the bottom-up inventory estimates of 7500 Gg yr-1.  The industrial-era value of about 14000 Gg yr-1, obtained by 

subtraction of estimated pre-industrial emissions, is used as the best estimate of emissions to determine final forcing values in this 

assessment.  However, some of the difference could be attributed to poorly modeled removal instead of emissions. Both energy-

related burning and open biomass burning are implicated in underestimates of emission rates, depending on the region. 

0.2.3.  Synthesis of black-carbon climate forcing terms 
1. Radiative forcing used alone to estimate black-carbon climate effects fails to capture important rapid adjustment mechanisms.  

Black-carbon-induced heating and cloud microphysical effects cause rapid adjustments within the climate system, particularly in 

clouds and snow.  These rapid adjustments cause radiative imbalances that can be represented as adjusted or effective forcings, 

accounting for the near-term global response to black carbon more completely.  The effective forcing accounts for the larger 

response of surface temperature to a radiative forcing by black carbon in snow and ice compared to other forcing mechanisms.  

These factors are included in the climate forcing values reported in this assessment. 

2. The best estimate of industrial-era climate forcing of black carbon through all forcing mechanisms is +1.1 W m-2 with 90% 

uncertainty bounds of +0.17 to +2.1 W m-2.  This estimate includes cloud forcing terms with very low scientific understanding that 

contribute additional positive forcing and a large uncertainty.  This total climate forcing of black carbon is greater than the direct 

forcing given in the fourth Intergovernmental Panel on Climate Change (IPCC) report.  There is a very high probability that black 



A
cc

ep
te

d 
A

rti
cl

e
 

 

carbon emissions, independent of co-emitted species, have a positive forcing and warm the climate.  This black carbon climate 

forcing is based on the change in atmospheric abundance over the industrial era (1750 to 2005).  The black-carbon climate-forcing 

terms that make up this estimate are listed in Table 0.1.  For comparison, the radiative forcings including indirect effects from 

emissions of the two most significant long-lived greenhouse gases, carbon dioxide (CO2) and methane (CH4), in 2005 were +1.56 

and +0.86 W m-2, respectively. 

3. The fossil-fuel direct effect of black carbon of +0.27 W m-2 is higher than the value provided by the IPCC in 2007.  This increase 

is caused by higher absorption per mass and atmospheric burdens than used in models for IPCC.  The black-carbon-in-snow 

forcing estimate in this assessment is comparable, although more sophisticated.  Our total climate forcing estimate of +1.1 W m-2 

includes biofuel and open-biomass sources of black carbon, as well as cloud effects that the IPCC report did not explicitly isolate 

for black carbon. 

0.2.4.  Black-carbon direct radiative forcing  
1. Direct radiative forcing of black carbon is caused by absorption and scattering of sunlight.  Absorption heats the atmosphere 

where black carbon is present and reduces sunlight that reaches the surface and that is reflected back to space.  Direct radiative 

forcing is the most commonly cited climate forcing associated with black carbon. 

2. The best estimate for the industrial-era (1750 to 2005) direct radiative forcing of black carbon in the atmosphere is +0.71 W m-2 

with 90% uncertainty bounds of +0.08 to +1.27 W m-2.  Previous direct forcing estimates ranged from +0.2 to +0.9 W m-2 and the 

median value was much lower.  The range presented here is altered because we adjust global aerosol models with observational 

estimates of black carbon absorption optical depth as done in some previous studies.  

3. Direct radiative forcing from all present-day sources of black carbon (including pre-industrial background sources) is estimated 

to be +0.88 W m-2 with 90% uncertainty bounds of +0.17 to +1.48 W m-2.  This value is 24% larger than industrial-era forcing 

because of appreciable pre-industrial emissions from open burning and biofuel use.  

4. Estimates of direct radiative forcing are obtained from models of black carbon abundance and location.  The ability to estimate 

radiative forcing accurately depends on the fidelity of these models.  Modeling of and observational constraints on the black-

carbon vertical distribution are particularly poor. 

0.2.5.  Black-carbon cloud effects 
1. Black carbon influences the properties of ice clouds and liquid clouds through diverse and complex processes.  These processes 

include:  changing the number of liquid cloud droplets, enhancing precipitation in mixed-phase clouds, and changing ice particle 

number and cloud extent.  The resulting radiative changes in the atmosphere are considered climate indirect effects of black 

carbon.  In addition, in the semi-direct effect, light absorption by black carbon alters the atmospheric temperature structure within, 

below, or above clouds and consequently alters cloud distributions.  Liquid-cloud and semi-direct effects may have either negative 

or positive climate forcings.  The best estimates of the cloud-albedo effect and the semi-direct effect are negative.  Absorption by 

black carbon within cloud droplets and mixed-phase cloud changes cause positive climate forcing (warming).  At present, even the 

sign of black-carbon ice-cloud forcing is unknown.  

2 The best estimate of the industrial-era climate forcing from black carbon cloud effects is positive with substantial uncertainty 

(+0.23 W m-2 with a  -0.47 to +1.0 W m-2 90% uncertainty range).  This positive estimate has large contributions from cloud effects 

with a very low scientific understanding and large uncertainties.  The cloud effects, summarized in Table 0.1, are the largest source 

of uncertainty in quantifying black carbon’s role in the climate system.  Very few climate model studies have isolated the influence 

of black carbon in these indirect effects. 

0.2.6.  Black-carbon snow and ice effects 
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1. Black carbon deposition on snow and ice causes positive climate forcing.  Even aerosol sources with negative globally averaged 

climate forcing, such as biomass combustion, can produce positive climate forcing in the Arctic because of their effects on snow 

and ice.  

2. The best estimate of climate forcing from black carbon deposition on snow and sea ice in the industrial era is +0.13 W m-2 with 

90% uncertainty bounds of +0.04 to +0.33 W m-2.  The all-source present-day climate forcing including preindustrial emissions is 

somewhat higher at +0.16 W m-2.  These climate forcings result from a combination of radiative forcing, rapid adjustments, and 

the stronger snow-albedo feedback caused by black-carbon-on-snow forcing.  This enhanced climate feedback is included in the 

+0.13 W m-2 forcing estimate. 

3. Species other than black carbon are a large fraction of the absorbing aerosol mass that reduces reflectivity of snow and ice 

cover.  These species include dust and absorbing organic carbon; the latter is co-emitted with black carbon or may come from local 

soils. 

4. The role of black carbon in the melting of glaciers is still highly uncertain.  Few measurements of glacial black-carbon content 

exist, and studies of the impact on glacial snow melt have not sufficiently accounted for natural impurities such as soil dust and 

algae or for the difficulty in modeling regions of mountainous terrain. 

0.2.7.  Impacts of black-carbon climate forcing 
1. The black-carbon climate forcings from the direct effect and snowpack changes cause the troposphere and the top of the 

cryosphere to warm, inducing further climate response in the form of cloud, circulation, surface temperature and precipitation 

changes.  In climate model studies, black-carbon direct effects cause equilibrium global warming that is concentrated in the 

Northern Hemisphere.  The warming response to black-carbon-in-snow forcing is greatest during local spring and over mid-to-high 

northern latitudes.  In terms of equilibrium global-mean surface temperature change the BC total climate forcing estimate over the 

industrial era would correspond to a warming between 0.1 and 2.0 K.  Note that not all this warming has been realized in the 

present day, as the climate takes more than a century to reach equilibrium and many co-emitted species have a cooling effect, 

countering the global-mean warming of BC. 

2. Regional circulation and precipitation changes may occur in response to black-carbon climate forcings.  These changes include a 

northward shift in the Inter-Tropical Convergence Zone and changes in Asian monsoon systems where concentrations of absorbing 

aerosols are large.  Black-carbon cloud indirect effects are also expected to induce a climate response.  However, global models do 

not simulate robust responses to these complex and uncertain climate-forcing mechanisms.   

0.2.8.  Net climate forcing by black-carbon-rich source categories 
1. Other species co-emitted with black carbon influence the sign and magnitude of net climate forcing by black-carbon-rich source 

categories.  The net climate forcing of a source sector is a useful metric when considering mitigation options. Principal co-emitted 

species that can change the sign of short-lived forcing are organic matter and sulfur species.  The direct radiative forcing is positive 

for almost all black-carbon-rich source categories, even when negative direct forcings by sulfate and organic matter are considered.  

Liquid-cloud forcing by co-emitted aerosol species can introduce large negative forcing.  Therefore, high confidence in net 

positive total climate forcing is possible only for black-carbon source categories with low co-emitted species, such as diesel 

engines. 

2.  The best estimate of the total industrial-era climate forcing by short-lived effects from all black-carbon-rich sources is near zero 

with large uncertainty bounds.  Short-lived effects are defined as those lasting less than one year, including those from aerosols 

and short-lived gases.  This total is +0.22 (-0.50 to +1.08) W m-2 for fossil-fuel and biofuel-burning emissions, and -0.06 W m-2 

with 90% uncertainty bounds of -1.45 to +1.29 W m-2 when open burning emissions are included. 
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3. The climate forcings from specific sources within black-carbon source categories are variable depending upon the composition 

of emissions.  Some subsets of a category may have net positive climate forcing even if the whole category does not.  Selecting 

such individual source types from each category can yield a group of measures that, if implemented, would reduce climate forcing.  

However, the positive forcing reduction would be much less than the total climate forcing of +1.1 W m-2 attributable to all 

industrial-era black-carbon emissions in 2005.  

4. Short-lived forcing effects from black-carbon-rich sources are substantial compared with the effects of long-lived greenhouse 

gases from the same sources, even when the forcing is integrated over 100 years.  Climate forcing from changes in short-lived 

species in each source category amounts to 5 to 75% of the combined longer-lived forcing by methane, effects on the methane 

system, and CO2, when the effects are integrated over 100 years. 

0.2.9 Major factors in forcing uncertainty 
1. Observational constraints on global, annual average black carbon direct radiative forcing are limited by a lack of specificity in 

attributing atmospheric absorption to black carbon, dust or organic aerosol.  These constraints are required to correct 

demonstrated biases in the distributions of atmospheric black carbon in climate models.  

2. Altitude and removal rates of black carbon are strong controlling factors.  They determine black-carbon absorption forcing 

efficiency, microphysical effects on clouds, and the sign of semi-direct effects.  Models do not accurately represent black-carbon 

vertical distributions.  Removal rates, particularly wet removal, affect most facets of black carbon forcing, including its lifetime, 

horizontal and vertical extent, and deposition to the cryosphere.  

3. Black-carbon emission rates from both energy-related combustion and biomass burning currently appear underestimated.  

Underestimates occur largely in Asia and Africa.  Uncertainties in biomass burning emissions also affect pre-industrial black-

carbon emission rates and net forcing. 

4.  Black carbon effects on clouds are a large source of uncertainty.  Models of liquid-cloud and semi-direct effects disagree on 

signs and magnitudes of forcing.  However, potentially large forcing terms and uncertainties come from black carbon effects on 

mixed-phase clouds, cloud-absorption and ice clouds, which have been estimated in a very small number of studies.  

5.  Estimates of forcing rely on accurate models of the Earth system.  Black-carbon cloud interactions rely on fidelity in 

representation of clouds without black carbon present, and likewise, reductions in snow and sea ice albedo by black carbon depend 

on accurate representation of coverage of snow and sea ice.  Uncertainties due to model biases of these distributions have not been 

assessed. 

0.2.10.  Climate metrics for black carbon emissions 
1. The 100-year global-warming-potential (GWP) value for black carbon is 900 (120 to 1800 range) with all forcing mechanisms 

included.  The large range derives from the uncertainties in the climate forcings for black carbon effects.  The GWP and other 

climate metric values vary by about  ±30% between emitting regions.  Black-carbon metric values decrease with increasing time 

horizon due to the short lifetime of black carbon emissions compared to CO2.  Black carbon and CO2 emission amounts with 

equivalent 100-year GWPs have different impacts on climate, temperature, rainfall, and the timing of these impacts.  These and 

other differences raise questions about the appropriateness of using a single metric to compare black carbon and greenhouse gases. 

0.2.11.  Perspective on mitigation options for black carbon emissions 
1. Prioritization of black-carbon mitigation options is informed by both scientific and non-scientific factors.  Scientific issues 

include the magnitude of black carbon emissions by sector and region, and net climate forcing including co-emissions and impacts 

on the cryosphere.  Non-science factors, such as technical feasibility, costs, policy design, and implementation feasibility also play 

roles.  The major sources of black carbon are presently in different stages with regard to technical and programmatic feasibility for 

near-term mitigation.   
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2. Mitigation of diesel-engine sources appears to offer the most confidence in reducing near-term climate forcing.  Mitigating 

emissions from residential solid fuels also may yield a reduction in net positive forcing.  The net effect of other sources, such as 

small industrial coal boilers and ships, depends on the sulfur content, and net climate benefits are possible by mitigating some 

individual source types.  

0.2.12.  Policy implications 
1. Our best estimate of black carbon forcing ranks it as the second most important individual climate-warming agent after carbon 

dioxide, with a total climate forcing of +1.1 W m-2 (+0.17 to +2.1 W m-2 range).  This forcing estimate includes direct effects, 

cloud effects, and snow and ice effects.  The best estimate of forcing is greater than the best estimate of indirect plus direct forcing 

of methane.  The large uncertainty derives principally from the indirect climate-forcing effects associated with the interactions of 

black carbon with cloud processes.  Climate forcing from cloud drop inclusions, mixed phase cloud effects, and ice cloud effects 

together add considerable positive forcing and uncertainty.  The relative importance of black carbon climate forcing will increase 

following reductions in the emissions of other short-lived species or decrease if atmospheric burdens of long-lived greenhouse 

gases continue to grow. 

2. Black carbon forcing concentrates climate warming in the mid-high latitude Northern Hemisphere.  As such, black carbon could 

induce changes in the precipitation patterns from the Asian Monsoon.  It is also likely to be one of the causes of Arctic warming in 

the early 20th century. 

3. The species co-emitted with black carbon also have significant climate forcing.  Black carbon emissions are primarily attributable 

to a few major source categories.  For a subset of these categories, including diesel engines and possibly residential solid-fuel, the 

net impact of emission reductions can be a lessening of positive climate forcing (cooling).  However, the impact of all emissions 

from black-carbon-rich sources is slightly negative (-0.06 W m-2) with a large uncertainty range (-1.45 to +1.29 W m-2).  Therefore, 

uniform elimination of all emissions from black-carbon-rich sources could lead to no change in climate warming, and sources and 

mitigation measures chosen to reduce positive climate forcing should be carefully identified.  The uncertainty in the response to 

mitigation is larger when more aerosol species are co-emitted. 

4. All aerosol that is emitted or formed in the lower atmosphere adversely affects public health.  Mitigation of many of these 

sources would increase positive climate forcing (warming).  In contrast, reduction of aerosol concentrations by mitigating black-

carbon-rich source categories would be accompanied by very small or slightly negative changes in climate forcing.  These 

estimates of climate forcing changes from source mitigation are associated with large uncertainties. 

5. Forcings by greenhouse-gases alone do not convey the full climate impact of actions that alter emission sources.  Black-carbon-

rich source sectors emit short-lived species, primarily black carbon, other aerosols and their precursors, and long-lived greenhouse 

gases (e.g., CO2 and CH4).  The total climate forcing from the short-lived components is a substantial fraction of the total (up to 

75%) even when both short-lived and long-lived forcings are integrated over 100 years after emission. 
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1. Introduction 

    [1]   In the year 2000, a pair of papers [Jacobson, 2000; Hansen et al., 2000] pointed out that black carbon— small, very dark 

particles resulting from combustion—might presently warm the atmosphere about one-third as much as CO2.  Because black carbon 

absorbs much more light than it reflects, it warms the atmosphere through its interaction with sunlight.  This warming effect 

contrasts with the cooling effect of other particles that are primarily scattering and, thus, reduce the amount of energy kept in the 

Earth system.  Radiative forcing (RF) by atmospheric BC stops within weeks after emissions cease because its atmospheric lifetime 

is short unlike the long timescale associated with the removal of CO2 from the atmosphere.  Thus, sustained reductions in emissions 

of BC and other short-lived climate warming agents, especially methane and tropospheric ozone (O3), could quickly decrease 

positive climate forcing and hence climate warming.  While such targeted reductions will not avoid climate change, their value in a 

portfolio to manage the trajectory of climate forcing is acknowledged in the scientific community [e.g., Molina et al., 2009; 

Ramanathan and Xu, 2010]. 

   [2]   Discussions of black carbon’s role in climate rest on a long history.   Urban pollution had been a concern for hundreds of years 

[Brimblecombe, 1977] and blackness was used as an indicator of pollution since the early 1900s [Uekoetter, 2005].  Black carbon 

was first isolated in urban pollution, as Rosen et al. [1978] and Groblicki et al. [1981] found that graphitic, refractory particles were 

responsible for light absorption.  Shortly after McCormick and Ludwig [1967] suggested that aerosols could influence climate, 

Charlson and Pilat [1969] pointed out that aerosol absorption causes warming rather than cooling.  The magnitude of climate 

effects was first estimated hypothetically to examine post-nuclear war situations [Turco et al., 1983], and later using realistic 

distributions from routine human emissions [Penner et al., 1993; Haywood and Shine, 1995].  It was known that particles traveled 

long distances from source regions [Rodhe et al., 1972], reaching as far as the Arctic [Heintzenberg, 1980].  International 

experiments organized to examine aerosol in continental outflow were initiated in the late 1990s [Raes et al., 2000].  They 

confirmed that absorbing aerosol was prevalent in some regions and an important component of the atmospheric radiation balance 

[Satheesh and Ramanathan, 2000].  This coincident confirmation of atmospheric importance and proposal of policies for mitigation 

triggered further debate. 

   [3]   In the decade since the initial proposals, the speed of Arctic climate change and glacial melt has increased the demand for 

mitigation options which can slow near-term warming, such as reductions in the emissions of short-lived warming agents.  The 

impact of air quality regulations that reduce sulfate particles is also being recognized.  Most particles, including sulfates, cool the 

climate system, masking some of the warming from longer-lived greenhouse gases (GHGs) and BC.  Thus, regulating these 

particles to protect human health may have the unintended consequence of increasing warming rapidly.  BC also plays a direct role 

in surface melting of snow and ice and, hence, may have an important role in Arctic warming [Quinn et al., 2008]; if so, targeted 

reductions could have disproportionate benefits for these sensitive regions.  

   [4]   Particulate matter was originally regulated to improve human health.  Evidence supporting the link between particles and 

adverse respiratory and cardiovascular health continues to mount [Pope et al., 2009].  High human exposures to particulate matter in 

urban settings are linked to sources that emit black carbon [Grahame and Schlesinger, 2007; Naeher et al., 2007; Janssen et al., 

2011] and to intense exposures in indoor air [Smith et al., 2010].  Thus, reducing particulate matter is desirable to improve human 

welfare, regardless of whether those reductions reduce climate warming.  

   [5]   For the past few years, the opportunity to reduce black carbon has received pervasive policy attention at high levels.  The G8 

declaration, in addition to promising GHG reductions, committed to “…taking rapid action to address other significant climate 

forcing agents, such as black carbon.” [9 July 2009, L’Aquila, Italy].  The Arctic Council, recognizing that “…reductions of 

emissions have the potential to slow the rate of Arctic snow, sea ice and sheet ice melting in the near-term…,” established a task 
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force in 2009 to offer mitigation recommendations [29 April 2009, Tromsø, Norway] and “encouraged” the eight member states to 

implement certain black-carbon reduction measures [12 May 2011, Nuuk, Greenland].  The United States has complemented this 

international interest with passage of a bill [H.R. 2996] requiring a study of the sources, climate and health impacts, and mitigation 

options for black carbon both domestically and internationally.  A proposed revision to the Gothenburg Protocol [UNECE, 1999] 

states that parties “should, in implementing measures to achieve their national targets for particulate matter, give priority, to the 

extent they consider appropriate, to emission reductions measures which also significantly reduce black carbon.” [UNECE, 2011].  

In February 2012 the Climate and Clean Air Coalition was formed with the aim of reducing climate warming and air pollutants 

through action on short-lived pollutants – in particular, BC, methane and hydrofluorocarbons (http://www.unep.org/ccac). 

   [6]   The prospect of achieving quick climate benefits by reducing BC emissions is tantalizing, but the scientific basis for 

evaluating the results of policy choices has not yet been fully established.  This assessment is intended to provide a comprehensive 

and quantitative scientific framework for such an evaluation.  In the remainder of this section, we briefly define black carbon, 

present our terms of reference for the assessment, and describe its structure.  

1.1.  What is black carbon? 

   [7]   Black carbon is a distinct type of carbonaceous material, formed only in flames during combustion of carbon-based fuels.  It is 

distinguishable from other forms of carbon and carbon compounds contained in atmospheric aerosol because it has a unique 

combination of the following physical properties:  

1. It strongly absorbs visible light with a mass absorption cross section of at least 5 m2g-1 at a wavelength of 550 nm.  

2. It is refractory; that is, it retains its basic form at very high temperatures, with a vaporization temperature near 4000K.  

3. It is insoluble in water, in organic solvents including methanol and acetone, and in other components of atmospheric aerosol, 

and  

4. It exists as an aggregate of small carbon spherules.  

   [8]   The strong absorption of visible light at all visible wavelengths by black carbon is the distinguishing characteristic that has 

raised interest in studies of atmospheric radiative transfer.  No other substance with such strong light absorption per unit mass is 

present in the atmosphere in significant quantities.  BC has very low chemical reactivity in the atmosphere; its primary removal 

process is wet or dry deposition to the surface.  BC is generally found in atmospheric aerosol particles containing a number of other 

materials, many of which are co-emitted with BC from a variety of sources.   

   [9]   In this assessment, the term ‘black carbon’ and the abbreviation ‘BC’ is used to denote ambient aerosol material with the 

above characteristics.  Note that this definition of black carbon has not been used rigorously or consistently throughout most 

previous literature describing absorbing aerosol and its role in the atmosphere.  Section 2 gives further discussion of terminology.  

1.2.  How does black carbon affect the Earth’s radiative budget? 

   [10]   Figure 1.1 illustrates the multi-faceted interaction of BC with the Earth system.  A variety of combustion sources, both 

natural and anthropogenic, emit BC directly to the atmosphere.  The largest global sources are open burning of forests and savannas, 

solid fuels burned for cooking and heating, and on-road and off-road diesel engines.  Industrial activities are also significant 

sources, while aviation and shipping emissions represent minor contributions to emitted mass at the global scale.  The difficulty in 

quantifying emissions from such diverse sources contributes to the uncertainty in evaluating BC’s climate role.  Once emitted, BC 

aerosol undergoes regional and intercontinental transport and is removed from the atmosphere through wet (i.e., in precipitation) 

and dry deposition to the Earth’s surface, resulting in an average atmospheric lifetime of about a week. 

   [11]   Radiative forcing over the industrial era (1750 –present) has typically been used (e.g., by the IPCC [Forster et al., 2007]) to 

quantify and compare first-order climate effects from different climate change mechanisms.  Many of BC’s effects on clouds and 
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within the cryosphere are not easily assessed within this framework.  These effects result in rapid adjustments involving the 

troposphere and land surface that lead to a perturbed energy balance that can also be quantified in units of radiative forcing.  We 

employ the term ‘climate forcing’ to encompass both traditional radiative forcing and the rapid adjustment effects on clouds and 

snow (Table 1.1); this is discussed further in Section 1.3.2. 

   [12]   The best quantified climate impact of BC is its atmospheric direct radiative forcing — the consequent changes in the 

radiative balance of the Earth due to an increase in absorption of sunlight within the atmosphere.  When BC is located above a 

reflective surface, such as clouds or snow, it also absorbs solar radiation reflected from that surface.  Heating within the atmosphere 

and a reduction in sunlight reaching the surface can alter the hydrological cycle through changes in latent heating, and also by 

changing convection and large-scale circulation patterns. 

   [13]   A particularly complex role of BC and other aerosols in climate is associated with changes in the formation and radiative 

properties of liquid-water and ice clouds.  BC particles may increase the reflectivity and lifetime of warm (liquid) clouds, causing 

net cooling, or they may reduce cloudiness, resulting in warming.  Aerosol particles can change cloud droplet number and cloud 

cover in ice clouds, or in mixed-phase clouds made up of both ice and liquid water.  Changes in droplet number may also alter cloud 

emissivity, affecting longwave radiation.  

   [14]   BC also produces warming when it is deposited on ice or snow because BC decreases the reflectivity of these surfaces, 

causing more solar radiation to be absorbed.  The direct absorption of sunlight produces warming which affects snow and ice packs 

themselves, leading to additional climate changes, and ultimately to earlier onset of melt and amplified radiative forcing.  

   [15]   An important consideration in evaluating the climate role of BC emissions is the role of co-emitted aerosols, aerosol 

precursors and other gases.  Many of these co-emitted species arise in the same combustion sources that produce BC.  The greatest 

emissions by mass include sulfur-containing particles or precursors; organic aerosols that are directly emitted; organic compounds 

that are precursors to aerosols and ozone; nitrogen oxides that play roles in ozone formation and methane destruction and are 

precursors to nitrated aerosols; and long-lived GHGs.  Sources also emit smaller quantities of ionic species such as potassium and 

chloride.  With the exception of ‘brown’ organic carbon, non-BC particles absorb little or no light, so they often cool rather than 

warm climate.  They also play a role in many, but not all, of the same cloud processes as BC.  

   [16]   In contrast to BC, most other aerosols and precursors are chemically reactive in the atmosphere.  Because of transport and 

chemical and microphysical transformation after emission, the atmospheric aerosol becomes a complex array of atmospheric 

particles, some of which contain BC.  Pure BC aerosol rarely exists in the atmosphere and, because it is just one component of this 

mixed aerosol, it cannot be studied in isolation.  Compared with pure BC, mixed-composition particles differ in their lifetimes, 

interaction with solar radiation, and interactions with clouds.  The components of these mixed particles may come from the same or 

different sources than BC. 

   [17]   The overall contribution of natural and anthropogenic sources of BC to climate forcing requires aggregating the multiple 

aspects of BC’s interaction with the climate system, as well as the climate impacts of constituents that are co-emitted with BC.  

Each contribution may lead to positive climate forcing (generally leading to a warming) or negative climate forcing (generally 

cooling).  As discussed in the body of this assessment, BC impacts include both warming and cooling terms.  While globally 

averaged climate forcing is a useful concept, BC concentration and deposition are spatially heterogeneous.  This means that climate 

forcing by aerosols and climate response to aerosols is likely distributed differently than the forcings and responses of well-mixed 

GHGs.   

1.3.  Assessment terms of reference 

   [18]   We use the term ‘scientific assessment’ to denote an effort directed at answering a particular question by evaluating the 

current body of scientific knowledge. This assessment addresses the question, ‘What is the contribution of black carbon to climate 



A
cc

ep
te

d 
A

rti
cl

e
 

 

forcing?’  The terms of reference of this assessment include its scope and approach.  The primary scope is a comprehensive 

evaluation of annually averaged, BC global climate forcing including all known forcing terms, BC properties affecting that forcing, 

and climate responses to BC forcing.  Climate forcing of BC is evaluated for the industrial era (i.e.,1750 to 2000).  A secondary 

evaluation addresses the potential interest of BC sources for mitigation.  Therefore, we discuss the analyses and tools required for a 

preliminary evaluation of major BC sources: climate change metrics, net forcing for combined BC and co-emitted species, and 

factors relating to feasibility.   

   [19]   Our approach relies on synthesizing results of global models from the published literature to provide central estimates and 

uncertainties for BC forcing.  This analysis was guided by the principles of being comprehensive and quantitative, described in 

more detail as follows:  

1. Comprehensiveness with regard to physical effect.  As discussed in the foregoing section, BC affects multiple facets of the 

Earth system, all of which respond to changes in emissions.  In evaluating the total climate forcing of BC emissions, we included 

all known and relevant processes.  The main forcing terms are direct solar absorption, influence on liquid, mixed-phase, and ice 

clouds, and reduction of surface snow and ice albedo.   

2. Comprehensiveness with regard to existing studies.  Multiple studies have provided estimates of BC climate forcing caused by 

different mechanisms.  These studies often rely on dissimilar input values and assumptions so that the resulting estimates are 

therefore not comparable.  In order to include all possible studies, we sometimes harmonized dissimilar estimates by applying 

simplified adjustments.  

3. Comprehensiveness with regard to source contribution.  Atmospheric science has historically focused on individual pollutants 

rather than the net impacts of sources.  However, each pollutant comes from many sources, and each source produces multiple 

pollutants.  Mitigation of BC sources will reduce warming due to BC, but it will also alter emissions of cooling particles or their 

precursors; short-lived warming gases, such as ozone precursors; and long-lived GHGs.  Multi-pollutant analyses of climate 

impacts have been demonstrated in other work, and we continue that practice here for key sources that account for most of the BC 

emissions.  We include forcing for other pollutants emitted by BC sources by scaling published model results.  Although such 

scaling may yield imprecise estimates of impact, we assert that ignoring species or effects could result in misconceptions about 

the true impact of mitigation options.  

4. Quantification and diagnosis.  For each aspect of BC climate forcing, we provide an estimate of the central value and of the 

uncertainty range representing the 90% confidence limits. When understanding of physical processes is sufficiently mature that 

the factors governing forcing are known, observations and other comparisons can assist in weighting modeled forcing estimates.  

Model sensitivity studies based on this physical understanding allow estimates of uncertainty.  When the level of scientific 

understanding is low, an understanding of the dominant factors is not well established.  In this situation the application of 

observations to evaluate global models is not well developed, and only model diversity was used to estimate the uncertainty.  

When possible, we identified the causes of variation and key knowledge gaps that lead to persistent uncertainties.  In this pursuit, 

we highlighted critical details of individual studies that may not be apparent to a casual reader.  This synthesis and critical 

evaluation is one of the major value-added contributions of this assessment.  The terms of reference require that new calculations 

be conducted if and only if required to harmonize diverse lines of evidence, including differences between simulations and 

observations. 

[20]   The target audience for this assessment includes scientists involved in climate, aerosol, and cloud research and non-specialists 

and policymakers interested in the role of BC in the climate system.  The document structure reflects this audience diversity by 

including an Executive Summary (Section 0), individual section summaries, and introductory material that is required to support 

understanding of principles. 
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1.3.1.  Assessment structure 

   [21]   The remaining eleven sections of this document reflect the scope of this assessment.  They include seven providing in-depth 

analysis of the science surrounding BC alone (Sections 2 - 8), a climate forcing synthesis (Section 9), additional necessary context 

for discussions of the net climate forcing from BC-rich sources (Section 10), a climate metrics analysis (Section 11), and mitigation 

considerations for BC-rich sources (Section 12).  They are described in more detail as follows: 

2. Measurements and microphysical properties of black carbon.  The assessment begins with a review of BC-specific properties, 

including the techniques used to measure BC.  The interactions of BC with the climate system depend upon its microphysical 

properties, optical properties, and mixing with other aerosol components.  These govern all impacts shown in Figure 1.1.  

3. Emission magnitudes and source categories.  The origins and emission rates of BC are basic components of understanding its 

total impact.  This section identifies major sources of BC, and those containing high fractions of BC (i.e., ‘BC-rich sources’).  It 

also identifies other climate-active aerosols or aerosol precursors emitted from these sources.  Finally, data from ambient 

measurements are reviewed to evaluate emission estimates and the contributions of particular source types. 

4. Constraints on black-carbon atmospheric abundance.  The burden of BC in the atmosphere and its geographic distribution are 

basic quantities that directly affect all climate forcing estimates.  Observations that constrain the magnitude and location of 

modeled atmospheric burdens are discussed here. 

5. Black-carbon direct radiative forcing.  The direct interaction between BC and sunlight unquestionably results in a net positive 

radiative forcing of climate.  This section discusses the basic components that affect direct radiative forcing and the best estimates 

for each of these components, and it explores the reasons for differences in published radiative forcing values.  

6. Black carbon interactions with clouds.  BC influences clouds by changing droplet formation and microphysical properties and 

by altering the thermal structure of the atmosphere.  BC is not uniformly distributed with altitude in the lower atmosphere.  It 

directly warms the atmosphere where it is located and alters atmospheric dynamics, the meteorological conditions affecting cloud 

formation, and the quantity of clouds.  In addition, BC, as well as other particles, influences the size and number of water droplets 

and ice crystals in water and ice clouds through microphysical interactions.  All of these changes produce climate forcing by 

altering cloud properties.  This section evaluates the magnitude of changes in water clouds, mixed-phase clouds and ice clouds.  

The section emphasizes changes caused by BC alone, instead of the more common examination of cloud changes by all particles.   

7. Cryosphere changes:  Black carbon in snow and ice.  This section evaluates BC that is removed from the atmosphere both in 

precipitation and through dry deposition and, thereby, is incorporated into surface snow and ice, reducing reflectivity.  This initial 

radiative forcing is amplified by a series of rapid adjustments.  This section evaluates modeled cryosphere forcing estimates, 

including discussion of the microphysical factors that affect radiative transfer in snow and ice packs, and model choices that 

affect the amplification of that forcing through rapid adjustments.  The section also compares the sources and magnitudes of 

modeled cryospheric BC concentrations with observations and uses this comparison to scale model estimates of forcing for a best 

estimate. 

8. Climate response to black carbon forcings.  Forcing is a common measure of radiative impact, but of ultimate concern is the 

climate response to BC, especially if it differs from that of other forcing agents.  This section discusses the adjustments in the 

climate system that affect the efficacy of the forcing by BC in the atmosphere and cryosphere.  It also reviews the sparse 

knowledge about how regional and global climate respond to changes in top-of-atmosphere (ToA) forcing and atmospheric 

heating.  

9. Synthesis of black-carbon climate effects.  In this section, best estimates of climate forcing from direct atmospheric light 

absorption, microphysical cloud changes, the rapid adjustment to direct atmospheric absorption, and the darkening of surface 

snow and ice by BC are combined with estimates of the forcing efficacy to estimate the total climate forcing of BC in the 
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industrial era (1750 to 2000).  Total present-day (i.e., ‘all-source’) forcing is also given for direct radiative forcing and snow and 

ice forcings.   

10. Net climate forcing by BC-rich source categories.  While the preceding sections examine the total climate forcing for BC 

emissions alone, many other species are co-emitted from BC sources, even when they are BC-rich.  This section examines 

the total climate forcing of BC-rich sources by quantifying the forcing per emission of all species from a given source.   

11. Emission metrics for black carbon.  One method of evaluating mitigation of BC versus mitigation of other climate-active 

species like greenhouse gases is to compare forcing per emitted mass of different compounds in a common framework.  This 

comparison involves scientific issues as well as value judgments.  This section summarizes metrics commonly used in climate 

policy discussions, and provides metrics for BC based on the forcing values summarized in Section 9 for direct use in the policy 

community. 

12. Mitigation considerations for BC-rich sources.  The preceding sections estimate the contributions to climate forcing of BC 

emissions alone and of the net effect from BC and co-emitted species from BC-rich sources.  Future decisions regarding 

mitigation of climate forcing will include other considerations, including cost and availability of alternatives, additional benefits, 

and feasibility of implementation.  This section discusses these elements for the major BC-rich sources, including regional 

differences among emission types and potential reduction policies.  In addition, this section describes an evaluation framework 

that extends beyond purely scientific considerations, consistent with our goal of a comprehensive discussion.  However, a 

thorough evaluation of the factors required for a complete mitigation analysis is beyond the scope of this assessment. 

1.3.2.  Use of radiative forcing concepts 

   [22]   In synthesizing results for BC climate forcing from the published literature, inconsistencies are regularly encountered in the 

use of radiative forcing concepts, conventions, and terminology.  Our definitions for these terms as used in this assessment are listed 

in Table 1.1 along with descriptions of their derivation from climate models.  Most discussions about climate change refer to 

measures that are variously called ‘radiative forcing’ or ‘climate forcing.’  Our use of the term ‘radiative forcing’ follows the IPCC 

definition given by Forster et al. [2007] that keeps tropospheric and surface temperatures fixed.  Many aerosol effects (e.g., rapid 

adjustments in aerosol, cloud or snow distributions in response to the initial radiative forcing) can also be measured as changes in 

fluxes at the tropopause, making them amenable to comparison with radiative forcings.  The sum of the radiative forcing and 

forcing due to these rapid adjustments yields the adjusted forcing.  For the atmosphere and most of the land surface such rapid 

adjustments occur within a few days of applying the forcing.  For the cryosphere, there is more of a continuum of adjustment 

processes and timescales, and rapid adjustments are usually considered to occur on seasonal timescales or less.  For comparability to 

other forcing agents such as long-lived GHGs, these forcings can be scaled by their efficacy to yield the ‘effective forcing.’  We 

give the sum of radiative forcing and all other forcing-like terms the name ‘climate forcing,’ and this usage is similar to that in the 

IPCC assessments [IPCC, 2007].  

   [23]   Radiative forcing employed in IPCC reports assumes that anthropogenic impact is well represented by the difference between 

present day and the year 1750, the beginning of the industrial era.  This may not be true for BC, where there is evidence of 

considerable anthropogenic biofuel and open burning before 1750.  For the purposes of this assessment, the global climate forcings 

of BC and co-emitted species are evaluated from the beginning of the industrial era (1750).  This definition gives forcing that can be 

compared with the temperature change since that time, without requiring attribution to a particular cause.  Rather than assuming that 

this value represents the present-day contribution of humans to climate forcing, we refer to the difference between year-2000 

forcing and year-1750 forcing as ‘industrial-era forcing.’ For direct and cryosphere forcing, we also estimate forcing from all 

sources, even those that might have been ongoing before 1750.  This is referred to as the ‘all-source’ forcing. 
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1.3.3.  Contrast with previous assessments 

   [24]   Motivation to undertake this assessment derived, in part, from the scope of previous and concurrent assessments, namely the 

IPCC Fourth Assessment Report [AR4, IPCC, 2007] and the UNEP/WMO Integrated Assessment of Black Carbon and 

Tropospheric Ozone [UNEP/WMO, 2011a,b], respectively.  A comprehensive and quantitative evaluation of BC sources and 

associated climate forcing terms was beyond the scope of IPCC AR4 (see Section 9.6 for more details).  The primary focus in AR4 

was the direct radiative forcing of fossil fuel sources of BC, and that forcing was estimated by weighting all studies equally without 

examining variation.  Other terms beyond direct forcing were not evaluated; without these, even the sign of the total forcing cannot 

be estimated.  The focus of the UNEP/WMO assessment was identification of mitigation strategies for short-lived climate forcing 

agents that would significantly reduce short-term anthropogenic climate forcing through examination with two climate models.  

Evaluation of model results in the context of observations, the microphysical properties of BC, and findings from other models were 

beyond the scope of the UNEP/WMO effort. 

2.  Measurements and microphysical properties of black carbon 

2.1.  Section summary 

   [1]    

1. The term ‘black carbon’ has not been used rigorously or consistently in measurement studies or in modeling studies that use 

measurements.  For future work, we recommend that the term ‘refractory black carbon’, or rBC, be adopted for the distinctive 

material defined herein as black carbon.   

2. Either during or soon after emission, BC becomes internally mixed with other aerosol components such that it and other 

chemical species exist together within the same particle.  This mixing can alter the optical properties of BC and influence its 

atmospheric lifetime and ability to form cloud droplets and ice crystals.  Hence, the climate impacts of BC must be evaluated in 

the context of changes in its physico-chemical properties due to interactions with other aerosol components. 

3. Freshly emitted BC particles are small in diameter and hydrophobic and, therefore, make very poor cloud condensation nuclei.  

Aging of BC after emission and associated accumulation of soluble mass increases the size and hygroscopicity of the internally 

mixed BC and enhances its cloud condensation nuclei (CCN) activity. 
4. The mass absorption cross section of BC (MACBC) is a fundamental input to models of radiative transfer.  Measured values for 

freshly generated BC fall within a relatively narrow range of 7.5 ± 1.2 m2g-1 at 550 nm.  MACBC increases by approximately 

50% as BC becomes internally mixed with other aerosol chemical components. 

5. Filter-based measurements of both absorption coefficient and BC mass concentrations can be biased by the presence of other 

chemical components in internally or externally mixed aerosol.  Measured mass concentrations can differ between methods by 

up to 80% with the largest differences corresponding to aerosol with lower BC to organic carbon (OC) ratios. These 

measurement uncertainties may confound our understanding of trends, spatial and temporal variability, and impacts on climate. 

2.2.  Definitions 

2.2.1.  Black carbon  

   [2]   Black carbon (BC) is distinct from other forms of carbon and carbon compounds contained in atmospheric aerosol.  As stated 

in Section 1.1, it has a unique combination of properties.  These properties are: strong visible light absorption of at least 5 m2g-1 at 

550 nm [Bond and Bergstrom, 2006], refractory with vaporization temperature near 4000 K [Schwarz et al., 2006], aggregate 

morphology [Medalia and Heckman, 1969], and insolubility in water and common organic solvents [Fung, 1990].  Its absorption is 

consistent with a wavelength-independent refractive index across the visible spectrum  [Marley et al., 2001].  The combination of 
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these properties distinguishes BC from other light absorbing material, such as some organic carbon compounds.  The individual 

spherules are formed in flames, and the aggregate nature is caused by rapid coagulation [Haynes and Wagner, 1981], differentiating 

black carbon from planar graphite.   

   [3]   In this assessment, the term ‘black carbon’ and the notation ‘BC’ is used to denote ambient aerosol material that has the above 

characteristics.  The term ‘black carbon’ given here has not been used rigorously or consistently throughout all previous modeling 

and measurement literature, and as we discuss later in this section, most measurement techniques do not respond only to this 

substance.  Measurements and nomenclature that uniquely identify this substance would assist in more rigorous evaluation. 

2.2.2.  Organic matter and other carbon aerosols 

  [4]   ‘Organic aerosol’ (OA) is a broad term indicating carbon-containing compounds that contain hydrogen and, usually, oxygen.  

All sources that emit BC also emit primary organic aerosol (POA), as well as gases that may become secondary organic aerosol 

(SOA) in the atmosphere.  In atmospheric chemistry, the combination of BC and OA is often called ‘carbonaceous aerosol.’  As 

used in this assessment, this term excludes primary organic particles directly emitted from plants [Heald and Spracklen, 2009] and 

organisms such as fungi and bacteria, which tend to be much larger in size than BC.  It also excludes biogenic SOA, which may 

have small sizes but are emitted from natural, non-combustion sources [Guenther et al., 2006].  This usage is consistent with 

previous IPCC reports [Forster et al., 2007].  Gelencser [2005] further describes the chemical nature of OA.  Mineral dust also 

contains carbon as carbonate, which is also not included in the carbon aerosol considered in this assessment.  

   [5]   The term ‘organic carbon’ (OC) refers to the carbon mass within OA, excluding the associated oxygen and hydrogen content.  

Although OA is the quantity most relevant to climate, measurements and emission inventories have usually reported values of OC 

because it was more commonly measured.  The ratio between OA and OC mass (OA:OC ratio) depends on the amount of oxygen 

incorporated in the organic molecules.  It varies from about 1.1 to 2.2 [Russell, 2003], depending on the combustion source, with 

lower values of OA:OC from coal or diesel and higher values from biomass combustion.  A default value for POA:OC of 1.3 or 1.4 

is often assumed in global modeling [Penner et al., 1998; Dentener et al., 2006]. 

2.2.3.  Other particulate light absorbers 

   [6]   Two other types of atmospheric particles absorb visible light: dust and ‘brown carbon.’  Most of the dust in the atmosphere 

originates from deserts [e.g., Chin et al., 2009], and smaller amounts come from construction, on-road and off-road traffic, and 

agriculture.  Dust particles are more weakly absorbing per mass than BC: about 0.009 m2g-1 at 550nm for Asian dust [Clarke et al., 

2004].  They can be distinguished from BC particles because they are typically large (i.e., greater than 2 µm in diameter), 

crystalline, and composed of crustal elements.  They also have relatively more absorption at shorter wavelengths compared with 

long visible wavelengths.  Although dust is more weakly absorbing than BC, globally averaged total absorption by dust is 

significant due to its relatively high mass abundance [Sokolik and Toon, 1996]. 

   [7]   Brown carbon, a subset of OA, is a complex mixture of organic compounds lacking a formal analytical definition.  Its light 

absorption is weak, with MAC less than 1 m2g-1 at 550 nm, and has a strong wavelength dependence [Kirchstetter et al., 2004; 

Chakrabarty et al., 2010].  This strong wavelength dependence can be used to distinguish its absorption from that of BC 

[Wonaschütz et al., 2009].  Unlike BC, brown carbon is soluble in some organic compounds and responds to analytical techniques 

that use solubility to isolate humic-like substances [Andreae and Gelencser, 2006; Graber and Rudich, 2006].  Brown carbon 

particles and BC are similar in size. 

2.3.  Black carbon formation and evolution 

   [8]   BC is produced during the combustion of carbon-based fuels when oxygen is insufficient for complete combustion.  Even if 

adequate oxygen is supplied overall, fuel-rich, oxygen-poor zones can occur when the reactants are not well mixed.  A complex 
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series of reactions involving polycyclic aromatic hydrocarbon molecules forms precursors of BC.  These precursors coagulate to 

sizes large enough to serve as particle nuclei and grow through reactions on the surface.  Electron microscopy images show that 

these spherules are unique among atmospheric particles, with wrinkled graphite layers forming a shell around a hollow or 

disordered interior [Heidenreich et al., 1968].  They have diameters on the order of tens of nanometers [e.g., Martins et al., 1998a; 

Posfai et al., 1999; Li et al., 2003] and high carbon-to-hydrogen ratios.  Soon after formation, the graphitic spherules coagulate to 

form aggregates or fractal chain-like structures consisting of hundreds or thousands of spherules [e.g., Medalia and Heckman, 1969; 

Li et al., 2003] (Figure 2.1).  If the combustion exhaust is kept hot, and if sufficient oxygen is well mixed with the flame products, 

these carbon particles may be eliminated by oxidation reactions before they leave the combustion chamber [e.g., Lee et al., 1962].  

Otherwise, they are emitted.  

   [9]   The morphology of emitted chain-like aggregates changes rapidly after emission.  Water vapor and other gas-phase species 

condense upon the aggregates, which collapse into more densely packed clusters [Huang et al., 1994; Ramachandran and Reist, 

1995; Weingartner et al., 1997; Martins et al., 1998b].  Other particulate and gas phase species present in the surrounding 

atmosphere also coagulate with the combustion aerosol.  Electron microscopy images and measurements of optical properties 

indicate that freshly emitted particles often exist as an external mixture in which organic and inorganic light-scattering components 

and strongly light-absorbing components (BC) reside in different particles [Posfai et al., 2003; Li et al., 2003; Mallet et al., 2004].  

After emission, condensation and coagulation cause individual chemical components to become internally mixed (i.e., different 

aerosol components existing together within a single particle).  Such particles are no longer pure BC, but contain sulfate and organic 

material [Lee et al., 2002; Shiraiwa et al., 2007].  We refer to these internally mixed particles as ‘BC-containing’ particles.  Mixing 

has been observed to occur within a few hours after emission at some locations [Moteki et al., 2007; Moffet and Prather, 2009], but 

there are insufficient measurements to estimate the extent of internal mixing throughout the atmosphere.  Global aerosol models that 

simulate microphysical processes predict that most BC is mixed with other substances within 1 to 5 days [Jacobson, 2001a] and this 

prevalent internal mixing is found at all altitudes [Aquila et al., 2011]. 

   [10]   The top portion of Figure 2.2 summarizes particle properties that are used as input into global and radiative transfer models 

and that can be constrained by measurements.  Each characteristic may affect the representation of atmospheric processes and 

resulting modeled concentrations, as shown in the lower portion of Figure 2.2.  Pure BC and BC-containing particles are separated 

in Figure 2.2 because their microphysical, optical, hygroscopic and cloud-nucleating properties differ [Abel et al., 2003; Slowik et 

al., 2004].  For example, as BC ages, it becomes coated or internally mixed with non-BC components and the resulting BC-

containing particles become more hydrophilic, which can lead to a reduced lifetime and atmospheric loading [Stier et al., 2006a].  

Internal mixing with other compounds can enhance absorption of solar radiation according to microphysical models [Fuller et al., 

1999; Jacobson, 2001a; Lack and Cappa, 2010] and measurements, primarily laboratory-based [Schnaiter et al., 2005; Slowik et al., 

2007].  As a result, the additional material in BC-containing particles must be taken into account when modeling both radiative 

transfer and atmospheric lifetime [Stier et al., 2006b].  

   [11]   In the remainder of this section, we discuss the physical properties that affect estimates of climate forcing, measurements of 

these properties and representation of these properties in global models.  We begin with a discussion of BC mass concentration in 

Section 2.4.  Important optical properties of BC, including absorption, are discussed in Section 2.5, followed by a review of 

absorption measurements in Section 2.6.  Section 2.7 reviews microphysical properties affecting the mass absorption cross-section 

and single-scattering albedo while Section 2.8 discusses measurements and modeling of these two parameters.  Finally, Section 2.9 

discusses properties of BC and BC-containing particles that are relevant to nucleating liquid cloud droplets.  The discussion of 

microphysical properties, which also affect the interaction of BC-containing particles with ice clouds, appears in Section 6.5.  

2.4.  Measurement of BC mass 
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   [12]   Ambient air samples of particles that contain BC always contain other constituents as well.  The mass fraction of BC in 

atmospheric aerosol is typically less than 10%.  Thus, BC mass concentration (in g m-3) cannot be measured directly by collecting 

aerosol in an air sample and weighing it.  Instead, BC mass must be determined indirectly, usually through optical methods, thermal 

heating combined with optical methods, or laser-induced incandescence (Table 2.1).  BC is associated with high sp2-bonded carbon 

content [Hopkins et al., 2007] and with Raman spectroscopic responses similar to graphite [Rosen et al., 1979; Dippel et al., 1999], 

but these analyses do not respond uniquely to all materials identified as BC.   

   [13]   The measurement of BC mass concentrations by some methods can be biased when BC is sampled with other aerosol 

components.  This mixing can take place either within ambient aerosol particles before sampling, or in the sample itself if BC and 

other particles are collected and measured simultaneously.  Biases occur either because the mixing increases absorption or 

extinction (see Section 2.6), because BC is incorrectly classified as another material, or because another material is incorrectly 

classified as BC (i.e., lack of specificity).  Most techniques measure similar BC mass concentrations when they are applied to pure 

BC or when other aerosol components are removed by applying heat  [Knox et al., 2009; Kondo et al., 2009] or by solvent rinsing 

[Subramanian et al., 2006].  For that reason, measurements of untreated samples are usually in closer agreement for diesel exhaust, 

which contains little non-BC material, than they are for aged (i.e., internally mixed) aerosol [Schmid et al., 2001; Chow et al., 2004; 

Hitzenberger et al., 2006] or biomass burning aerosol (BB), which has a high content of organic matter and other inorganic 

substances that could cause interferences [Novakov and Corrigan, 1995; Reid et al., 1998].  The major uncertainty in some 

measurements of BC mass is associated with isolating BC from the other constituents with which it is internally or externally 

mixed.  A summary of measurement techniques for BC mass is listed in Table 2.1 along with common terminology and any 

directions and causes of bias.  In addition, more explicit names for the measured quantities are suggested; some of these follow 

Andreae and Gelencser [2006].  Details of the measurement of BC mass concentrations are given below.  

   [14]   The most common separation between BC and OC is accomplished by volatilizing and combusting material collected on a 

filter and by detecting the CO2 produced as a function of temperature.  The discrimination between these two classes of aerosol is 

based on the idea that BC is non-volatile or refractory, whereas OC is volatile.  This thermal method does not detect BC directly, 

and the amount of refractory material detected depends on the details of the method.  The analytical result is therefore an 

operational definition and is traditionally called elemental carbon (EC). 

   [15]   In thermal methods based on volatility, the sample filter is first heated in inert gas to volatilize OC and then heated again 

with oxygen to combust the EC; cooling sometimes occurs before the second heating [e.g., Chow et al., 1993; Birch and Cary, 

1996; Watson et al., 2005].  This technique measures all OC, not just combustion-derived primary aerosol.  Inaccuracies in this 

method result from interpreting OC as EC, or vice versa, when properties of the sample cause EC to be released too early or OC to 

be held too long.  One complication is ‘charring’ of OC (i.e., conversion of OC to EC) at high temperatures, which reduces its 

volatility.  Variations of thermal methods include different temperature ramping programs, and correcting for the charring of OC 

during pyrolysis by monitoring the optical reflectance of the sample filter [Huntzicker et al., 1982] or light transmission [Turpin et 

al., 1990].  Comparisons among protocols with differing temperature and optical corrections show that derived EC concentrations 

can differ by over an order of magnitude [Schmid et al., 2001], and that large differences can be caused by the lack of correction for 

charring, which leads to considerable overestimates of EC.  There are also significant differences between methods that correct for 

charring using optical reflectance or light transmission [Chow et al., 2001; Chow et al., 2004].  The two corrections yield 

comparable EC concentrations if the filter contains a shallow surface deposit of EC.  If EC and OC are distributed throughout the 

filter, the two corrections yield different EC values, and the variability also depends on the temperature protocol used.  Hence, the 

difference between the two methods depends, in part, on the OC/EC ratio in the sample.  As a result, the correction schemes yield 

similar results for diesel exhaust, which is dominated by EC, but can differ widely for complex atmospheric mixtures.  Optimization 
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of temperature programs seeks to minimize charring and release EC and OC during the expected period of the analysis [Conny et 

al., 2003; Cavalli et al., 2010].  The accuracy of thermal measurements can also be increased by extracting OC with organic 

solvents before analysis, since BC is insoluble [Fung, 1990; Subramanian et al., 2006].   

   [16]   Detection of refractory BC (rBC) mass by laser-induced incandescence (i.e., visible thermal radiation) has become 

increasingly widespread [Schwarz et al., 2006, 2008a; Moteki and Kondo, 2010].  The Single Particle Soot Photometer (SP2) is able 

to provide continuous, real-time, size and coating information for individual particles containing rBC over a wide dynamic range of 

mass concentration.  In the SP2, the rBC component of individual particles is heated to vaporization temperatures (i.e., about 

4000K) with an infrared intracavity laser, and incandescence proportional to rBC mass is detected.  Essentially all rBC particles 

between 80 and 700 nm mass-equivalent diameter (MED) are measured, assuming void-free rBC has a density of 2 g cm-3.  The 

response of the SP2 to rBC mass and the lack of interference in measuring rBC mass when non-rBC aerosol components are present 

have been evaluated in the laboratory [Schwarz et al., 2006; Slowik et al., 2007; Moteki and Kondo, 2007].  The dominant 

uncertainty in the measured mass lies in calibrating its sensitivity to ambient rBC material.  The range of this sensitivity is around 

15% [Moteki and Kondo, 2010; Laborde et al., 2012].  However, the limitations of the size range detected by the SP2 may introduce 

additional uncertainty, depending on the airmass.  Typically, in remote regions the size range captured by the SP2 contains most of 

the rBC mass and about 50% of the rBC number [Schwarz et al., 2008b; Shiraiwa et al., 2008].  In urban environments a correction 

to total measured mass concentration of about 25% may be required.  Pulsed laser-induced incandescence has also been used for 

environmental rBC measurements [Chan et al., 2011]. 

2.5.  Optical properties of black carbon 

   [17]   Models of radiative transfer require the amount of particulate absorption and scattering in the atmosphere, known as the 

absorption and scattering coefficients (m2 m-3 or simply m-1).  Atmospheric models convert modeled mass concentrations to these 

optical coefficients using intensive properties (i.e., optical cross-section per mass in m2g-1) known as the mass absorption cross-

section (MAC) and mass scattering cross-section (MSC).  Estimates of these values are needed at all wavelengths, and the 

directional distribution of scattering (dimensionless) is also needed for radiative transfer models.   

   [18]   From atmospheric measurements, MAC can be calculated in reverse:  the light-absorption coefficient divided by mass 

concentration.  Throughout this assessment, we often refer to MAC that is determined for BC alone (MACBC).  MACBC is calculated 

by dividing the absorption coefficient attributable to BC by the BC mass concentration.  The simple term MAC indicates the value 

determined by dividing by the total mass concentration of BC-containing particles, which is smaller than MACBC.  All other 

properties are usually measured for BC-containing particles, not for pure BC.  Optical properties depend on refractive index, 

density, size distribution, mixing state and particle shape.  The propensity for water uptake affects the MSC and MAC of BC-

containing particles, as well as their ability to form cloud droplets and their atmospheric lifetime due to removal by precipitation.  

For sub-saturated conditions (i.e., relative humidity below 100%), this water uptake is characterized in terms of hygroscopicity or 

growth factor.  When air is supersaturated, the climate-relevant quantity is the fraction of particles that act as CCN [Hallett et al., 

1989]. 

   [19]   The MAC was mentioned earlier as a distinguishing feature of BC.  Values of MAC and MSC are fundamental inputs to 

radiative transfer models, required for all aerosols or aerosol components.  These quantities are necessary to translate mass 

concentrations simulated by chemical transport models to their effects on radiative transfer.  The wavelength-dependence of MAC 

must also be represented in models for the full solar spectrum.  As its name implies, BC strongly absorbs light at all visible 

wavelengths.  In contrast, other atmospheric aerosols that absorb light (OA, soil, and dust) are more yellow, brown or red, meaning 

they absorb more blue light than red light.  The quantity generally used to characterize the spectral dependence of light absorption is 

the absorption Ångstrom exponent:  
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Åabs = -log(MAC(λ1) /MAC(λ2)) / log(λ1/λ2) (2.1) 

where MAC(λ1) and MAC(λ2) are the mass absorption cross sections at wavelengths λ1 and λ2, respectively.  Two wavelengths 

spanning the visible range are commonly used, such as 450 and 650 nm.  Alternatively, Åabs can be calculated from absorption 

coefficients at the two wavelengths.   The value of Åabs for particles is usually greater than that of the bulk material.  If the bulk 

material has no absorption wavelength dependence (Åabs = 0), as does graphite [Borghesi and Guizzetti, 1991], then Åabs
 = 1 for 

particles much smaller than the wavelength of light [Rosen et al., 1979; Moosmüller et al., 2011]. 

   [20]   Measurement studies have confirmed the value of Åabs
 = 1 in regions where externally mixed BC dominates absorption 

[Rosen et al., 1978; Bergstrom et al., 2002, 2007; Kirchstetter et al., 2004; Clarke et al., 2007].  When BC becomes coated, Åabs can 

theoretically be as low as 0.8 or as high as 1.9 [Lack and Cappa, 2010].  In contrast, Åabs for OA has been observed to be between 

3.5 to 7 [e.g. Kirchstetter et al., 2004; Sun et al., 2007; Lewis et al., 2008; Yang et al., 2009].  Åabs for dust is typically about 2 to 3, 

but can be higher for very red (iron-rich) dust [e.g., Fialho et al., 2006; Alfaro et al., 2004; Bergstrom et al., 2007].  This difference 

in the wavelength-dependence of absorption of BC versus other absorbing aerosol has been used to approximate relative fractions of 

BC versus other light-absorbing constituents. 

   [21]   The single-scattering albedo, 0, is scattering divided by extinction (i.e., the sum of scattering and absorption), or 

ω0 = MSC / (MSC + MAC)   (2.2)  

Values of ω0 near one indicate that the aerosol is mainly scattering.  Values below about 0.8 indicate that the particles could have a 

net warming effect [Haywood and Shine, 1995]. The value that divides warming from cooling also depends on the albedo of the 

underlying surface or clouds and the fraction of light that is scattered upward by the particles [Chyìlek and Wong, 1995].  When the 

addition of aerosol causes a local increase in the planetary albedo, more shortwave radiative energy is reflected back to space, and 

aerosol exert a negative forcing.  In contrast, when aerosols locally decrease the planetary albedo, the forcing is positive.  MAC and 

ω0 are the aerosol properties most relevant to the balance between negative and positive forcing, so we emphasize these two 

parameters in this section instead of MSC.  Forcing is not very sensitive to ω0 for strongly absorbing aerosol with values below 0.4. 

2.6.  Measurement of absorption coefficients 

   [22]   Comprehensive reviews of absorption measurements have been provided by Horvath [1993] and by Moosmüller et al. 

[2009].  Here we summarize only the major challenges in these measurements.  The most widely used technique to measure the 

absorption coefficient involves collecting aerosol on a filter and inferring atmospheric absorption from the resulting change in 

transmission of light through the filter [Gundel et al., 1984], often at one mid-visible wavelength but sometimes at multiple 

wavelengths.  Common instruments using this approach are the Particle Soot Absorption Photometer (PSAP) [Bond et al., 1999; 

Virkkula et al., 2005], which has been used to obtain a worldwide data base through the Global Atmospheric Watch program; the 

Hybrid Integrating Plate System (HIPS), which has been used to collect data by the Interagency Monitoring of Protected Visual 

Environments (IMPROVE) in U.S. National Parks [Malm et al., 1994]; and the Aethalometer [Hansen et al., 1982].  Other filter-

based absorption instruments include the Integrating Plate [Lin et al., 1973], and the Multi-Angle Absorption Photometer (MAAP) 

[Petzold et al., 2005a].  These filter-based methods overestimate absorption if light transmission is also affected by particulate light 

scattering [Horvath, 1997; Bond et al., 1999].  With the application of empirical corrections to overcome this artifact, accuracies of 

the PSAP, IP, HIPS, and Aethalometer range between 20 and 30% [Bond et al., 1999; Weingartner et al., 2003, Virkkula et al., 

2005], and accuracy of the MAAP is about 12% [Petzold et al., 2005a].  However, these correction schemes are based on 

laboratory-generated aerosols that may limit their application and accuracy for the measurement of atmospheric aerosols.  In 

addition, coating of BC with volatile compounds can greatly contribute to variation in filter-based measurements of light absorption 

[Lack et al., 2008; Cappa et al., 2008; Kondo et al., 2009].  For example, PSAP absorption coefficients can be biased high (50 to 
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80%) when the ratio of organic aerosol to BC is high (15 to 20).  Lack et al. [2008] postulated that this high bias was due to the 

redistribution of liquid-like OC that affected either light scattering or absorption.  This difficulty can be overcome by removing 

most of the mass of volatile aerosol components before the BC particles are collected on filters.  This removal can be accomplished 

without significant charring of organic compounds with a heated sampling inlet.  This technique is used for the Continuous Soot 

Monitoring System (COSMOS) instrument [Kondo et al., 2011a].  Under those conditions, comparisons of ambient BC mass 

concentrations measured by light absorption (COSMOS), thermal-optical measurements, and laser-induced incandescence (i.e., 

SP2) measurements have been found to agree within 10% [Kondo et al., 2011a]. 

   [23]   Filter-based optical measurements of absorption are sometimes used to derive ‘effective’ BC mass concentrations by using an 

assumed MACBC to convert measured absorption to BC mass [e.g., Sharma et al., 2002].  Given the artifacts and uncertainties 

associated with filter-based measurements and the choice of MACBC, the resulting BC mass concentrations also can be highly 

uncertain.   

   [24]   Techniques that do not use filters are also available for the measurement of absorption by BC. In the photoacoustic 

spectrometer (PAS) [Petzold and Niessner, 1996; Arnott et al., 1997; Lack et al., 2006], particles are drawn into an acoustic cavity 

and irradiated by power-modulated laser light.  The heat that is produced when the particles absorb laser light is transferred to the 

surrounding gas creating an increase in pressure.  Sensitive microphones are used to detect the standing acoustic wave that results 

from the pressure change, and this signal is interpreted to infer the absorption coefficient.  Gas phase absorbers can interfere with 

BC detection in PAS systems.  The overall uncertainty of the PAS with respect to aerosol absorption has been reported at about 5% 

[Lack et al., 2006].   

   [25]   Absorption techniques, whether filter-based or non-filter based, are not specific for BC.  Any light-absorbing aerosol other 

than BC that absorbs at the measurement wavelength is detected.  The degree to which other light absorbing species interfere with 

the measurement of BC absorption depends on the relative abundance of light absorbing species and the size range and wavelength 

of the measurement.  Measurement of the chemical composition of the aerosol and measurement of absorption at several 

wavelengths can help determine the interference from all atmospheric species.  BC-containing aerosol generally fall into the 

submicron size range, so measurements of the submicron aerosol only can also reduce the interference of dust absorption. 

2.7.  Microphysical properties affecting MAC and ω0 

2.7.1.  Optical models and required inputs 

   [26]   Values of MAC and ω0 can be predicted with several theories that describe how the particles interact with light.  Particle 

density and refractive index of the bulk material are required to calculate MAC for all models.  The assumed particle shape and size 

affect the model chosen.  Common optical-modeling treatments that account for the fractal nature of fresh BC particles include the 

Rayleigh-Debye-Gans approximation [Nelson, 1989; Dobbins and Megaridis, 1991], superposition T-matrix theory [Mishchenko et 

al., 2004], and discrete-dipole approximation [Draine and Flatau, 1994].  Sorenson et al. [2001] reviews many of the key optical 

relationships for aggregates.  These models are useful for exploring how particle properties affect particle optics [e.g., Liu and 

Mishchenko, 2005].  

   [27]   Global-model calculations of radiative transfer usually do not account for complex particle shapes.  Instead, they use Mie 

theory, which can describe homogeneous or core-shell spherical particles.  Although BC particles, especially freshly emitted ones, 

are not spherical, modeling radiative transfer accurately requires only that MAC, ω0, and angular scattering are correct.  

   [28]   BC nonsphericity creates difficulties in inferring other properties used in optical modeling from measurements.  Air drag is 

different between spherical and non-spherical particles and affects inferences of particle size based on mobility [Lall and 

Friedlander, 2006].  The SP2 measurement detects BC mass and provides equivalent spherical diameters.  Inferences of refractive 
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index are often taken from optical measurements with the assumption of spherical particles, or from particles that are collected and 

compacted into a pellet.  In either case, the material is not pure BC, but contains an unknown fraction of voids.  Ideally, the 

refractive index, density and size used for modeling would be obtained for the pure material, but observed properties may be 

obtained for material with unknown and inconsistent void fractions.  Despite these uncertainties, measurements of material 

properties and sizes are described below. 

2.7.2. Density  

   [29]  Fuller et al. [1999] compiled reported densities for several types of graphitic material and found values ranging from 0.625 to 

2.25 g cm-3.  Based on the type of BC emitted from diesel combustion, they adopted the highest density, which was measured for 

paracrystalline graphite, as representative of strongly absorbing atmospheric BC.  BC is not perfectly crystalline, so its 

microstructure, density, and refractive index differ from those of graphite.  The density of pure graphite is 1.9 to 2.1 g cm-3 [Hess 

and Herd, 1993].  Densities for pressed pellets of BC with corrections for air volume fractions in the surface layer are slightly lower 

at 1.8 to 1.9 g cm-3 [Medalia and Richards, 1972; Janzen, 1980].  Park et al. [2004] reported a density of 1.8 g cm-3, and Kondo et 

al. [2011a] found 1.718 ± 0.004 g cm-3 for fullerene soot.  Some global models still use the density of 1 g cm-3 recommended by 

OPAC (Optical Properties of Aerosols and Clouds), which would result in an overestimate of absorption if all other factors are 

correct. 

2.7.3.  Refractive index 

   [30]   The refractive index of a material is critical in determining the scattering and absorption of light, with the imaginary part of 

the refractive index having the greatest effect on absorption.  Refractive index values are derived by assuming a theory for the 

interaction of BC with light (i.e., reflectance or absorption) and adjusting optical parameters (including refractive index) until 

predictions match measurements.  Three possible methods include:  1) fitting Fresnel’s formula to reflectance and transmittance 

data measured for a compressed pellet; 2) fitting Mie theory to light-scattering data for individual spherical particles; and 3) fitting 

either Mie theory or an approximation formula to scattering and extinction data for particle ensembles.  Method 1 has been used 

widely to estimate refractive indices of solid aerosols like combustion-generated BC [Mullins and Williams, 1987].  However, direct 

evidence of the optical flatness of pellet surfaces, which is necessary for application of Fresnel’s formula, has never been shown for 

wavelengths shorter than the infrared region [Janzen, 1979].  Method 2, which is limited to spherical particles, uses measurements 

of resonance structures in Mie scattering to determine the refractive index [Chýlek et al., 1983a] but its application to strongly 

absorbing particles is limited.  In method 3, the refractive index and a size distribution function are inferred simultaneously from 

extinction or scattering data for an ensemble of particles.  Solving this inversion problem requires a theory to connect microphysical 

and light-scattering properties; Mie theory has been used for spherical particles [Lack et al., 2009] and the Rayleigh-Gans 

approximation for nonspherical particles [Charalampoulos et al., 1989; Van-Hulle et al., 2002].  For polydisperse or nonspherical 

particles, the inversion results may have large errors if the assumed size distributions or shapes differ from those of the actual 

particles.  Moteki et al. [2010] developed a method to estimate refractive indices that accounted for non-spherical particles by 

measuring the relationship between the scattering cross-section and the particle volume.  

   [31]   A variety of values for the refractive index of BC has been used in global climate models including the OPAC value of 1.74 - 

0.44i [Hess et al., 1998].  As reviewed by Bond and Bergstrom [2006], reported values of the refractive index of light absorbing 

carbon vary widely; the real part, n, appears to vary from that of water to that of diamond and the imaginary part, k, varies from that 

of negligibly absorbing material to that of graphite.  Bond and Bergstrom [2006] hypothesize that strongly absorbing carbon with a 

single refractive index exists and that some of the variation in reported values results from void fractions in the material.  Based on 

agreement between measured real and imaginary parts of the refractive index of light absorbing carbon, Bond and Bergstrom [2006] 

recommended a value of 1.95 – 0.79i at 550 nm.  They caution, however, that this value may not represent void-free carbon.  Stier 
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et al. [2007] found that this value led to better agreement with observed atmospheric absorption, compared with the OPAC value.  

Moteki et al. [2010] found that the refractive index of ambient BC in the Tokyo urban area was about 2.26 – 1.26i at 1064 nm.  The 

OPAC assumption for imaginary refractive index is not taken from combustion-generated particles, is lower than either of the latter 

two recommendations, and would lead to a MAC prediction about 30% lower if all other factors were equal. 

   [32]   Radiative inversion methods can also infer values of refractive indices from remote-sensing measurements [Dubovik and 

King, 2000], but only for the entire mixed aerosol, which includes water and many other constituents other than BC.  Currently, 

such data are available from about 500 globally distributed Aerosol Robotic Network (AERONET) surface sites [Holben et al., 

1998]. 

2.7.4.  Particle Size 
   [33]   Size distributions of the BC component in ambient aerosol are affected by the size of BC at emission and by subsequent 

coagulation.  Condensation of non-BC material changes the overall aerosol size distribution, but the underlying size distribution of 

BC does not change except through coagulation.  BC size can be diagnosed separately.  The first measurements of ambient BC size 

distributions relied on impactors, which identify the size at which greatest mass appears [Mallet et al., 2003; Riddle et al., 2008].  

SP2 measurements have provided BC number distributions in fresh urban plumes dominated by fossil-fuel (FF) combustion [e.g., 

Kondo et al., 2011a; Schwarz et al., 2008b], in aged plumes in Asian outflow [Shiraiwa et al., 2008], and in the remote upper 

troposphere and lower stratosphere [Schwarz et al., 2006; 2008b].  In the urban areas of Tokyo and Nagoya (Japan) and Seoul 

(Korea), the mass median diameter (MMD) and count median diameter (CMD) of fresh BC ranged from 120 to 160 nm and 50 to 

80 nm, respectively.  In plumes associated with wildfires, the MMD was measured to be about 200 nm and the CMD to be 120 nm 

[Kondo et al., 2011b].  The distinct difference in the size between BC particles from fossil-fuel combustion and biomass burning 

seems to be a general feature (Figure 2.3).  The CMD and MMD of BC observed in the Asian outflow were significantly higher 

than those in fresh urban plumes [Shiraiwa et al., 2008], suggesting the growth of BC size by coagulation during transport after 

emissions.  BC particles are largely found in the Aitken mode (i.e., less than 100-nm diameter) and the accumulation mode because 

of their formation mechanism.  Large concentrations of BC in the Aitken mode can result from high combustion temperatures and 

efficient fuel burn.  For example, BC particles produced by aircraft jet engines have mean number diameters of about 30 nm 

[Petzold et al., 2005b]. 

2.7.5.  Configuration of BC-containing particles 
   [34]   Internal mixing between BC and other compounds increases absorption of visible light, in part because the non-absorbing 

material can refract light toward the absorbing particle [Ackerman and Toon, 1981].  Because BC is insoluble, it is always distinctly 

separated from the other material in an internally mixed particle.  It is often assumed that non-BC material surrounds the BC 

completely and approximately symmetrically, known as a ‘core-shell’ configuration.  However, BC may also exist near the surface 

of the particle [Sedlacek et al., 2012].  The presence, relative quantities, and location of non-absorbing material in BC-containing 

particles require a complex characterization commonly summarized in the single term ‘mixing state.’ 

2.8 Measured and modelled MAC and ω0 

   [35]   As discussed above, optical models can either represent aggregates, or they can rely upon Mie theory with the assumption of 

spherical particles.  Here, we review measured values of MACBC and ω0, and discuss whether models can simulate these values. 

2.8.1.  MACBC derived from measurements 

   [36]   Empirical values of MACBC have been obtained from measurements of light absorption by filter or photoacoustic methods, 

divided by measurements of EC mass from thermal evolution methods [e.g., Martins et al., 1998a; Moosmüller et al., 2001].  

Measured values for freshly generated BC, where care has been taken to eliminate non-BC material, fall within a relatively narrow 
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range of 7.5 ± 1.2 m2g-1 [Clarke et al., 2004; Bond and Bergstrom, 2006].  The MACBC may be reduced as the particles collapse into 

more compact forms with higher fractal dimensions [Schnaiter et al., 2003; Lewis et al., 2009].  Instrumental artifacts, as shown in 

Table 2.1, can hamper accurate inferences of MACBC.   

   [37]   Laboratory measurements show that absorption increase is low for very thin coatings [Slowik et al., 2007] and reaches a 

factor of 1.8 to 2 for thicker coatings [Schnaiter et al., 2005; Khalizov et al. 2009; Shiraiwa et al., 2010; Cross et al., 2010; Bueno et 

al., 2011].  Filter-based and photoacoustic measurements report different degrees of enhancement in the measured absorption 

[Slowik et al., 2007; Knox et al., 2009].   

   [38]   Values of MACBC enhancement are harder to confirm for atmospheric aerosol, and require measuring MACBC before and 

after removal of coatings.  Knox et al. [2009] found enhancement by a factor of 1.2 to 1.6 near source regions.  Lack et al. [2012] 

observed a factor of 1.4 enhancement for BC in biomass burning plumes.  In contrast, similar measurements of absorption 

enhancement using a PAS in large urban centers revealed an average absorption enhancement of only 6%, although the MACBC of 

aged aerosol was 20 to 40% higher than that of freshly generated BC [Cappa et al., 2012].  Cappa et al. hypothesize that the low 

values of enhancement are caused by BC inclusions at the edge of the sampled particles.  Measurements made downwind (up to 

hundreds of kilometers) of BC source regions also give a wide range of enhancements.  Chan et al. [2011] found MACBC values 

ranging from 10 to 50 m2g-1, showing a rough relationship with the ratio between non-BC and BC components.  This study, which 

derived time-resolved MACBC from a photoacoustic spectrometer and laser-induced incandescence instrument system, appeared to 

contradict earlier work by the same group [Chan et al., 2010] that found no apparent increase in MACBC using a PSAP to measure 

absorption and thermal-optical technique to measure EC.  MACBC values inferred from filter-based techniques are more plentiful 

but may suffer from artifacts; Cheng et al. [2011] summarized MACBC from several studies ranging from 2 to 17 m2g-1, but used 

empirical correction factors to adjust some of the methods prior to calculating MACBC.  A series of intensive experiments with 

identical sampling and analysis protocols gave MACBC values ranging from 6 to 20 m2g-1 [Quinn and Bates, 2005].  

   [39]   Most of the above measurements of MACBC after mixing with non-BC material were made under dry conditions or at 

relatively low humidity.  However, water is also a component of mixed aerosols, both in clear air at high relative humidity and in 

clouds.  Particles that have taken up water become even larger than mixed, dry atmospheric particles, but measurements at such 

elevated humidities are difficult.  Mikhailov et al. [2006] measured a three-fold increase in absorption of BC at 100% relative 

humidity.  Brem et al. [2012] also found an amplification factor of up to 2.7 for an absorbing organic material at 95% relative 

humidity. 

2.8.2.  Microphysical model ability to simulate MAC 

2.8.2.1.  MACBC of unmixed BC 

   [40]   Particle size distribution has almost no influence on calculated MAC when particle diameter is below about 80 nm 

[Bergstrom, 1973].  The simplest theory that accounts for aggregate particles indicates that MAC depends only on the size of the 

component spherules.  Therefore, modeled MACBC should not be very sensitive to particle size if either small, spherical particles are 

assumed, or if modeled aggregates are composed of spherules below 80 nm.  However, measured MACBC values, at 7.5 ± 1.2 m2g-1, 

are about 30% higher than values calculated with either method, using best estimates of refractive indices and density.  This 

comparison remains unchanged even with the higher refractive index values found by Moteki et al. [2010].  Bond and Bergstrom 

[2006] suggest that the 30% higher absorption of actual particles could be caused by interactions between neighboring BC spherules 

[Iskander et al., 1991; Fuller, 1995].  Liu and Mishchenko [2005] calculated a 15 to 25% increase for many changes in aggregate 

parameters, compared with no interaction, but up to 20% decrease for spherule sizes larger than 30 nm.  Kahnert [2010] showed that 

spherule interaction alone could not account for the discrepancy of 30%, and MAC modeled by Adachi et al. [2010] was similar for 
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aggregates and spheres.  The inability of microphysical models to reproduce measured MAC from best estimates of refractive index 

and density remains unresolved.  

   [41]   Although MACBC is sensitive to the large differences in both refractive index and density used by different models, Bond and 

Bergstrom [2006] note some compensating errors.  For models using OPAC refractive index and density, the low refractive 

imaginary index would underestimate MACBC, while the low assumed density (1 g cm-3) would overestimate it.  Therefore, the 

MACBC simulated with the OPAC refractive index and density is comparable to MAC using the values of refractive index and 

density recommended by Bond and Bergstrom [2006], although the model inputs are quite different.  However, it may not be 

possible to simulate MAC and ω0 of mixed particles using these erroneous values.  

2.8.2.2.  MAC of BC mixed with other substances 

   [42]  Internal mixtures of BC and non-absorbing material, including water, are usually modeled either as a core-shell configuration, 

or as a homogeneous particle for which the effective refractive index is obtained using ‘mixing rules.’  Some frequently used 

mixing rules are volume mixing, in which refractive indices are proportional to substance volume; Bruggeman or Maxwell-Garnet 

effective medium approximations [Heller, 1965]; or the dynamic effective medium approximation [Chýlek et al., 1996]. 

   [43]   Different representations of mixing often produce comparable estimates of absorption.  For example, using the Bond and 

Bergstrom [2006] refractive index and density, Adachi et al. [2010] calculated MACBC for uncoated spheres as 6.4 m2g-1, with 

increases for volume mixing (13.6 m2g-1), core-shell (13.3 m2g-1), Maxwell-Garnet effective medium approximation (12.0 m2g-1), 

and realistic coated BC particles (9.9 m2g-1) at 550 nm wavelength.  The assumption of a perfectly concentric core within a shell 

gives the highest absorption among core-shell particles [Fuller, 1995].  However, Jacobson [2006] showed that the dynamic 

effective medium approximation suggested for cloud droplets produced a much higher MACBC than a core-shell treatment.  The 

absorption efficiency of BC may also be higher when it is coated by water, such as in cloud droplets (Section 6.3.3). 

   [44]   The optics of mixed particles vary widely in space and time because they depend on the relative concentrations of BC and 

non-BC components, which may include water, liquid and solid components.  A single value of MAC for an internally mixed 

aerosol is not appropriate due to the widely varying amounts of non-absorbing material surrounding BC cores.  Moffet and Prather 

[2009] estimate that the increase above unmixed aerosol could be 80 to 200% for individual particles.  This increase depends upon 

the relative sizes of the shell and the core, and the location of the core within the particle [Fuller, 1995].  Bond et al. [2006] suggest 

a smaller enhancement, concluding that MACBC is 80% higher for mixed than for unmixed spheres.  However, because the 

absorption of aggregate BC appears to be 30% higher than that of spheres, the increase between uncoated, aggregate BC to coated, 

mixed spherical particles might be only 50%.  The MACBC of 7.5 m2g-1 for freshly emitted BC, plus an enhancement of 50%, agrees 

approximately with observed MACBC at dry conditions.  A more precise evaluation of the agreement between models and 

observations is hampered by artifacts in the measurements. 

2.8.3.  Measured and modeled single-scattering albedo 

   [45]   Single-scattering albedo of freshly generated BC has been measured as 0.10 to 0.28, as summarized by Bond and Bergstrom 

[2006].  Khalizov et al. [2009] and Cross et al. [2010] report similar values of ω0 for fresh BC.  Models of aggregate, pure-BC 

particles predict ω0 of 0.1 to 0.3 [Liu and Mishchenko, 2005].  This value depends strongly on component spherule size but not on 

overall particle size [Sorensen, 2001].  Scattering and ω0 for spherical BC depend greatly on the size distribution chosen.  For 

example, ω0 for particles of 50 and 250 nm diameter is 0.02 and 0.44, respectively, for a refractive index of 1.95 – 0.79i.  Forcing 

by BC scattering is small compared to that by BC absorption, so small variations in ω0 produce only small changes in total forcing.   

   [46]   As BC becomes mixed with other components, a large increase in scattering and, hence, in ω0
 occurs [Khalizov et al., 2009; 

Cross et al., 2010].  For mixed particles, values of ω0 range from that of fresh particles to 0.9, depending upon the amount of added 
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material.  For these particles, forcing can be quite sensitive to ω0.  However, much of the added scattering and the tendency toward 

negative forcing are attributable to other chemical components, not to BC.  Therefore, the forcing by BC alone should be estimated 

with the difference of two radiative-transfer scenarios, not just the change in ω0. 

2.8.4.  Aerosol properties in global models  

   [47]   In global simulations of radiative transfer, BC particles are assumed to be either externally or internally mixed with other 

aerosol components.  For external mixing, the material properties of pure BC are used.  If internal mixing is assumed, the non-BC 

material is either treated as a spherical shell around a BC core, or the refractive index and density of BC and non-BC material are 

averaged and a homogeneous particle is modeled.   Koch et al.［2009a] summarize predicted MACBC and treatments of aging, 

removal, optical properties for many global models.   

   [48]   All global models consider how aging affects removal rates of BC.  Early models of atmospheric BC expressed the aging of 

BC by prescribing a timescale for converting hydrophobic BC to hydrophilic BC, typically about one day [Koch et al., 2009a].  

Many models have evolved to express aging explicitly in terms of coagulation with sulfate particles and condensation of sulfuric 

acid and secondary organic vapor on BC.  Some models represent BC-containing aerosol with discrete size-resolved bins 

[Jacobson, 2001a].  Others, known as “multi-modal” models, represent different aerosol classes, such as unmixed BC and BC 

coagulated with other material [Whitby and McMurry, 1997].  Representations of removal rates vary from constant empirical values, 

to parameterization based on composition and particle number [Abdul-Razzak and Ghan, 2000], to explicit dependence on aerosol 

and cloud droplet size and composition [Jacobson, 2002]. 

   [49]   Although global models of BC consider mixing when determining removal rates, some do not incorporate enhanced MACBC 

due to mixing.  Values of MACBC used in global models range from 2.3 to 18 m2g-1 [Koch et al., 2009a; Jacobson, 2012].  The 

diversity in MACBC arises either from whether the mixing state is assumed or calculated, whether it is determined at ambient RH or 

constant RH, and from other choices of aerosol properties.  Many of the values are similar to or lower than the value for unmixed 

BC and are, therefore, lower than the average value of BC in the atmosphere.   

2.9.  CCN activity of black carbon 

2.9.1.  Measurements of CCN activity 

   [50]   Particle size, hygroscopicity, and mixing state also affect the interaction of particles and clouds [Pruppacher and Klett, 1997; 

McFiggans et al., 2006].  While BC-induced cloud changes are mainly discussed in Section 6, we review the processes of CCN 

activation here because they are closely related to the microphysical properties of BC-containing aerosol. 

   [51]   Aerosol particles serve as nucleation sites for forming cloud droplets through a process known as activation.  The ability of 

an aerosol particle to act as a cloud condensation nucleus depends on its size, composition, and mixing state, and the supersaturation 

with respect to water vapor within the cloud.  The critical supersaturation for a given particle is the lowest supersaturation at which 

that particle activates and produces a cloud droplet.  Any particle can activate in extremely supersaturated air.  Particles that activate 

more easily (i.e., that have a lower critical supersaturation) have a greater chance of affecting cloud droplet number concentration 

and cloud reflectivity, and they may also be more easily removed by wet deposition.  Early studies found that soluble species were 

incorporated in cloud droplets more often than BC [e.g., Hallberg et al., 1994], but could not confirm whether this was caused by 

differences in activation or in scavenging.   

   [52]   If all other factors are equal, small particles require greater supersaturation to activate than do large particles.  Less 

hygroscopic particles have larger critical supersaturations than more hygroscopic particles.  Because freshly emitted BC particles 

are small in diameter and hydrophobic, they have very large critical supersaturations and make very poor CCN [Dusek et al., 

2006a].  Aging of BC after emission lowers the critical supersaturation of the BC-containing particle, as the addition of soluble 
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mass increases both particle volume and hygroscopicity.  Figure 2.4 shows the dependence of the critical supersaturation on particle 

diameter and BC mass fraction as simulated by a particle-resolved model [Riemer et al., 2009].  For a given particle size, a higher 

BC mass fraction increases the critical supersaturation, although particle size has a stronger effect on CCN than does chemical 

composition [Dusek et al., 2006b]. 

   [53]   ‘Closure’ studies compare measured CCN concentrations with values predicted from particle size and composition, assuming 

that only soluble components serve as CCN.  Predicted CCN concentrations are usually greater than measured values, with large 

variability in the degree of agreement [Medina et al., 2007].  This overprediction is worse with a mixture of hydrophobic and 

hygroscopic particles [Wex et al., 2010].  Near source regions, externally mixed BC plays little role in CCN [Rose et al., 2011] and 

closure is improved when externally mixed BC is assumed not to be CCN-active [Lance et al., 2009].  However, closure studies to 

date have insufficient precision to confirm the contribution of coated BC to CCN.  A comparison of heated and unheated particle 

size distributions can indicate the quantity of non-refractory material in atmospheric particles [Sakurai et al., 2003; Philippin et al., 

2004; Kuwata et al., 2007].  Figure 2.5 shows the relationship between the condensed mass per particle and the CCN activity of 

100-nm BC particles observed in Tokyo [Kuwata et al., 2009].  The number fraction of CCN-active BC particles increases with 

increasing condensed mass, indicating that 0.18 x 10-15 g of condensed coating material is required to activate these BC-containing 

particles at 0.9% supersaturation.  In this case, the condensed compounds were primarily organic. 

2.9.2.  Global model treatment of CCN activity 

   [54]   Treatment of BC in global climate models (GCMs) does not always reflect the theoretical dependence on size and soluble 

fraction.  In some GCMs, the activation of BC to form cloud droplets is not considered at all.  The simplest formulation, a mass-

based parameterization, assumes that the number of cloud droplets activated is empirically related to the submicron aerosol mass.  

In turn, that mass is determined from the hydrophilic aerosol species sulfate, submicron sea salt, and hydrophilic carbonaceous 

aerosol, where carbonaceous aerosol is the sum of OA and BC [Rotstayn et al., 2009].  This simple parameterization ignores 

differences in activation for particles of different sizes and composition.  Many models have advanced to represent this behavior.  

Cloud droplet number concentration is sometimes empirically related to aerosol number concentration of certain sizes and to updraft 

velocities [Lohmann et al., 2007].  Parameterizations of cloud droplet formation derived from Köhler theory have been developed 

by Abdul-Razzak and Ghan [2000] and Nenes and Seinfeld [2003].  In these schemes, dependence on size and hygroscopicity can be 

taken into account, including the competition between different types of particles.  For example, large hygroscopic particles take up 

water, reduce supersaturation and, therefore, result in less activation of smaller or less hygroscopic particles such as those 

containing BC [Ghan et al., 1998].  Models of greater complexity represent size-resolved incorporation of aerosols in cloud droplets 

and their removal [Jacobson, 2006].  Section 6 describes studies of BC effects on clouds using some of these advanced 

representations. 

3. Emission magnitudes and source categories 

3.1.  Section summary 

   [1]    

1. Global emission estimates use the ‘bottom-up’ method of multiplying emission factors by activity data.  With this method, a 

bottom-up estimate of total global emissions in the year 2000 is about 7500 Gg BC yr-1, with an uncertainty range of 2000 to 

29000 Gg yr-1.  About 4800 Gg BC yr-1 is from energy-related burning, with the remainder of about 2800 Gg BC yr-1 from open 

biomass burning.  Total primary organic aerosol (POA) emissions excluding biogenic matter are 47000 Gg POA yr-1 for the 

global total, with an uncertainty range of 18000 to 180000 Gg POA yr-1.  Energy-related burning and open burning produce 

16000 and 31000 Gg POA yr-1, respectively; the largest uncertainties are in open burning.   
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2. Industrial-era emissions are the difference between present-day and the pre-industrial background year, 1750. These values are 

6100 Gg BC yr-1 (4400 Gg BC yr-1 from energy-related burning and the remainder of about 1700 Gg BC yr-1 from open burning) 

and 33000 Gg POA yr-1 (14000 Gg POA yr-1 from energy-related sources and the rest from open burning). 

3. Black-carbon emission sources are changing rapidly due to greater energy consumption, which increases emissions, and 

cleaner technology and fuels, which decreases them.  Bottom-up inventories indicate that Asian emissions may have increased 

by 30% between 2000 and 2005. 

4. Sources whose emissions are rich in BC can be grouped into a small number of categories, broadly described as diesel engines, 

industry, residential solid fuel and open burning.  Dominant emitters of BC from energy-related combustion depend on the 

location.  Asia and Africa are dominated by residential coal and biomass fuels (60-80%), while on-road and non-road diesel 

engines are leading emitters (about 70%) in Europe, North and Latin America.  Residential coal contributes significantly in 

China, the former USSR and a few Eastern European countries. 

5. Estimates of energy-related emissions agree broadly on the major contributing sectors and approximate magnitudes of BC 

emission.  However, current inventories in many world regions lack information regarding the factors governing emissions.  

These include the type of technologies or burning, and the amounts of biofuel (BF) combusted.  Major differences in estimates 

of energy-related emissions result from a few knowledge gaps.  For energy-related emissions, these include sparse emission 

measurements of sources with the highest emissions.  In industrialized countries, these may be a small fraction of the emitting 

sources.  Only energy-use inventories in North America, Europe and urban East Asia provide a high level of detail.  

Measurements in developing countries are scarce for all source types. 

6. Current emission factors from biomass burning, and thus emission estimates, might be biased low by a factor of at least two.  

Emission estimates from open burning are generally uncertain due to insufficient data on burned area and fuel consumed.  

Quantification of BC emissions from this source is also difficult because they strongly depend on the burning behavior and 

because of inherent problems with sampling and analyzing BC in smoke plumes from vegetation fires. 

7. The majority (80%) of open fire emissions occurs in tropical latitudes, and interannual variability of BC emissions from forest 

or savanna fires can exceed one order of magnitude in some regions. 

8. Because the net aerosol effect on climate depends on the ratio of absorbing to reflective particles such as OA and sulfate, we 

group emission sources into categories based on their combustion type and co-emissions.  Major sources of BC, ranked in order 

of increasing POA:BC ratio, are diesel vehicles, residential burning of coal, small industrial kilns and boilers, burning of wood 

and other biomass for cooking and heating, and all open burning of biomass.  A few of these sources also emit significant 

quantities of SO2. 

9. Receptor modeling studies of BC in urban areas that use chemical composition to identify dominant emission sources find 

source categories that are qualitatively similar to those in bottom-up inventories based on activity data. 

3.2.  Introduction 

   [2]   Emission inventories, or global and regional tabulations of emission quantities, have a dual role.  They are required inputs for 

atmospheric models that assess the environmental consequences of these emissions, and they also provide necessary information for 

the development of air quality and climate policies by indicating the largest or most easily manageable sources of emission.  For BC 

and POA, inventories used in global models are typically ‘bottom-up’ tabulations constructed from estimates of activity (e.g., mass 

of fuel burned or number of km driven) combined with emission factors (e.g., grams BC emitted per mass of fuel burned or per km 

driven).  To address major fractions of particulate air pollution, or climate forcing related to BC, identification of the sources that 

contribute to total emissions is needed.  The identification of emitting sectors is important not only for mitigation policies, but also 
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for historical reconstructions and future projections, as each sector has a different temporal evolution.  The major BC emitters in 

each country or region depend on technological development and on practices common in each society. 

   [3]   In this section, we first provide definitions of the terms, groupings of emission sources, and groupings of countries used 

throughout this assessment.  Section 3.2 outlines general procedures for producing bottom-up inventories.  We then present global 

totals, major source sectors, and regional contributions in Section 3.3.  Section 3.4 discusses major sources of uncertainty in 

emission estimates, focusing on the sectors identified as most important.  In Section 3.5, we discuss studies that have inferred the 

major sources of particulate matter based on the chemical composition of ambient aerosol, known as receptor modeling.  These 

studies have been conducted primarily in urban areas.  Finally, Section 3.6 gives an overview of inverse modeling results, where 

three-dimensional chemical and transport models are used to infer emission fluxes from the spatial and temporal characteristics of 

the observed concentration field.  

   [4]   The forcing by species co-emitted with BC is important in determining the net radiative forcing by BC sources (see Section 

10).  In this section, we also discuss emissions of POA, the aerosol species most commonly emitted with BC.  For BC sources, we 

also summarize co-emissions of SO2, which is a precursor to sulfate.  Dust and sea salt are other major aerosol components, but they 

are generally not co-emitted with BC and they usually have larger particle sizes than BC or its co-emissions.  Aged aerosol, 

however, may contain all of these components.  The discussion of uncertainties in this section emphasizes BC emissions.  

3.2.1.  Geographic aggregation 

   [5]   In this assessment, we summarize emissions and concentrations based on ten groups of countries (called ‘regions’), depicted 

in Figure 3.1.  These groups were chosen based on proximity, development status, and basic meteorological similarity, although 

there is heterogeneity within each region.  Countries in each region are listed in the Supplemental Information (Table S1).  

3.2.2.  Definitions and aggregation of emission sources 
   [6]    

1. Activity.  The term ‘activity,’ as it is commonly used in the emission community, indicates a quantitative measure of an event 

that leads to emission, such as the quantity of fuel burned, product manufactured, or kilometers driven.  

2. Emission factor.  The term ‘emission factor’ gives mass of BC emission per activity, as opposed to total emissions.  Emission 

factors for BC vary by region and end-use, even for the same fuel. 

3. Source categories.  Because this assessment focuses on BC sources and their impacts, we isolate sources that contain large 

fractions of BC relative to other aerosol components or precursors.  We group sources with some similarities into aggregates 

called ‘source categories,’ although there is some heterogeneity within these categories.  For example, we lump both modern 

diesel engines with emission reduction technology and high-emitting, poorly maintained diesel engines into the category ‘on-road 

diesel engines.’  These categories are discussed further in Section 3.3. 

4. BC-rich sources.   This assessment examines sources that have non-negligible BC emissions and that, therefore, have a positive 

component of forcing.  We differentiate between sources that are rich in BC with respect to co-emitted species, and those whose 

aerosol forcing is dominated by inorganic species.  For our purposes in this assessment, a ‘BC-rich’ source is defined as having 

an estimated SO2:BC emission ratio below 200:1.  

5. Sectors.  The term ‘sectors,’ as used throughout emission literature, refers to broad activity categories used for reporting by the 

International Energy Agency and the United Nations. These sectors are energy or transformation (which includes electricity 

generation), industrial activity, transportation, agriculture, and residential.  The sector frequently termed ‘residential combustion’ 

may also contain commercial, agriculture, and miscellaneous activity.  Energy-related combustion is conducted deliberately in 

pursuit of economic activity or to meet personal or industrial energy demands.  Open biomass burning also produces large 

quantities of atmospheric pollutants, and this activity has also become known as a sector in atmospheric literature.  Because 



A
cc

ep
te

d 
A

rti
cl

e
 

 

sectors consist of many types of activity, they include both BC-rich sources and sources that emit little BC.  For that reason, we 

present emissions from source categories rather than from sectors. 

6. Aggregated emissions.  We use some additional terms to describe aggregated emission categories.  ‘Energy-related’ emissions 

include power plants, industrial activity, transportation, and residential fuel use.  ‘Open burning’ includes combustion of forests 

and grasslands or savannah, regardless of the cause of the fire.  We also include open burning of waste for disposal, including 

crop residue or urban waste, in the latter category.  The term ‘fossil fuel’ indicates emissions from combustion of all fossil fuels, 

including diesel fuel and coal used in residential and industrial sectors.  The term ‘biofuel’ denotes biomass burned intentionally 

to meet energy needs and includes solid, unprocessed biofuel such as wood and agricultural waste.  

7. Industrial-era versus anthropogenic emissions. A distinction of importance to the IPCC, among others, is the identification of 

‘anthropogenic’ emission sources.  As discussed in Section 1.3.2, we follow IPCC practice and use a time-based definition of 

climate forcing that is more accurately described as ‘industrial-era’ forcing:  the difference between the near-current year 2000 

and the background year 1750.  Industrial-era emissions are required to evaluate climate changes since 1750.  ‘All-source’ 

emissions include the component that occurred both in 1750 and in the present day.  Industrial-era emissions are more uncertain 

than all-source emissions because of the large uncertainties in activity during the background year, especially for open biomass 

burning.  Anthropogenic emissions may not be the same as industrial-era emissions, as some emissions in 1750 may have been 

human-caused.  Nominally, energy-related sources are all anthropogenic, as are sources associated with waste disposal.  

Vegetation fires are the only BC emission source that sometimes occurs without human activity.   

3.3.  Bottom-up inventory procedures 

   [7]   Emissions from energy-related combustion and from open vegetative burning are derived from different types of input data 

and often created by separate communities.  In this section, we summarize information needed to create inventory estimates to 

clarify the sources of uncertainties. 

3.3.1.  Energy-related emissions 

   [8]   Emission estimates for activities related to energy use were first developed to evaluate air quality in urban areas, where both 

high concentrations and high population led to severe exposure to health risks.  Urban regulations have historically targeted total 

particulate matter mass concentrations, not individual chemical species.  For that reason, early source characterization focused on 

mass emissions, and many source measurements did not provide emission rates of individual components such as BC.  

   [9]   Bottom-up inventory estimates from energy use are based on the following simple equation:  

 

   (3.1) 

 

In the equation above, Ai represents activity of a particular type (e.g., fuel consumption or commodity production, conducted in a 

specific way); EFi is an emission factor in grams per activity; and effi is the pollutant removal efficiency by a particular type of 

abatement.  The subscript i represents different types of activity that result in emissions of the same pollutant.  Both emission 

factors and removal efficiency depend on the type of activity and the pollutant.  For global or regional emission inventories, activity 

is almost always given as mass of fuel burned. 

   [10]   BC emission inventories from energy-related emissions are available for all countries.  However, the level of detail used in 

each inventory varies greatly.  Quantification of emissions and the identification of major contributing sources could be 

substantially refined by disaggregating the activity definitions used in Equation 3.1.  For example, activity for a country might be 
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given as total coal consumption in the residential sector, with a single emission factor used for all coal burning installations.  This 

lumping ignores the fact that large boilers might have very different emission factors or better control devices than small coal 

stoves.  

   [11]   Bottom-up inventories can be graded based on the level of refinement used in emission estimation.  Table 3.1 proposes such 

criteria for grading energy-related emissions.  Major uncertainties in current bottom-up inventories include insufficient knowledge 

of activity rates and emission characteristics.  Emission factors are not as well understood for sources largely found in rural areas, 

such as off-road diesel engines.  Furthermore, measurement resources have been concentrated in developed countries, so there are 

still relatively few measurements of key emission sources in developing countries.  Section 3.7 gives further details on uncertainties, 

which vary by emission sector and by region. 

3.3.2.  Open burning emissions 

   [12]   In contrast to energy use, open burning emissions are usually not included in national activity reports.  There are thousands 

of open fires burning globally each day, and most of these are caused by humans, either purposefully or involuntarily.  Open fires 

are ignited for many purposes, and their emissions differ by region and ecosystem type.  In contrast to residential and industrial 

emission sources, which are predominantly located in the northern hemisphere mid latitudes, open fires occur largely in tropical 

regions, with 80% of emissions occurring there.  National regulations about fire use and their enforcement vary among countries.  

Another important distinction between emissions from open fires and emissions from energy use is the very large inter-annual 

variability of the former.  This is caused by variations in the accumulation of wooded or grass fuels, in fuel characteristics such as 

dryness, and in other factors influencing fire spread and fire severity.  An extreme case in point is fires in Indonesia that are strongly 

influenced by the El Niño-Southern Oscillation in combination with the draining of peatlands.  According to Schultz et al. [2008] 

BC emissions from Indonesian fires ranged between 40 and 1400 Gg yr-1 during the 1990s.  Mack et al. [2011] report a single 

tundra fire whose fuel consumption was similar in magnitude to the annual net carbon sink for the entire Arctic tundra biome. 

   [13]   The method for estimating emissions from large open fires is similar to Equation 3.1, but using different input data. 

 

  (3.2) 

 

Here, BAi is the burned area (km2), FLi the available fuel load (kg dry matter per km2), CCi the combustion completeness (fraction) 

and EFi the emission factor (g compound per kg dry matter).  The first three parameters combine to produce activity, or total mass 

burned.  The index i usually stands for one ecosystem type in each inventory grid cell.  As fire activity has a pronounced seasonal 

cycle, BA, FL, and CC must also consider temporal variability of fires, although this is not yet state-of-the-art in global inventories 

for FL and CC.  Similar to estimates of energy-related combustion, emissions for open burning can be accomplished at different 

levels of refinement, as summarized in Table 3.2.  

   [14]   Burned area is either derived from aerial surveillance or retrieved from satellite instruments that measure surface temperature 

and reflectance [Stocks et al., 2002; Kasischke and French, 1995].  Space-borne retrievals of burned area are generally based on the 

changes in surface reflectance as a result of the dark burn scar after a fire, but they occasionally make use of active fire detection as 

well [Giglio et al., 2009].  These retrievals can be confounded by apparent changes caused by the viewing geometry, cloud 

shadows, snow melt or temporary flooding, and other factors [Roy et al., 2002; Simon et al., 2004].  Some studies have also related 

fire radiative power from active burns to the amount of biomass combusted [e.g., Wooster et al., 2005; Kaiser et al. 2009; Kaiser et 

al., 2012] or to the amount of aerosol emitted [e.g., Ichoku and Kaufman, 2005; Sofiev et al., 2009]. 
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   [15]   Fuel loads and combustion completeness are normally extrapolated from smaller-scale field studies.  Grassland fires often 

consume nearly 100% of the above-ground biomass [e.g., Shea et al., 1996; Keene et al., 2006].  In contrast, the combustion 

completeness in forests varies strongly depending on the fuel and burning conditions.  If the fuel is sufficiently dry, the dead plant 

material and plant litter are often consumed almost completely.  Larger branches and stems rarely burn entirely and living tree 

biomass is generally affected only in severe fires.  The actual consumption of biomass in a given fire depends strongly on the 

ecosystem type and the fire size, severity and persistence.  Fires can consume substantial amounts of soil material, which can 

dominate fire emissions, for example in peat areas of Indonesia or Siberia [e.g., Goldammer and Seibert, 1990; Soja et al., 2004].  

   [16]   Emission factors are obtained from laboratory experiments or field measurements in the smoke plumes of actual open burns.  

Different measurement methods for BC in each field study, systematic sampling biases, and the use of ecosystem mean emission 

factors to represent both flaming and smoldering combustion introduce uncertainties in the estimated emissions (see Section 

3.7.2.3). 

3.3.3.  Waste burning emissions 

   [17]  Combustion may be used to dispose of agricultural, household, or industrial waste.  Well-controlled combustion systems, 

such as incinerators, emit little particle mass, and the discussion here focuses on uncontrolled burning.  Activity data are among the 

most difficult to estimate, as they are not of economic interest and, therefore, not quantified by any organization.  Large agricultural 

fires are detected with remote sensing, but the smaller fires are not and may be excluded from open burning emission estimates.  

   [18]   Agricultural waste, such as cereal straws, woody stalks, and sugarcane leaves and tops, are generated during harvest periods.  

Some of this biomass finds use as animal fodder, thatching for rural homes, and fuel for residential cooking and agricultural and 

rural industry.  A fraction of agricultural waste is burned in fields, often to clear them for a new sowing season, or sometimes as part 

of the harvesting process.  The practice of agricultural waste burning has strong regional and crop-specific differences, and has large 

seasonal variations. Emissions from agricultural waste burning are typically calculated by multiplying crop production of a 

particular type, a fraction of residue per product, a fraction burned in the field, a fraction of dry matter, and the combustion 

completeness.  Reported residue-to-product ratios [Koopmans and Koppejan, 1997] are larger for straw and stalks of crops like 

cereals (rice, wheat, millets) and legumes, but smaller for husks and hulls from rice and groundnut.  Reported ranges of dry matter 

fraction are 0.71 to 0.85 and combustion efficiencies range from 0.68 to 0.89 [Streets et al., 2003a].  However, the assumed fraction 

burned in field is subject to large uncertainties and is sometimes computed based on local practice and knowledge of competing 

uses of the agricultural waste [Venkataraman et al., 2006]. 

   [19]   Emissions from garbage burning are estimated using per-capita waste generation rates, along with fraction burned and 

emission factors.  Both waste generation rates and fraction burned are location-specific [e.g., Christian et al., 2010].  Waste 

generation is higher in industrialized countries and urban areas, but the fraction burned is higher in developing countries.  Burning 

of industrial waste is quantified in industrialized countries, but it is highly controlled so that emissions are small.  In contrast, 

informal disposal of industrial waste has not been quantified in developing countries and these emissions are not included in these 

estimates.  

3.4.  Total BC emissions and major source categories 

   [20]   Table 3.3 summarizes the best estimates and their ranges for BC and POA emissions in the year 2000 as derived in this 

assessment from a variety of information sources described in this section.  Figure 3.2 summarizes sources of global BC emissions 

from two global inventories, along with estimates of their uncertainty; it also shows emission ratios for co-emitted, cooling aerosol 

species or precursors.  Figure 3.3 shows the same estimates tabulated by region.  Estimates from SPEW (Speciated Pollutant 

Emissions Wizard [Bond et al., 2004, 2007; Lamarque et al., 2010]) and GAINS (Greenhouse Gas and Air Pollution Interactions 

and Synergies [Kupiainen and Klimont, 2007; Cofala et al., 2007; Amann et al., 2011; UNEP, 2011]) are used as a reference for 
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energy-related emissions throughout this assessment because they have the technological detail required to explore mitigation.  

SPEW estimates contain bottom-up uncertainties and are therefore used as the basis for Figure 3.2.  GAINS estimates have the 

advantage of providing all co-emitted species, including gaseous emissions, and are used in the discussion of source category 

impacts in Section 10.  Section 3.6 discusses differences between these inventories and compares other global and regional emission 

estimates. 

   [21]   Figure 3.2 and Table 3.4 also give bottom-up estimates from open burning.  Both RETRO (Reanalysis of the TROposphere 

over the last 40 years) [Schultz et al., 2008]) and GFED (Global Fire Emissions Database [van der Werf et al., 2006]) incorporate 

remote sensing information on fires to provide seasonal and interannual emission variation, and are frequently used by atmospheric 

models.  Figure 3.4 shows the seasonal and interannual variability of open burning in five regions.  However, because remote 

sensing poorly detects small agricultural fires, we rely on estimated activity data (SPEW and GAINS) for agricultural waste burning 

emissions.  The figure and table also compare SPEW open-burning emissions, which are based on country information about total 

quantities burned.  

   [22]   The left panel of Figure 3.2 presents total BC emissions for each source category, also indicating the regions of emission.  

This panel shows ranges calculated from uncertainties in both activity data and emission factors in SPEW, and a comparison with 

the same sectors in the GAINS database.  Although totals for each category vary, there is general agreement that the three largest 

contributors are open burning, diesel engines, and residential solid fuels.  A small number of industrial sources in developing 

countries also make a significant contribution. 

   [23]   The two right panels of Figure 3.2 show emission ratios between POA and BC, and sulfur dioxide and BC.  Higher ratios 

indicate that more aerosol species are co-emitted that could offset direct warming by BC.  For BC in snow and sea ice, co-emission 

of non-absorbing aerosol (e.g., sulfate) does not affect BC forcing, and co-emission of absorbing aerosol (e.g., some POA) adds to 

the forcing.  Not represented in the figure are gaseous species such as carbon monoxide and O3 precursors, many of which 

contribute to warming (see Section 10).  

   [24]   Table 3.5 provides numeric values for energy-related emission estimates in Figure 3.2, including additional disaggregation.  

For an estimate of energy-related BC emissions in the year 2000, we average the GAINS and SPEW totals without flaring, aircraft 

at cruise altitudes, and international shipping yielding 4430 Gg yr-1.  We then add those three sources for a total of 4770 Gg yr-1.  

Relative uncertainties in BC emissions are taken from the SPEW bottom-up calculations, giving 90% uncertainty bounds of 1220 to 

15000 Gg yr-1.  A similar estimate for POA gives a central estimate of 15900 Gg yr-1 with uncertainty bounds of (8800 to 23800) Gg 

yr-1.   

   [25]   Table 3.4 provides numeric values for biomass-burning emission estimates in Figure 3.2, including additional disaggregation.  

For an estimate of all-source, bottom-up emissions in 2000 from open burning, we average the RETRO and GFED climatological 

values for forests, grasslands and woodlands, yielding approximately 2450 Gg BC yr-1.  We add estimated activity-based data 

(average of SPEW and GAINS) for estimates of agricultural waste burning emissions (310 Gg BC yr-1).  The total is 2760 Gg BC 

yr-1.  A parallel estimate for POA gives 29200 Gg POA yr-1 from forests, grasses, and woodlands, and 1910 Gg POA yr-1 from 

agricultural waste burning.  Bottom-up uncertainty estimates are discussed in Section 3.7. 

   [26]   For energy-related emissions in the background year of 1750, we assume the values of 390 Gg BC yr-1 and 1560 Gg POA yr-1 

given by Dentener et al. [2006].  These emissions are entirely from biofuel use.  Industrial-era emissions are the difference, 4380 

Gg BC yr-1 and 14300 Gg POA yr-1.   We also assume the Dentener et al. [2006] values for background open-burning emissions:  

1230 Gg BC yr-1 and 12800 Gg POA yr-1. Industrial-era emissions are the difference, 1740 Gg BC yr-1 and 18300 Gg POA yr-1.  

With no constraints in the year 1750, the background values are crude assumptions, scaled by population and land-cover.  Other 
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work has estimated BC emissions in the middle to late 1800s [Novakov et al., 2003; Ito and Penner, 2005; Bond et al., 2007; Junker 

and Liousse, 2008], but none has provided estimates for earlier years. 

   [27]   In the following sections, we briefly review contributions from individual source categories.  Section 3.5 discusses some 

reasons for differences between the estimates presented in the figures, as well as other emission estimates.  

3.4.1.  Diesel engines 

   [28]   On-road diesel engines include diesel cars and trucks, while off-road engines include engines used in agriculture, 

construction, and other heavy equipment.  The diesel-engine category in this assessment specifically excludes shipping emissions, 

which are summarized separately.  Diesel engines contributed about 20% of global BC emissions in 2000.  These sources have the 

lowest co-emissions of aerosols or aerosol precursors of all the major BC sources.  In order to enable use of the most advanced 

exhaust controls, sulfur must be removed from the diesel fuel during refining.  Therefore, in regions with fewer controls, primary 

particulate matter emission factors are higher, but SO2 emissions are also higher. 

3.4.2.  Industrial coal 

   [29]   Industrial coal combustion is estimated to provide about 9% of global emissions, mainly in small boilers, process heat for 

brick and lime kilns, and coke production for the steel industry.  Although coal combustors can be designed to produce little BC, 

coal can also be highly polluting when burned in simple combustors, which are still present in small industries, particularly in 

developing countries.  Co-emitted SO2 is estimated from coal sulfur content and exhaust control.  The SO2/BC ratio for industrial 

coal is much higher than for the other emission categories, where the fuel has little sulfur or more efficient flue-gas controls are in 

place.  Emissions from coal-fired power plants, which emit much less BC because of their better combustion efficiency, are not 

included here.  

3.4.3.  Residential solid fuels 

   [30]   Wood, agricultural waste, dung and coal are used for cooking or heating in homes, providing another 25% of BC emissions.  

Most of the emissions occur in single-family devices, which are often of simple design.  When infrastructure and income do not 

allow access to low-emission residential energy sources such as electricity and natural gas, solid fuels are used extensively for 

cooking.  Otherwise, they are used more often for heating.  Coal and, less frequently, wood are also used for heating in multi-family 

building boilers.  The designation ‘cooking’ in Figure 3.2 refers to regions where wood is primarily used for cooking, even if some 

heating occurs.  Similarly, ‘heating’ includes all uses in regions where heating is dominant.  This sector also includes emissions 

from both production and consumption of charcoal.  The poor combustion and mixing in these simple devices results in relatively 

high POA:BC ratios, but SO2 emissions are low except for coal.  

3.4.4.  Open burning  

   [31]   Open burning of biomass in the location where it is grown is a very large contributor to global BC emissions, with bottom-up 

estimates predicting that it contributes about 40% of the total.  Table 3.4 compares estimates of open-burning BC emissions for the 

periods 1997 to 2006 (GFED 3.1) and 1996-2000 (RETRO) with the climatological values from SPEW.  Current global emissions 

estimated from open burning range between 2000 and 11000 Gg yr-1 for BC, and between 18000 and 77000 Gg yr-1 for OC in 

average years, as summarized by Schultz et al. [2008] and confirmed by subsequent work [Lamarque et al., 2010; van der Werf et 

al., 2010].  Most studies fall into the range of 2000 to 6000 Gg yr-1 for BC and 20000 to 27000 Gg yr-1 for OC.  The highest BC and 

OC emission estimates by Chin et al. [2002] resulted from the use of larger emission factors.  A smaller contribution originates 

from open burning in agricultural fields, which is often done to clear residues after harvest.  This source contributes about 300 Gg 

yr-1 BC and 1500 Gg yr-1 OC.  In regions like south Asia, this source can contribute about 20% of carbonaceous aerosol emissions 

[Venkataraman et al., 2006]. 



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [32]   The average of 2760 Gg BC yr-1 in Table 3.4 (including emissions from agricultural waste burning) agrees well with the 

mean value of global BC estimates from the review of Schultz et al. [2008] after they adjusted the literature estimates to standard 

emission factors.  However, modeling studies that constrain emissions using satellite observations indicate substantially larger 

biomass burning emissions of particulate matter.  Section 4.5.1 discusses these studies further. 

   [33]   Because fuel-air mixing is completely unmanaged in open burning, large quantities of organic matter can escape and average 

POA:BC ratios are highest of all sectors.  This ratio can vary greatly depending on the burning conditions; Andreae and Merlet 

[2001] give an interquartile range of 4 to 14.  If the burning is natural or accidental, vegetation may burn while it is still rooted and 

standing, thus allowing for some greater ventilation and oxygen supply.  Deliberate burning may involve land clearing before 

collecting, piling and burning the material, which tends to favor oxygen-poor conditions. 

3.4.5.  Other emission sources  

   [34]   BC emissions from the four major source types above are about 90% of the global total.  Significant contributors of the 

remainder of BC emissions are listed in Table 3.5.  Two of the largest groups are industrial and residential emissions that are not 

included in one of the preceding categories.  In industry, biofuels are responsible for the higher BC emissions estimated by SPEW.  

Like coal-burning sources, these small sources are challenging to characterize.  About half of the miscellaneous residential 

emissions come from middle distillate oil, and stationary diesel engines used for distributed power generation are estimated to 

produce about 85% of that.  Charcoal, kerosene and liquefied petroleum gas make up the remainder of residential emissions. 

   [35]   Although aviation emits BC at altitudes that otherwise have low aerosol concentrations, its contribution to BC mass is quite 

small.  Likewise, shipping emits aerosol into regions that otherwise have low concentrations, but it ranks with minor sources of BC.  

These statements are supported by more refined emission estimates than those in Table 3.5.  Lee et al. [2010] estimated ‘soot’ from 

aviation as 6 Gg yr-1 for 2004.  Eyring et al. [2010] summarized shipping emission studies, giving a best estimate of 130 Gg yr-1 and 

a range of 5 to 280 Gg yr-1. 

   [36]   Other BC-rich sources include gasoline engines and flaring in the oil and gas industry.  Gasoline engines have much lower 

particulate matter emission rates than diesel engines, so total emissions from gasoline are less than 10% of diesel BC emissions, 

although gasoline vehicles are more numerous.  Flaring in the oil and gas industry is a poorly understood source both in terms of 

activity and emissions.  Considering data from Elvidge et al. [2009], Johnson et al. [2011a] and Johnson and Coderre [2011], 

GAINS estimated BC emissions at nearly 4% of the anthropogenic global total with the majority originating in Russia, Nigeria and 

the Middle East. 

   [37]   All BC-rich sources together constitute 99% of the global inventory.  Low-BC sources include coal power plants for 

generating electricity.  These are not considered a large source of BC because the high temperatures and well-managed combustion 

promote burnout of any BC that is formed.  However, BC emission rates from power generation in developing countries are not 

well known (see Section 3.6.1). 

3.5.  Regional emissions  

   [38]   The level of refinement in current inventories, limited by the availability of data, varies greatly among world regions (Table 

3.6).  Figure 3.3 presents emission estimates tabulated by region, rather than by source category.  Substantial BC emissions occur in 

all regions, with the largest contributions in regions where open burning is high (Africa and Latin America).  Dominant sources of 

BC emissions from energy-related combustion change with development from residential coal and biomass fuels (60-80%) in Asia 

and Africa, to on-road and non-road diesel transport (about 70%) in Europe, North and Latin America.  Industrial uses of coal are 

also important in East Asia.  



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [39]   The largest open burning emissions occur in Africa, Latin America and Southeast Asia. Tropical savanna and forest burning 

contribute about 45% and 40% of global open fire emissions, respectively.  Globally, burned area and fire emissions are mostly 

decoupled because most of the burned area occurs within savanna ecosystems with relatively low fuel loads and emissions per unit 

area, while forest lands have less burned area but higher and more variable fuel loads.  As a consequence, interannual variability is 

higher in equatorial Asia than in Africa.  Open burning at northern mid- to high-latitudes does not constitute a large fraction of 

global, annual BC emissions, but the timing and location of Eurasian open burning emissions in particular (i.e., high-latitude spring 

in Figure 3.4) mean they have especially large contributions to BC cryosphere climate forcing, which has very high efficacy 

(Section 7).  Figure 3.5 shows the distribution of the major source types by latitude.  The Northern Hemisphere contains about 70% 

of the emissions (i.e., 85% of energy-related emissions and 45% of open-burning emissions). 

3.6.  Comparison among energy-related emission estimates  

   [40]   Thus far, emission estimates from GAINS and SPEW have provided a perspective on the major sources of global BC 

emissions.  Other estimates of global and regional emissions are summarized in Table 3.7.  These differ substantially, by up to 

factors of three for specific regions.  We begin by reviewing global emission estimates.  Differences in the totals can usually be 

ascribed to choices of emission factors or other characteristics within the major source categories, which we discuss individually.  

We then use this background to discuss differences among Asian emission estimates.  

   [41]   Penner et al. [1993] developed one of the first global BC emission estimates based on applying constant global emission 

factors to broad sectors. Cooke and Wilson [1996] were the first to apply emission factors that depend on development level.  An 

updated version of that inventory [Cooke et al. [1999], abbreviated as Cooke99 for the following discussion] is commonly used in 

atmospheric modeling.  Liousse et al. [1996] developed an early estimate of biofuel-burning emissions based on consumption 

estimates from the Food and Agriculture Organization.  Bond et al. [2004] discussed the main sources of differences between 

SPEW and Cooke99.  As discussed below, the largest differences are for power generation and diesel engines.  A composite of 

national inventories reflecting growth between 2000 and 2006 was developed for the field campaign Arctic Research of the 

Composition of the Troposphere from Aircraft and Satellites (ARCTAS).  The global estimate totaled 5200 Gg yr-1 

[www.cgrer.uiowa.edu/arctas/emission.html]. 

3.6.1.  Differences in power generation emissions 

   [42]   GAINS and SPEW agree on the magnitude of BC from power generation.  However, Cooke99 has much higher emissions 

from coal-fired power plants (an increase of 1600 Gg yr-1 BC and 2400 Gg yr-1 OC above both GAINS and SPEW).  This difference 

resulted from assumptions of very high BC fractions in Cooke99 while the other estimates relied on existing measurements.  New 

measurements [Zhang et al., 2008a] and subsequent harmonization of emission factors [Lamarque et al., 2010] support the use of 

lower emission factors and values nearer the SPEW and GAINS emissions for this sector.  However, there remains a persistent but 

informal perception [e.g., Gufran Beig, personal communication] that BC fractions of particulate matter in developing countries, 

especially in power plants and industrial installations, could be higher than represented by existing measurements.  Even if older, 

poorly operating power plants have high BC emission factors, there is no evidence that newly installed, modern power plants do.  

Thus, rapid growth in electricity generation is unlikely to cause sharp increases in BC emissions.  

3.6.2.  Differences in industrial coal emissions 

   [43]   SPEW estimates of industrial coal emissions are about double those of GAINS.  This difference is almost entirely due to 

assumptions in emission factors and BC fractions for the two major emitting categories, brick kilns and coke ovens.  A few 

particulate matter (PM) measurements were available for brick kilns, but no measurements of total PM from uncaptured coking 
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were available at the time of inventory development.  Composition measurements for both sources were estimated based on expert 

judgment, as no composition measurements were available for either source.  

3.6.3.  Differences in diesel engine emissions 

   [44]   GAINS and SPEW have similar emissions for year 2000 from on-road and off-road diesel engines, with SPEW being 

somewhat higher due to different assumptions about emission factors and the fraction of high-emitting vehicles.  In previous 

versions of SPEW [e.g., Bond et al., 2007], diesel emissions were higher than those given here due to different assumptions about 

the implementation of standards.  The Cooke99 inventory had much higher emissions from diesel engines, resulting from very large 

assumed emission factors in developing countries that were not based on measurements.  Measurements have confirmed higher 

emission factors in locations with delayed emission standards [Subramanian et al., 2009; Assamoi and Liousse, 2010], although no 

measurements are as high as the assumptions in the Cooke99 inventory.  However, an evaluation of trends in California 

[Kirchstetter et al., 2008] indicates that emissions prior to regulation could have been higher by a factor of 10, greater than either 

the emission factors used in SPEW and GAINS, or in any reported measurements. 

3.6.4.  Differences in residential solid fuel sector 

   [45]   Small-scale residential combustors constitute the largest difference between SPEW and GAINS.  Estimates from SPEW are 

lower by 30% for biofuel used in cooking and all uses of coal, and higher by 35% for biofuel used in heating.  The discrepancies in 

heating biofuel and coal emissions are largely due to activity data.  For cooking stoves, activity in SPEW is lower by about 15%, 

and emission factor choices cause the remainder of the difference.  GAINS uses the highest emission factor from fireplace 

measurements for cooking stoves (about 1.1 g BC [kg fuel]-1), while SPEW uses an average of cooking stove measurements (about 

0.8 g BC [kg fuel]-1).  Both are consistent with observed emission factors. 

3.6.5.  Asian emission inventories 

   [46]   Detailed emission inventories have been developed for the Asian region and for individual countries within Asia.  Here, we 

compare these inventories and identify some reasons for differences.  Similar studies are not available in other world regions. 

   [47]   Three emission inventories have been developed for Asia alone. Streets et al. [2003b] provided inventories to support 

modeling during the TRACE-P field campaign [Jacob et al., 2003].  Emission factors in that inventory were an earlier version of 

those in SPEW [Bond et al., 2004].  Two primary differences were the addition of small industries (brick kilns and coking) in 

SPEW, and adjustment of emission factors for residential fuel, where BC emission factors were reduced slightly and those for 

organic matter were greatly reduced.  In addition, the TRACE-P inventory relies on some projected energy use because it was 

developed before year 2000 data became available. Ohara et al. [2007] developed an Asian emission inventory and also provided 

time trends for 1980-2003.  They used a single emission factor for each sector drawn from Streets et al. [2003b], except for 

transportation where they developed a representation based on differing vehicle types.  Klimont et al. [2009] drew on additional 

national data collected during the GAINS-Asia project to estimate emissions of BC and OC for the period 1990-2005 and 

projections to 2030.  They developed technology specific factors, although they did not distinguish among some uses (e.g., cooking 

versus heating), with the result that estimates were about 25% higher estimates than those of Streets et al. [2003b], Ohara et al. 

[2007], SPEW, and the current GAINS global model. 

   [48]   For India, central values of BC emissions differ by a factor of about three. The lowest central value [Reddy and 

Venkataraman, 2002a,b; Venkataraman et al., 2005] is from a difference (compared to SPEW) in the residential sector, where the 

India-only mean emission factor is about 16% lower than the global mean used by Bond et al. [2004].  Estimates by Sahu et al. 

[2008] are a factor of three larger, resulting from the use of the high power-plant and diesel emission factors from Cooke et al. 

[1999].  Parashar et al. [2005] estimated emissions a factor of two larger than those of Reddy and Venkataraman, largely caused by 
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their new measurements of very high emission factors for biofuel (especially dung).  Estimates from Ohara et al. [2007] and Streets 

et al. [2003b] are based on the same emission factors, so the large difference between them is surprising.  Most of the 200-Gg yr-1 

difference is attributable to biofuels in the residential sector (616 vs 420 Gg yr-1, respectively).  Activity data are frequently given in 

terms of total fuel calorific content rather than mass, and in these units the Ohara and Streets inventories are only 16% different.  

The difference, therefore, must be caused by differing assumptions in the conversion between fuel calorific content and mass.  

Klimont et al. [2009] used higher emission factors for cooking and national energy use statistics and estimated nearly 30% higher 

BC than current global GAINS implementation or SPEW, while OC was well within the range of GAINS and SPEW.  Lu et al. 

[2011] obtained similar estimates to Klimont et al. [2009] and also estimated that BC emissions rose 35% between 2000 and 2010.  

The Lu et al. [2011] trends in Asian aerosol emissions compare favorably with remote-sensing data. 

   [49]   For China, regional inventories are in broad agreement with global inventories on magnitudes and sources of BC emissions.  

Cao et al. [2006] developed an emission inventory based on Chinese data and some new emission factors.  SPEW and the inventory 

of Cao et al. [2006] are quite similar.  The Streets et al. [2003b] inventory lacks treatment of small industry.  Zhang et al. [2009a] 

included small industry, particularly brick and cement kilns, following the approach of Streets et al. [2006], and estimated 

significantly higher total BC emissions from China.  Lu et al. [2011] estimated generally higher growth in BC emissions between 

2000 and 2010 (+46%) than previous studies.  Organic matter emissions in Cao et al. [2006] are higher than those of the other 

studies due to the use of different emission factors.  Klimont et al. [2009] estimates for BC are higher by about 15% than Streets et 

al. [2003b] and global inventories but lower than Zhang et al. [2009a].  While comparing total emissions for China yields in general 

fairly good agreement across the studies, there are significant sectoral shifts resulting primarily from uncertainties in coal versus 

briquette use in the residential sector and assumptions for the brick-making sector.  For example, Zhang et al. [2009a] and GAINS 

use comparable assumptions for coal while Klimont et al. [2009] assumes more briquettes, leading to lower emissions from this 

sector in Klimont et al.  On the other hand, for brick making both Zhang et al. and Klimont et al. rely on Bond et al. [2004] emission 

factors and estimate higher emissions than GAINS, which considers anecdotal evidence about the transition in this industry that 

leads to significantly lower emission factors. 

3.7.  Major sources of uncertainty in emissions 

3.7.1.  Energy-related combustion 

   [50]   As discussed in Section 3.6, large differences between emission estimates are attributable to a few choices regarding 

emission factors made by inventory developers.  Some of the diversity is not supported by measurements at emission sources, while 

other disagreements reflect true uncertainty in knowledge.  A bottom-up estimate of uncertainty is about a factor of two using either 

a simple uncertainty combination for global emissions [Bond et al., 2004] or a Monte Carlo approach for individual countries [Lu et 

al., 2011].  

3.7.1.1.  Activity data 

   [51]   For fossil-fuel combustion, activity estimates for many inventories in Table 3.7 have the same source (International Energy 

Agency (IEA), or United Nations fuel-consumption data), although many inventory developers adjust these data when 

inconsistencies are found or when finer allocation of activities is required (e.g., road and off-road vehicles or vehicle type).  For 

several larger countries, regional statistics are also available and using them allows for better spatial resolution; however, national 

and international statistics are not always consistent.  Finally, some models chose to use data sets specifically developed for 

particular projects.  For example, GAINS often uses national fuel-consumption estimates for most of the European countries, China, 

India and Pakistan.  These may differ from IEA statistics, especially with regard to sectoral allocation.  Total fuel consumption can 

be affected by the use of regional information on the calorific value of fuels. 
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   [52]   Consumption of residential solid fuels, especially biofuel, is not well constrained.  Biofuel consumption data are frequently 

drawn from disparate sources.  For example, GAINS relies on IEA and national data, while SPEW uses the tabulation of Fernandes 

et al. [2007].  Fuel production and sales are not centralized in this sector, and many fuels are collected by the consumers or by small 

sellers.  Activity data are therefore much more uncertain than for liquid or gaseous fuels or consumption in large installations.  

Estimates of fuel consumption are often based on per-capita consumption estimates multiplied by the number of people using solid 

fuels.  Comparison of the residential biofuel consumption for the past years in India and China (Streets and Aunan [2005], 

Venkataraman et al. [2005], Ohara et al., [2007], and GAINS) shows significant differences, typically ranging within about ±25%. 

3.7.1.2.  Emission factors  

   [53]   Emission rates of both BC and organic carbon depend on the combustion process, including fuel composition, flame 

temperature, mixing between fuel and air during combustion and post-combustion treatment of the exhaust.  Carbonaceous aerosols 

can be destroyed if the exhaust is kept hot and well mixed with air.  Large, properly operating combustors, such as power plants and 

some modern installations using biofuel, tend to achieve this burnout, resulting in little emitted BC.  Mixing between fuel and air 

before combustion also limits BC formation, so that gasoline engines emit much less BC than do diesel engines.  Finally, BC may 

be removed through end-of-pipe controls that capture fine particles, as it is in particulate filters after diesel engines. 

   [54]   The strong dependence of BC emissions on combustion processes means that the disaggregation of activity to represent 

combustion quality explicitly is an important component of inventories.  The dependence also demands the development of 

emission factors under realistic operating conditions.  Because most sources have several operating modes, it is important to obtain 

emission factors by measuring during a realistic sequence.  This sequence of conditions may be called ‘driving cycles’ for vehicles, 

or ‘burn cycles’ for stoves, small boilers, or open combustion.  Although design of existing cycles seeks to represent real-world 

operation, unrealistic choices of operating conditions may yield emission factors that are poorly representative.  For example, very 

cold conditions or startup phases, which promote poor efficiency and high emissions, may be omitted from vehicle and stove 

emission testing, or tests may not include the poorest quality fuels.  

   [55]   Uncertainties are particularly acute outside the United States and Europe.  A few measurements are becoming available, but 

the limited number of studies has not dispelled concern that the highest emitters have been missed or significantly underrepresented.  

1. Diesel engines.  There is a good understanding of on-road emissions from normal vehicles in developed countries, although 

questions exist about how in-use vehicle emissions compare with those from tests in laboratories because of differences in driving 

conditions.  Both averages and ranges of vehicle emissions in developing countries are not well quantified.  Compared with on-

road engines, there are many fewer measurements of off-road equipment, including engines used for agriculture and construction.  

A large uncertainty in determining total emissions is the contribution of poorly functioning vehicles with very high emissions, or 

‘super-emitters.’  The fraction of such vehicles and their emission factors are not well known, and these assumptions result in 

major discrepancies between inventories, because a single super-emitter can produce many times more BC than a properly 

operating engine with an emission control system.  Super-emitters are likely to be more widespread in developing countries, but 

data on the fraction of vehicles with such high emissions are extremely limited.  

2. Industrial solid fuels.  Emission estimates from the industrial sector are dominated by small, simple kilns in traditional 

production processes and old boilers.  Activity data and emission factors for these sources are particularly difficult to obtain.  

Magnitudes and composition of emissions are the most uncertain of any of the major source categories due to lack of 

measurements.  

3. Residential solid fuels.  Although the residential sector is highly heterogeneous with regard to the types of fuels and devices 

used, a relatively small number of emission measurements have been made and many of these are from laboratory rather than in-

use measurements.  Limited data on emission magnitudes and composition are available to characterize this sector.   
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3.7.1.3.  Summary of uncertainties in energy-related emissions 

   [56]   Major contributors to uncertainty in BC and OC emissions from energy use are: (1) measured particle emission factors 

obtained under laboratory conditions (i.e., rather than in-use or in-field) for residential combustion, traditional industry, and vehicles 

with high emissions due to malfunction; (2) speciation of PM from high-emitting technologies into BC and OC; (3) quantification 

of individual emitters in sectors that contain even a small fraction of highly polluting devices; and (4) amounts of fuel burned in 

sectors where fuel and output are not formally monitored and tabulated.  While most of the estimates tabulated here are given for 

the year 2000, rapid economic growth in countries with large BC emissions may have caused energy-related BC emissions to 

increase                   dramatically over the last decade.  The year used for the inventory estimate is important when comparing 

atmospheric models with observations. 

   [57]   In addition to the factors that affect total emission quantities, the location of emission may be poorly known for sources such 

as small industry and passenger or freight vehicles.  These inaccuracies affect comparisons between measured and modeled 

concentrations.  

3.7.2.  Open biomass burning 

3.7.2.1.  Burned area  

   [58]   Considerable uncertainties remain in the quantification of burned area.  Current satellite retrievals cannot detect burn scars 

much smaller than one square kilometer, and the size of the burned area is sometimes wrongly determined.  Active fires can be 

detected when they are larger than about 0.1 ha, but many fires cannot be observed during their flaming stage because of incomplete 

coverage of satellite orbits or clouds obscuring the scene.  Given the current resolution of satellite instruments that are used for 

burned area retrievals (typically 0.25 to 1 km2 at the sub-satellite point and 5 to 10 times larger at swath edges), only burn scars with 

a size of at least 12 to 40 ha can be detected from space.  Field data and satellite retrievals of fire radiative power [Wooster et al., 

2005] show that the majority of fires are smaller, particularly in tropical regions [cf. Schultz and Wooster, 2008].  Uncertainties 

arising from the limited spatial resolution of current instruments could be as large as -30% to +40%, but in reality they are smaller 

due to compensating errors.  Validation of individual fire scenes from the MODIS burned-area data set with high-resolution Landsat 

data indicates that burned areas are probably underestimated by about 10% on average [M. Wooster, personal communication, 

2009]. 

3.7.2.2.  Fuel load and combustion completeness 

   [59]   Field studies, such as those in the savanna regions of South Africa [Shea et al., 1996] or in boreal North America 

(summarized by McKenzie et al. [2007]), reveal that fuel loads can easily vary by a factor of three to twenty within a region of 

limited ecosystem diversity.  This uncertainty is consistent with estimates of fuel load derived from analysis of satellite data [Ito and 

Penner, 2004].  Combustion completeness strongly depends on the weather conditions because bulk fuel, which constitutes a large 

fraction of fuel mass in wooded ecosystems, burns only when the fuel is sufficiently dry and when it is windy.  Uncertainties in 

vegetation modeling for calculation of available fuel load and combustion completeness are highest in deforestation regions and in 

regions where peat fires occur [van der Werf et al., 2006] (e.g., Southeast Asia) where problems in modeling the combustion of 

organic soil layers containing peat leads to an uncertainty of about a factor of five.  In some regions, like southern hemisphere 

Africa, models incorrectly predict seasonality, with peak emissions in bottom-up estimates occurring about 1–2 months earlier than 

the peak in satellite-detected AOD [van der Werf, 2006].  This is attributed to an increase in emissions as the fire season progresses, 

caused by a shift from grassland fires early in the dry season to woodland fires later in the dry season, associated with different fuel 

moistures and burning behaviors.  Ecosystem modeling frameworks are moving toward capturing such temporal variations.  

Assuming that errors in fuel load estimates are uncorrelated across different regions, the global uncertainty in fuel load densities 
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would be substantially lower than the variance encountered in individual field studies, but greater than the 50% model diversity 

reported by Knorr et al. [2012].  Our conservative estimate of the global uncertainty caused by fuel load densities and combustion 

completeness is a factor of two. 

3.7.2.3.  Emission factors  

   [60]   As shown in Section 4.5, current models of the atmosphere underestimate absorption aerosol optical depth (AAOD) in Africa 

and Latin America, which are major biomass burning regions [Koch et al., 2009a].  Some of the extra absorption in Africa could be 

caused by dust, but an explanation is needed for the underestimate in Latin America.  The underestimate could be caused by low 

biases in burned area or fuel loads (see above), but inverse models [Arellano et al., 2004; Arellano et al., 2006; Stavrakou and 

Müller, 2006] indicate little bias in carbon monoxide (CO) emissions from biomass burning in these regions.  The remaining 

suspects are fire emission factors, the relationship between emitted mass of BC and optical absorption in fire plumes, or incorrectly 

modeled aerosol lifetimes.  

   [61]   Although biomass burning is a large component of global BC emissions, particulate and BC emission factors for this source 

are poorly constrained.  As discussed in Section 2, measurements of BC depend on the analysis method.  These method-dependent 

biases are more critical for biomass-burning emissions than for other sources, because these emissions pyrolyze and also contain 

materials that catalyze BC emission.  The comprehensive literature review of Andreae and Merlet [2001] has become widely used, 

in particular for the compilation of global inventories [e.g., van der Werf et al., 2006; Schultz et al., 2008].  However, this review 

included only values based on thermal oxidation techniques and excluded optical absorption measurements.  Even the highest BC 

emission factor in Andreae and Merlet [2001] is lower than values inferred from absorption measurements, which have been used in 

other studies [Patterson and McMahon, 1984; Liousse et al, 1996; Chin et al., 2002; Liley et al., 2003].    In part due to higher 

emission factors, Liousse et al. [2010] estimated African biomass burning emissions that were about 2.5 higher than GFED.  

Martins et al. [1998a] showed that thermal oxidation measurements underestimated BC mass, leading to unrealistically high 

MACBC values.  Therefore, it is possible that the use of imperfect thermal methods yields BC emission factors that are too low.  

   [62]   Comparisons between chemical and optical measurements would increase confidence in biomass-burning emission factors 

for BC.  A review by Watson et al. [2005] showed differences of up to a factor of seven between different BC field measurements 

and discusses the various uncertainties related to both thermal and optical measurements.  In contrast to Martins et al. [1998a], 

thermal measurements did not always yield lower BC mass estimates than absorption measurements.  

   [63]   Representativeness of measured emission factors is another concern. Open fires have a high inherent variability.  Some 

emission factors and characteristics are inferred from small, better-controlled fires in laboratory settings.  The combustion intensity 

and the burning and airflow characteristics of these small fires may differ from those of fires in the real world [Reid et al., 2005].  

Oxygen-rich flaming combustion is generally associated with more BC and more heat release, while lower-temperature smoldering 

fires have higher overall particulate matter emission factors and CO emissions than flaming fires [Lobert et al., 1991; Ward et al., 

1992; Yokelson et al., 1997].  If a sample is dominated by emissions from one of these phases, then ratios of BC to total PM, or BC 

to CO, do not represent the overall emission profile. 

   [64]   The relationship between emitted mass of BC and absorption of the fire plume can be biased because of aging processes.  As 

smoke ages, organic material condenses, but no further BC is created.  BC/PM ratios in aged plumes are lower than those in fresh 

plumes, and single-scattering albedos are higher (more scattering relative to absorption).  Emission ratios are generally determined 

in fresh smoke plumes while models are evaluated with data from long-term regional averages, which are mostly of aged aerosol.  If 

the relatively low BC ratios are then applied to fresh plumes, either BC emissions or absorption by BC could be underestimated.  

   [65]   Data are presently insufficient to support firm conclusions about what updates should be made to BC emission rates from 

open burning of vegetation.  However, thermal measurements may under predict absorption, and using regional-average optical 
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properties as constraints could also under predict absorption at the time of emission.  This body of evidence suggests that current 

emission factors from biomass burning might be biased low.  Based on the data from Andreae and Merlet [2001] we estimate the 

lower uncertainty of BC emission factors to be a factor of 0.6 multiplied by the central value.  Our estimate for the upper bound is a 

factor of 4. 

3.7.2.4.  Summary of uncertainties in open burning emissions 

   [66]   The dominant uncertainty term for open burning emissions is the emission factor (error range: factor of 0.6 to 4).  Fuel load 

and combustion completeness are uncertain by about a factor of two, while burned area is probably known within 10% on the global 

scale, although regional differences can be larger (cf., Supplementary online material of Schultz et al. [2008]).  Neglecting the 

independent error estimates from agricultural waste burning and assuming that errors are independent, error propagation yields an 

uncertainty range of a factor of 0.29 to 5.  Based on the emission estimates in Section 3.4, bottom-up uncertainty ranges are 740 to 

12800 Gg yr-1 for BC, and 8400 to 144000 Gg yr-1 for POA.  These ranges are quite asymmetric. 

3.8  Trends in BC emissions  

   [67]   Novakov et al. [2003], Ito and Penner [2005], Bond et al. [2007], and Junker and Liousse [2008] all estimate large changes 

in BC emissions during the industrial era.  All of these studies demonstrate that BC emissions are related to, but not directly 

proportional to fuel consumption.  Typically, emission rates become greater as population and economic activity increase, and then 

decrease as cleaner technology is deployed.  The resulting trend is an emission increase followed by a decrease, and is broadly 

consistent with measurement records downwind of industrializing countries [McConnell et al., 2007].  

   [68]   This discussion has focused primarily on the situation in the year 2000, but historical trends suggest how emissions may have 

changed since the year 2000 and how they will continue to change (see also Section 12.5).  In regions where emission factors 

decrease faster than fuel consumption is growing, BC emissions and concentrations decline.  Murphy et al. [2011] observed a 25% 

decrease across the United States between 1990 and 2004, and Bahadur et al. [2011] found a 50% decrease over a similar period in 

California, a state with more stringent standards.  Ice-core measurements in Europe [Legrand et al., 2007] also indicate a decrease 

in BC deposition since the 1970s.  In contrast, when growth is rapid and clean technology has not yet been implemented, BC 

emissions and concentrations rise.  Lei et al. [2011] suggests a 30% increase in Chinese BC emissions between 2000 and 2005.  Lu 

et al. [2011] conclude that Asian BC emissions increased strongly since 2000, with emissions from the largest contributors, China 

and India, growing by about 40%.  Increasing BC deposition is recorded in Himalayan ice cores [Ming et al., 2008], although more 

measurements are needed given the high spatial variability in deposition in this region. 

   [69]   Besides increases in fuel use and decreases in emission factors, other trends in fuel use affect net emissions.  Cleaner fuels 

are chosen because of environmental regulations.  Households switch to more convenient fuels as income rises, and those fuels tend 

to be cleaner.  Fuels may be adopted for different uses (e.g., energy production from agricultural waste). 

   [70]   Historical records of charcoal deposits and anecdotal evidence suggest a decline of global emissions from open burning 

between the end of the 19th century and present-day, with strong regional differences [Moulliot and Field, 2005; Power et al., 2008; 

Marlon et al., 2008].  These changes have been attributed to the expansion of intensive grazing, agriculture and fire management 

[Marlon et al., 2008].  Fire records from North America suggest that fire severity, and hence carbon loss, increased during the last 

three decades [Turetsky et al., 2010].  This is consistent with climate model simulations indicating that fire activity will increase in 

the future because of increased temperatures and reduced rainfall [Pechony and Shindell, 2010; Liu et al., 2010].  However, there 

have not yet been estimates of BC emissions from future increases in open burning. 

3.9.  Receptor modeling to evaluate source contributions 
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   [71]   Most BC is emitted from sources that are either small and numerous, or large but episodic, so monitoring data for individual 

sources is not available to validate emission inventories.  The quality of emission inventories and the contributions of dominant 

sources can be determined only by inferences drawn from atmospheric measurements.  The use of measured atmospheric chemical 

composition to deduce the influence of emission source types is generally known as receptor modeling.  Another type of study that 

uses the magnitude and spatial distribution of atmospheric constituents to infer emission source strengths is called inverse modeling.  

The latter type of study requires atmospheric measurement networks, which are discussed in Section 4.4.  A discussion of inverse 

modeling results is given in Section 4.5.  In this section, we summarize information from receptor studies that have used chemical 

composition to identify particular source categories.   

   [72]   Receptor methods based on the chemical composition of particles include examining the ratios of target chemical 

compounds, such as isotope ratios measured in time-averaged aerosol samples [Gustafsson et al., 2009] or in single particles 

[Guazzotti et al., 2003].  Other approaches use an expanded suite of chemical species to elucidate additional sources, including 

elemental and ionic composition and organic and elemental carbon [Watson et al., 1994] and additional organic molecular markers 

[Schauer et al., 1996; Zheng et al., 2002].  A limitation common to all receptor models is the inability to distinguish sources whose 

emissions have a very similar chemical composition.  

   [73]   Among receptor models, the chemical mass balance model [Friedlander, 1973; Watson et al., 1984; Chow and Watson, 

2002, Watson et al., 2002] and positive matrix factorization [Paatero, 1997; Hopke et al., 2010] have seen wide application in air 

quality assessment.  Receptor modeling may also exploit ensembles of atmospheric trajectories [Ashbaugh et al., 1985].  The 

outcome is the identification of the pollution source types and estimates of the contribution of each source type to the observed 

concentrations.  Elemental carbon (as measured by thermal techniques) is often used as a tracer of certain emission sources.  As 

discussed in Section 2, this measurement may not be equivalent to light-absorbing carbon.  However, it is referred to as BC in this 

section for congruency with other sections.  

3.9.1.  Receptor modeling in urban areas 

   [74]   Table 3.8 summarizes source apportionment studies conducted to determine the sources of particulate matter pollution, 

usually in urban areas.  The most detailed information exists in the United States, based on measurements from the U.S. 

Environmental Protection Agency’s network of speciation samplers.  Source contributions shown are specific to BC, in decreasing 

order of influence.  For United States urban areas, it is possible to separate approximately six to ten major sources of BC, including 

diesel, gasoline, biomass, residual oil and local traffic.  Several other sources also contribute to BC concentrations, depending on the 

location: steel mills, railroad emissions, and metal processing facilities.  

   [75]   For Europe and other world regions, no separate apportionment of BC has been done.  Instead, reviews [e.g., Viana et al., 

2008; Johnson et al., 2011] were used to identify the largest contributors to the mass of particles smaller than 2.5 µm diameter 

(PM2.5).  Major sources of BC are also major sources of PM2.5, but the converse is not always true; major sources of PM2.5 may 

produce little BC if their emissions are primarily inorganic.  Sources that are BC and OC emitters are shown in the table.  

Resuspended dust, secondary pollutants like sulfate and nitrate, or sea salt could also be contributors to PM2.5 at some locations, but 

are not included in Table 3.8.   

   [76]   Globally, BC from gasoline combustion is only about 10% that from diesel (Table 3.5), but in the urban atmosphere this 

source may constitute a significant fraction of particulate emissions.  There are considerable problems in separating emissions from 

diesel and gasoline vehicles.  For example, Shah et al. [2004] showed that slow-moving and stop-and-go diesel vehicles emit 

organic and elemental carbon in patterns that are very similar to those of gasoline powered vehicles.  Thus, their mass contributions 

of diesel engines might be mis-allocated to gasoline engines.  In a growing number of urban centers, especially in the developing 

countries like India and Bangladesh, Guttikunda and Jawahar [2012] showed that a significant fraction of BC emissions also 
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originate from the brick kilns surrounding the city administrative boundaries, which consume a mix of coal, agricultural waste, and 

bunker fuel (in coastal cities). 

   [77]   For European urban areas, the main sources of BC are vehicles, oil or solid-fuel combustion, and industrial and shipping 

emissions.  Emissions from burning of biomass or biofuel were originally reported to be significant only in Denmark and Spain.  

Later, this source was shown to contribute relatively large fractions in rural and even urban areas [Szidat et al., 2006; Alfarra et al., 

2007; Puxbaum et al., 2007] suggesting that this source was not discriminated in the earlier studies.  

   [78]   Information on urban areas in other world regions is largely qualitative, because many studies in these regions did not 

measure the complete suite of pollutants used for receptor modeling.  Furthermore, they often use source profiles that were not 

locally measured and therefore may be unrepresentative [Johnson et al., 2011].  Table 3.8 shows that in Latin America, traffic, oil 

combustion and small industry, including copper smelters, are important sources of fine particle mass. Mugica et al. [2009] 

attributed 42% of fine particulate matter in Mexico City to vehicles, but they were unable to separate wood burning due to their 

similarity with diesel sources.  In Africa, open burning of biomass and refuse, residential coal combustion and traditional industries 

(brick making, lead smelters, foundries) are significant contributors.  In East Asia, coal burning industries are dominant sources 

followed by traffic and biomass burning.  Residential coal burning is a large wintertime contributor.  In Southeast Asia, traffic is the 

dominant source in more urbanized locations while local burning (for cooking and brick making) is important in less urban 

locations.  In South Asia, traffic and burning of refuse and biomass are important sources, followed by industrial sources.  Brick 

kilns are important in some locations, while lumped small industrial sources contribute 10 to 30% of fine particle mass.  Overall, 

where traffic is an important source, an aging motor vehicle fleet containing high emitters is of concern.  Coal and biomass 

combustion for residential cooking and heating and small-scale industrial applications is widespread, likely under poor combustion 

conditions.  

3.9.2.  Receptor modeling in continental plumes  

   [79]   Urban studies constrain sources that affect cities, but many emissions, such as residential solid-fuel burning or agricultural 

use of diesel engines, occur preferentially outside urban areas.  Source apportionment studies have been applied to carbonaceous 

aerosol in the continental plume from South Asia.  Novakov et al. [2000] suggested that fossil fuel was responsible for 80% of the 

BC in the continental outflow, while studies in Dhaka [Salam et al., 2003] indicated a negligible contribution of biomass burning in 

South Asian cities.  However, these findings relied on ratios between total carbon and BC that are representative of open biomass 

burning but not biofuel burning.  Studies that do consider differences between emissions from biomass and biofuel burning estimate 

an approximately equal contribution of biofuel and fossil fuel [Stone et al., 2007].  In continental outflow, a strong biofuel influence 

on total carbonaceous particles is indicated by single-particle measurements [74%, Guazzotti et al., 2003] and radiocarbon 

measurements [66%, Gustafsson et al., 2009].  The radiocarbon measurements indicate that between one-half and two-thirds of the 

BC also result from biofuels.  In Indian cities, fossil-fuel burning dominates fine particulate matter concentrations, but biofuel 

burning is not negligible, according to organic marker studies [Chowdhury et al., 2007].  Fossil fuel and biofuel burning contribute 

20 to 60% and 7 to 20%, respectively.  

3.9.3.  Summary of findings from receptor modeling  

   [80]   Results from receptor modeling agree qualitatively that major BC sources identified by global or regional emission 

inventories are similar to the major sources of fine particulate matter.  Traffic is the largest source in North and Latin America and 

Europe, and contributions from residential solid-fuel burning and open burning are found in Asia and Africa.  This broad agreement 

lends confidence to the identification of the largest BC sources.  However, receptor modeling of regional aerosols with specific 

source markers capable of resolving similar sources is needed before the approach can be extended beyond this qualitative 
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assessment.  Further examination of both urban and rural sources is required to constrain the dominant sources in continental 

plumes. 

4.  Constraints on black-carbon atmospheric abundance 

4.1.  Section summary 

   [1]    

1. Black carbon concentrations, like those of all short-lived species, are variable in space and time and are largest around source 

regions.  Constraints on black carbon abundance are provided by in-situ measurements of BC concentration and by ground- and 

satellite-based remote sensing of AAOD.  Aerosol absorption inferred from satellite-based remote sensors is nearly global in 

coverage, but these data are less quantitative than ground-based data.  

2. Ground-based remote sensing provides information on the atmospheric aerosol column burden and optical properties, which is 

directly relevant to radiative forcing.  However, BC AAOD is inferred indirectly from these measurements.  Aerosol can be 

sensed only when the sky is cloud-free, absorption sensing has large uncertainties when aerosol loading is low, and the 

interpretation of BC amount is confounded by the presence of other light-absorbing aerosol in the column.   

3. National and global networks of measurements are used to evaluate chemical transport models that provide estimates of BC 

surface concentrations (in-situ monitoring) and column AAOD (ground-based remote sensing).  Measurements are most sparse 

in some of the regions with the highest BC loadings: Africa and most of Asia.  Measurements from field campaigns, which 

typically sample only one region over periods shorter than a year, can also be used to test processes within models more 

comprehensively, but within a limited domain and time. 

4. Comparisons with in-situ observations indicate that many models simulate near-surface BC concentrations approximately 

correctly for North America and East Asia, have a slight high bias in Europe, and have a strong low bias in parts of Asia. 

5. On the other hand, many model estimates of column BC AAOD over continents have a low bias in all regions.  In many 

regions, this underestimate can be explained at least in part by the fact that these models do not account for aerosol internal 

mixing and, thus, their modeled mass absorption cross section (MACBC) is too low.  However, even if this factor is taken into 

account, models would still underestimate AAOD in some regions. 

6.  Comparisons with satellite observations indicate that bottom-up estimates of aerosol emitted from biomass burning are too low 

by factors of two to four, and emission estimates should be revised upward. 

7. Airborne campaigns measuring vertical profiles of BC now allow for comparisons of vertically resolved concentrations away 

from continents.  These measurements suggest that models overpredict BC in remote Pacific regions – on average by a factor of 

five – and that the overestimate is generally greatest in the upper troposphere.  An exception is in the Arctic, where models 

appear to underpredict upper tropospheric BC.  While concentrations in these regions are generally low, the large spatial area 

and bright underlying surfaces means the contribution of Arctic BC to globally averaged radiative forcing may be significant.   

8. These combined results suggest that modeled removal of BC is an important source of model error.  Further, inter-model 

comparisons indicated that differences between modeled BC concentrations and AAOD can only be attributed in part to 

differences in assumed emissions; differences in vertical transport and aerosol removal also play a large role, and MACBC differs 

between models. 

4.2.  Introduction 

   [2]   The impact of BC on climate depends on its atmospheric abundance.  Aerosol concentrations vary in space and time, and 

coverage by observations is insufficient to capture all such variations.  Therefore, atmospheric models must be used to determine 

global concentration fields, and these models can be partially evaluated by comparisons with available observational data.  Figure 
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4.1 shows modeled atmospheric absorption by two absorbing aerosols:  BC and dust.  The figure shows that BC, like all short-lived 

species, is most concentrated around source regions.  For energy-related combustion, sources and concentrations are largest where 

population density is highest, as can be seen by comparing the east and west coasts of the United States, or Eastern Asia with 

Central Asia.  Large BC concentrations also occur in and around biomass burning regions, especially South America and central 

Africa.  Continental outflow also contains high concentrations, especially to the east of Asia and the west of Africa.  Although BC is 

not well-mixed throughout the atmosphere, some of it is carried to remote regions.  Most energy-related BC emissions occur in the 

Northern Hemisphere, and BC is found in remote regions there, including in the deep Arctic.  In contrast, there is very little BC 

throughout large remote regions in the Southern Hemisphere.  

   [3]   Section 4.3 discusses atmospheric absorption and extinction by absorbing species.  This section highlights the fact that if all 

absorption is attributed to BC, then concentrations of BC using measured absorption would be overestimated, especially in dusty 

regions.  In Section 4.4 we review measurements that report the spatial and temporal variation of BC concentrations.  Section 4.5 

examines how well global models simulate BC concentration over broad regions, and Section 4.6 compares modeled vertical BC 

distributions with observations.  These evaluations are used in Section 5 to derive a best estimate of BC direct radiative forcing.  

Throughout this assessment, modeled BC concentrations are often drawn from an intercomparison project known as AeroCom 

(Aerosol Comparisons between Observations and Models [Kinne et al., 2006; Schulz et al., 2006]).  The AeroCom results described 

here reflect the first round of model experiments, known as Phase I.  

4.3.  Atmospheric absorption and extinction by absorbing species 

   [4]   Section 2.4 discussed measurements of BC mass concentration (with units of g m-3).  Another measure of particle abundance, 

albeit indirect, is AOD, which is the vertically integrated extinction of aerosols in an atmospheric column.  Aerosol light extinction 

and AOD values are given for a specific wavelength; small (submicron) aerosols have higher AOD at shorter solar wavelengths.  

For illustration, if we neglect losses of sunlight to molecular scattering by gases, an aerosol AOD of 1.0 at a given wavelength 

indicates that only 37% [e-1] of the direct solar beam at that wavelength reaches the surface without being scattered or absorbed, if 

the sun is directly overhead.   

   [5]   Of particular relevance for inferring absorbing aerosol amount is the column single-scattering albedo (ω0), which relates the 

amount of light scattered to the amount attenuated (similar to Equation 2.2).  The value of ω0 is influenced by microphysical 

properties (Section 2.4) and by compositional properties, which are quantified by refractive indices.  These optical coefficients are 

usually determined through laboratory or in-situ measurements.  The fraction of AOD attributable to absorption, or AAOD, is 

AAOD = AOD × (1 – ω0)    (4.1) 

where ω0 denotes a column-averaged single-scattering albedo.  For any species, the product of mass concentration (with units of g 

m-3) and mass absorption cross section (MAC) (m2g-1) is the absorption coefficient (m-1).  AAOD (dimensionless) is the result of 

integrating absorption coefficient over the entire atmospheric column, and is the quantity shown in Figure 4.1.  AAOD is more 

closely related to BC column abundance than is AOD because BC is responsible for a much larger fraction of total absorption than 

of total extinction.   

   [6]  As discussed in Section 2, atmospheric concentrations of BC are often inferred from observations of absorption.  Absorption 

measured in the atmosphere is attributable to all light-absorbing aerosols:  BC, mineral dust, soil, and light-absorbing organic 

carbon (i.e., brown carbon) from combustion.  If all AAOD is attributed to BC, then inferences of BC may be overestimated, 

especially in dusty regions.  Measured absorption may also include contributions from nitrogen dioxide and ozone.  The relative 

contributions of each component to AAOD are required to infer BC column abundance.  
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   [7]  Figure 4.1 shows that although the regions most affected by BC and dust are somewhat different, both species make significant 

contributions to globally averaged absorption, and in some regions the contributions are equal.  Dust has a much greater total AOD 

than does BC, but a smaller fraction of that AOD is absorption (i.e., ω0 is larger), so globally averaged AAOD of BC and dust are of 

similar magnitudes at visible wavelengths.  

4.4.  Observations of atmospheric black carbon concentrations 

   [8]   Monitoring studies provide information about BC concentrations in the atmosphere.  These studies incorporate either in-situ 

observations, in which sampled air is drawn into an instrument for measurement, or remote observations, which measure the 

intensity of light coming from the atmosphere, and from this infer information on the atmospheric distributions and properties of 

aerosols.  In this section, we illustrate the contributions of different types of studies to the understanding of BC and other aerosol 

concentrations and properties (Table 4.1).  

   [9]   Data gathered from intensive field campaigns or observational networks are subject to the limitations of the measurement 

techniques used, as discussed in Section 2.  Furthermore, when measurements are made at a single point, the measured values may 

not represent an average of the surrounding area, so comparisons between these point measurements and the average of a large 

model grid box should be done cautiously [e.g., Tegen et al., 1997; Vignati et al., 2010].  Thus, model simulations of the BC burden 

are evaluated by comparison with observations, which themselves may be biased.  If the bias were known for each observation, or if 

it were the same for all observations, it might not affect our understanding of BC’s life cycle, but this is not the case.  Some biases 

may depend on aerosol age, source type, or location, and these relationships are poorly known. 

4.4.1.  In-situ monitoring 

   [10]   The in-situ BC measurement techniques described in Section 2, especially thermal-optical measurements on filter samples 

and optical measurements, have been employed in several intensive field campaigns (Section 4.4.1.1) and in routine monitoring 

networks (Section 4.4.1.2) at national or continental scales.  The uses and limitations of these measurements are described in the 

following subsections, and inferences drawn from these measurements are discussed in Sections 4.5 and 4.6. 

4.4.1.1.  Intensive field campaigns 

   [11]   Multi-investigator field campaigns have examined the nature of atmospheric aerosol in many world regions.  Such 

campaigns typically take place over the course of a few weeks and provide ‘snapshots’ of regional aerosol.  They often combine 

measurements from several platforms, beginning with heavily instrumented surface stations but also adding aircraft and shipboard 

platforms to measure vertical and horizontal distributions in continental plumes.  Intensive campaigns provide information about 

aerosol composition, microphysical properties including scattering and absorption, and reaction rates.  Because they incorporate 

large arrays of measurements, they provide a wealth of information on aerosol and gaseous precursors, and can often be used to 

evaluate some aspects of emission inventories.  This type of observational approach generally has limited temporal and spatial 

coverage and, alone, does not provide the information required to determine the average influence of BC or other aerosols on 

climate.  The value of this type of effort in the context of evaluating BC concentrations and climate impacts lies in the richness of 

simultaneous measurements that they provide.  These studies provide detailed physical understanding for evaluation and the 

improvement of the modeling of aerosol processes.  

   [12]   Examples of early field campaigns that studied carbonaceous particles included a mission to the Arctic [Rosen et al., 1984] 

and the search for the light-absorbing component in the Denver Brown Cloud [Groblicki et al., 1981].  Coordinated campaigns to 

study aerosol-climate interactions in particular regions began with the Aerosol Characterization Experiments (ACE) series of 

experiments [Quinn and Coffman, 1998; Raes et al., 2000] and these have frequently examined the outflow regions from major 

source areas [Russell et al., 1999; Ramanathan et al., 2001a; Mayol-Bracero et al., 2002; Jacob et al., 2003; Huebert et al., 2003].  
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Large field campaigns in more recent years have focused on aerosol evolution and properties in large regions with high aerosol 

loadings [Bates et al., 2005, Querol et al., 2008, Zhang et al., 2008b].  Equally intensive efforts have examined aerosol in urban 

areas or heavily source-influenced regions [Watson et al., 2000; Neususs et al., 2002; Solomon et al., 2003; Cabada et al., 2004; 

Parrish et al., 2009; Wang et al., 2010].   

   [13]   Intensive field campaigns have provided information on emissions in addition to aerosol properties. Experiments to evaluate 

emissions from open biomass burning [Lindesay et al., 1996; Kaufman et al., 1998; Eck et al., 2003] have determined aerosol 

characteristics and emission ratios.  Chemical and transport models have also been used in conjunction with measurements to 

evaluate regional emission inventories [Rasch et al., 2001; Dickerson et al., 2002; Carmichael et al., 2003; Minvielle et al., 2004].  

The interaction between atmospheric models and campaign measurements can be iterative, as models have also been used to guide 

aircraft flights to intercept urban and biomass burning plumes.  

   [14]   The long history of intensive measurements now allows analyses across many campaigns and pollutants.  For example, 

Clarke and Kapustin [2010] combined aerosol and trace gas measurements from 11 campaigns to relate anthropogenic aerosol 

concentrations to concentrations of CCN, AOD, and CO.  This type of relationship can be used to test modeled emissions and 

transport.  

   [15]   One recent campaign relied on a single well-instrumented aircraft performing near-continuous vertical profiling over global 

scales in remote areas over a period of a few weeks [Wofsy et al., 2011].  The sampling approach of reaching both high northern and 

southern latitudes was repeated five times in different seasons, so the spatial and temporal coverage is greater than intensive field 

campaigns.  This type of measurement, along with vertical profile measurements in a single location over several years [Andrews et 

al., 2011], can provide constraints on background aerosol loadings and removal processes.  Here they are used to estimate biases in 

modeled vertical distributions of BC (Section 4.6.1) and to correct biases in modeled BC forcing efficiency (Section 5.6.1).   

   [16]   Intensive field campaigns usually include both in-situ and remote-sensing measurements from multiple surface (either land- 

or ship-based) platforms and from one or more aircraft, as well as integrating satellite remote sensing measurements.  Research 

aircraft often fly over surface stations and ships, so measurements can be compared between platforms and used to determine 

vertical profiles of the full aerosol column.  This rich set of data allows comparisons of different techniques for measuring BC and 

other aerosol properties and applications of the same technique in different environments [e.g., Livingston et al., 2000; Schmid et 

al., 2003; Doherty et al., 2005].  Understanding of the applicability and limitations of each type of measurement is fostered by 

comparisons between properties measured at the surface, columnar properties measured by satellite-based remote sensing, and 

vertically resolved information from aircraft measurements [e.g., Redemann et al., 2000; Magi et al., 2003].  

4.4.1.2.  Long-term in-situ monitoring 

   [17]   Long-term monitoring networks usually combine relatively simple measurement techniques with tens or even hundreds of 

stations to create a widely spaced network of observations that operate under uniform techniques.  Surface sites may be influenced 

by orography and local sources, although such effects are usually considered when selecting sites.  Because network sites are 

spatially sparse and have relatively simple data products, they do not provide the same level of insight into the fine details of aerosol 

processes as intensive field campaigns.  However, they do provide valuable information on aerosol trends and broad spatial 

concentration patterns, and these long records contribute strongly to evaluation of the modeling of emissions, transport, and 

removal.  

   [18]   Table 4.2 lists the major networks contributing information on aerosol absorption and BC concentrations.  Continuous in-situ 

measurements to monitor pollution levels were initiated as early as 1962 [Novakov and Hansen, 2004].  The IMPROVE network in 

the United States [Malm et al., 1994] and the European Monitoring and Evaluation Programme network in Europe [Kahnert et al., 

2004] are among the most extensive, and have historically focused on chemical speciation rather than on aerosol properties.  While 
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they have achieved broad coverage within their regions, similar coverage is not available in many other world regions, such as 

South America and Africa.  Monitoring stations are being developed throughout Asia [Oanh et al., 2006; Cao et al., 2007; Ramana 

and Ramanathan, 2006; Marcq et al., 2010], although coverage is still poor.  Two smaller groups of stations focus on global 

coverage to monitor aerosol properties relevant to climate in remote locations:  those operated by the Climate Monitoring and 

Diagnostics Laboratory [Sheridan and Ogren, 1999] and the Global Atmosphere Watch (presently housed at http://gaw.tropos.de).  

   [19]   As multiple measurement locations are required to evaluate emissions, transport and removal processes in global and 

regional models, measurements from all of these networks have been used for model evaluation [Cooke et al., 2002; Park et al., 

2003; Solmon et al., 2006; Koch et al., 2009a].  Most national networks have rigorous quality control procedures that ensure 

comparability of their measurements among similar network stations.  However, as discussed in Section 2, important differences in 

sampling or measurement practices may affect comparisons between networks. 

4.4.2.  Remote sensing  

   [20]   Remote sensing methods measure changes in the amount of sunlight reaching the Earth’s surface, or the amount of radiation 

leaving the Earth’s atmosphere, rather than the actual atmospheric BC or aerosol content.  Through a process known as inversion, 

the nature and quantity of aerosol is inferred from its observed physical effect on the light.  The procedure is also called a retrieval, 

because aerosol properties are retrieved from observed changes in radiance.  Radiance properties that may be measured include 

wavelength dependence, angular distribution, and polarization.  These can be used to infer the columnar amount of aerosol, the 

average aerosol size, the presence of non-spherical particles (such as dust) and even estimates of columnar light absorption. 

   [21]   Advantages of remote sensing are the multi-year nature of the measurements and the ability to obtain measurements without 

continuous maintenance.  Remote measurements sense column properties of aerosol, rather than concentrations at the surface as are 

typically quantified by in-situ measurements.  Column properties are more directly relevant for quantifying climate impacts.  The 

relationship between surface in-situ observations and column data depends on many factors, including the stability of the boundary 

layer, the presence of atmospheric layers and measurement conditions that affect in-situ and remote measurements differently.  

When in-situ measurements are made from an aircraft that profiles the depth of the atmosphere, however, robust comparisons with 

column-integrated remote sensing measurements are possible.  Disadvantages of passive remote sensing include a lack of specificity 

to individual chemical species and an inability to retrieve the properties of aerosols in distinct layers independently, such as a dust 

layer overlying a pollution layer.  

   [22]   Information from retrievals may be used to infer the column burdens of chemical species that have distinctive physical or 

optical characteristics.  However, many assumptions are required for these inferences, resulting in large uncertainties, especially at 

low optical depths (low concentrations).  Furthermore, most remote sensing techniques can obtain valid data only in cloud-free 

conditions. 

4.4.2.1.  Ground-based remote sensing 

   [23]   The utility of ground-based remote sensing for constraining BC atmospheric abundance is similar to that of long-term in situ 

sampling.  Networks of measurements can be combined to evaluate model performance, but they do not provide fine-scale or global 

coverage.  However, unlike ground-based in-situ measurements, they do measure the whole atmospheric column which is more 

directly relevant to radiative forcing. 

   [24]   Passive, ground-based remote sensing with upward-looking sun or sky photometers can be used to estimate AAOD.  

AERONET is the largest global network of these photometers [Holben et al. 1998; Dubovik et al., 2002].  These instruments use 

information measured at multiple wavelengths and multiple angles by sun- and sky-photometers [Dubovik and King, 2000].  

Properties derived from the sky radiance measurements include the aerosol size distribution, AOD, and refractive indices at four 

solar wavelengths; from this, single-scattering albedo can be determined.  However, the retrieved refractive indices are obtained for 
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the total aerosol.  No distinction is made between the fine and coarse mode aerosol components, which are compositionally different 

and have different refractive indices.  Thus, when both dust and BC are present in an aerosol column, the retrieved imaginary 

refractive index (which dictates aerosol absorption) does not accurately reflect that of BC alone.  

   [25]   We have calculated values of BC AOD from retrievals of AAOD at AERONET sites and use these values in Section 5 to 

produce a scaled estimate of BC direct radiative forcing.  The process of extracting BC AAOD from total AAOD requires certain 

assumptions.  Limitations in the derivation of AAOD and specifically BC AAOD are discussed next.  

   [26]   First, AAOD data are overestimated in the AERONET Version 2.0 data product.  Values of AAOD are based on aerosol 

extinction optical depth and single-scatter albedo, and single-scatter albedo can only be retrieved reliably for rather polluted 

conditions.  For this reason the AERONET Version 2.0 values of AAOD are published only when AOD is greater than 0.33 at 550 

nm.  The exclusion of low-AAOD conditions introduces a significant sampling bias that Reddy et al. [2005a] estimate to be a factor 

of two.  This issue, and its implication for inferred BC quantities, is explored further in Section 5.5.1 and Appendix B.  

   [27]   Second, not all solar absorption by aerosol is caused by BC; some is due to dust and some to organic matter.  Dust is less 

absorbing per mass than BC but its AOD is often much larger.  The net effect is that global average dust AAOD is comparable to 

that of BC AAOD, but differently distributed in space and time.  Thus, the BC contribution to AAOD needs to be isolated to use 

AERONET absorption for model evaluation.  Dust particles tend to be larger than BC particles, so retrieved size distribution data 

might be used to attribute absorption by super-micron particles to dust, and absorption by submicron particles to BC and light-

absorbing organic matter.  However, AERONET retrievals provide a single ω0 and refractive index for the entire size distribution.  

Although this refractive index can be used to estimate AAOD of the total aerosol, the composition and, hence, the refractive indices 

and ω0 of the separate fine and coarse modes may differ greatly [Quinn and Bates, 2005].  As a consequence, a method is needed to 

apportion AAOD among the two modes.  Separating the sub-micron AAOD into contributions of organic matter and BC would 

require a further inference not based on size distribution.  The spectral absorption properties of the total aerosol have been combined 

with assumptions about the wavelength dependence of absorption for dust, BC and organic matter to estimate their contributions to 

AAOD [Arola et al., 2011; Chung et al., 2012].   

   [28]   Third, sample biases may occur because AERONET AAOD retrievals are made only during daylight hours and in cloud-free 

conditions.  Two potential sources of bias oppose each other.  Clear conditions can be expected to favor larger concentrations and 

column burdens of BC because fires are more likely and because scavenging by clouds (i.e., the primary removal mechanism for 

BC) cannot occur under clear skies.  To estimate biases in retrievals of BC AAOD, we averaged modeled BC AAOD at AERONET 

locations only during days when AERONET retrievals were possible.  Bias was determined by comparing with the average BC 

AAOD.  For four AeroCom models, biases were regionally dependent, but the average was only 1%.  This is consistent with a small 

global clear-sky bias in AOD found by Zhang and Reid [2009].  Another factor is that solar absorption by BC is enhanced when BC 

is coated by water, which may be much more likely in the vicinity of clouds.  The model of Jacobson [2010] estimated solar 

absorption enhancement to be a factor of 2 to 4, depending on the size of the BC particle.  Clear-sky measurements, which exclude 

partially cloudy scenes, likely miss this near-cloud absorption enhancement.  To explore this sensitivity, we used the GATOR 

model [Jacobson, 2010], the only aerosol model that treats the full effect of optical focusing on absorption, to compare the AAOD 

for clear-sky versus all conditions.  Although the global mean MACBC for cloudy conditions (14.4 m2g-1) was higher than for clear-

sky (13.9 m2g-1) conditions, the global mean burden was greater by 35% and BC AAOD was 20% higher for clear sky conditions 

than for cloudy conditions, so it is unlikely that AERONET observations are missing large enhanced absorption under cloudy 

conditions.  However, this finding is not specific to AERONET sites or days of retrieval. 

   [29]   A method to infer BC column mass loading is to determine the volume concentrations of components of aerosol mixtures 

required to fit the AERONET retrieved total column refractive index.  These can then be used, along with assumptions about 
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densities, to determine the column mass of each component, including BC [Schuster et al., 2005].  The BC column mass uncertainty 

is estimated at -15% to +40%, although the imaginary refractive indices used affect the retrieval and the AAOD.  For analyses in 

this assessment, we use AAOD rather than inferred BC column loadings, as the former requires fewer assumptions. 

4.4.2.2.  Remote sensing from space 

   [30]   Knowledge of BC concentrations is needed in regions with few or no ground sites, such as over oceans.  Remote sensing 

from space-borne sensors on satellites has near-global coverage and can, therefore, fill observational gaps in ground-based 

networks.  AOD can be inferred from retrievals from satellite data, but the procedure also requires general assumptions regarding 

environmental properties (e.g., surface reflectance), and aerosol properties [Torres et al., 1998; Levy et al., 2007; Kahn et al., 2010], 

so that uncertainties are greater than those in ground-based sensing.  Satellite-based instruments that provide data on column aerosol 

absorption and, therefore, information specific to constraining light-absorbing aerosol, are discussed below. 

   [31]   The longest satellite data record on aerosol absorption, dating to 1978, is provided by the TOMS sensor (Total Ozone 

Mapping Spectrometer, http://jwocky.gsfc.nasa.gov/aerosols/aerosols_v8.html).  The TOMS Aerosol Index is a retrieved quantity 

that indicates whether the column aerosol is largely absorbing or scattering.  Over the last decade, TOMS-type retrievals have been 

continued with measurements from OMI (Ozone Measurement Instrument, http://disc.sci.gsfc.nasa.gov/Aura/ 

data-holdings/OMI).  This instrument senses reflection and its spectral variability in the ultraviolet region (UV) of the solar 

spectrum [Torres et al., 2002].  Aerosol retrieval at UV wavelengths has two advantages: first, surface contributions to the signal 

are small, especially over land, and second, small aerosols have stronger signals in the UV than at visible wavelengths.  On the other 

hand, in addition to BC, both dust and organic carbon contribute to UV absorption.  Another complication is a reduced sensitivity 

towards the surface, so that BC near the surface (approximately the lowest kilometer) may not be detected.  Therefore, a separate 

estimate of the vertical distribution of aerosol is an essential element of the retrieval.  In the past, the vertical profile of aerosol 

concentration was prescribed using estimates from global modeling; more recently aerosol profiles inferred from the CALIPSO 

space-borne lidar have been applied [Winker et al., 2010].  Even with this constraint, this type of retrieval is mostly useful for 

identifying atmospheric aerosol from large events such as biomass burning [Zhang et al., 2005].   

   [32]   Satellite-based aerosol sensors that provide spectrally resolved information allow general estimates of aerosol size and 

separate contributions from fine and coarse particles.  Moderate Resolution Imaging Spectroradiometer (MODIS) sensors have 

the greatest temporal resolution [Remer et al., 2005].  Additional information on aerosol shape and difficult retrievals over bright 

surface come from polarization sensing [e.g., POLDER, Deuzé et al., 2001] and multiple views of the same scene [e.g., Multi-angle 

Imaging Spectro-Radiometer (MISR), Kahn et al., 2009a]. Active remote sensing with a space-borne lidar [CALIPSO, Winker et 

al., 2010] offers information on aerosol vertical distribution.  This information may provide estimates of total aerosol amount, or 

even total fine-mode aerosol, but they do not constrain the amount of absorbing aerosol. 

   [33]   The satellite-based MISR instrument [Kahn et al., 2009a] provides another constraint on aerosol absorption.  The MISR 

instrument detects radiance at multiple angles and multiple wavelengths.  This additional information is used to estimate surface 

radiance, and it allows inversion for additional aerosol properties, including estimates of aerosol absorption.  The MISR standard 

retrieval algorithm identifies two to four classes of absorbing aerosol, rather than providing exact values of absorption.  The 

atmosphere must be relatively uniform and cloud-free, and the mid-visible AOD must be at least 0.15 or 0.2 [Chen et al., 2008; 

Kahn et al., 2009c]. 

   [34]   While all these satellite-based instruments provide some constraint on atmospheric absorption, several factors limit their 

utility in determining global, annual average BC AAOD.  Signals reaching satellite-based sensors are influenced by both 

atmospheric constituents and by the reflectance properties of the Earth’s surface.  This increases the uncertainty in AOD and, 

especially, AAOD, particularly over spatially heterogeneous or highly reflective surfaces.  Thus, quantitative atmospheric aerosol 
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absorption cannot be retrieved from existing satellite-based sensors.  Conversion of AOD to AAOD requires use of an assumed 

column aerosol single-scatter albedo, such as from a model [e.g., as employed by Chung et al., 2012].  Although satellite retrievals 

may infer the separation between fine and coarse particles, they cannot distinguish AOD from BC versus that from other fine mode 

aerosols like OA or sulfate.  The division must be estimated either from the relative magnitude of modeled concentration fields or 

from ground-based observations. The relatively coarse resolution at which most satellite sensors can provide retrieved aerosol fields 

also makes them susceptible to cloud contamination.  Finally, while polar-orbiting satellites have nearly global coverage, data 

coverage at any given location is limited and does not always allow for sufficient sampling for good statistics. 

4.5.  Comparison between modeled and observed BC concentrations and AAOD 

   [35]   Estimates of forcing by individual aerosol species, including BC, are all based on aerosol distributions generated by global 

chemistry transport models (CTMs).  Even estimates that incorporate observations require model results to expand concentration 

fields beyond observed locations, or to separate observed aerosol influences among chemical species.  Evaluation of BC 

concentrations in these models is therefore critical in assessing our understanding of climate forcing.  A first-order evaluation of 

these models is accomplished by comparing either simulated aerosol concentrations or simulated optical depths with independent 

observations.  This comparison requires long-term, spatially distributed aerosol measurements, so that observations from nationwide 

or global networks, such as the ones discussed above, are particularly useful.  

   [36]   Comparisons between models and observations shed light on our understanding of the quantity of BC in the atmosphere, but 

they often cannot distinguish between various possible causes of model error.  For example, a model could underestimate 

atmospheric concentrations if its emissions are too low or if its overall removal rate is too high. 

   [37]   Koch et al. [2009a] evaluated the AeroCom suite of global models by comparing modeled BC concentrations with 

observations from several intensive campaigns and long-term in situ measurements.  Figure 4.2 summarizes this comparison, 

showing the ratio between observed and modeled surface concentrations of BC.  The figure shows that the median model predicts 

surface BC concentrations in the North America fairly closely, slightly overestimates BC in Europe, and clearly underestimates it in 

Asia.  The global annual average difference among models in this suite was about 30% of the median concentration; variations in 

individual seasons can be greater.  

   [38]   Koch et al. [2009] also compared modeled fields with values of AAOD inferred from AERONET.  Modeled AAOD was 

lower than observed values in all regions.  Column BC AAOD is the sum over altitude of the product of BC concentration and 

MACBC.  Because most of the models used in the comparison do not represent internal mixing, the modeled MACBC (see Section 

2.7) was underestimated.  This bias could explain the disagreement in North America and Europe, but not in other areas of the 

world.  However, AAOD data were not separated into contributions from BC and dust.  A refined analysis, which considers this 

separation and incorporates more AERONET stations, appears in Section 5 and is more fully described in Appendix B.   

   [39]   The sources of differences between model predictions are not completely understood.  For any given location, the 

interquartile range of the concentrations predicted by the 15 models participating in AeroCom was a factor of about three, and the 

range excluding outliers was a factor of about five [Kinne et al., 2006; Schulz et al., 2006].  Koch et al. [2009a] provided sensitivity 

experiments to explore the sources of this variability by using one model from the suite (GISS, shown as symbols in Figure 4.2).  

Simulations with different emission inventories are given in red, and concentrations with removal rates increased or decreased by a 

factor of two are shown as blue squares.  Filled symbols indicate base-case results.  Varying removal rates and emissions do cause 

significant variations in a single model, but these uncertainties do not explain most of the inter-model differences.  Textor et al. 

[2007] also found that inter-model differences were only partially explained by differences in emission inventories.  Large 

differences in modeled horizontal and vertical transport are largely responsible for the diversity.  Once BC is lifted into the free 

troposphere, removal processes are slower and its atmospheric lifetime may be extended.  
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   [40]   Figure 4.3 compares modeled and observed values of BC AAOD.  The left panel shows BC AAOD inferred from 

AERONET observations (see Appendix B).  Although these values include absorption by organic matter, we use them as our 

observational estimate for BC AAOD.  Section 10.4 discusses implications of this combination.  Modeled BC AAOD from the 15 

AeroCom models are shown in the middle panels of the figure.  We use this particular collection because it contains a large number 

of consistent modeled fields, but this presentation excludes subsequent improvements in many of these models.  The AAOD fields 

shown in Figure 4.1 and Figure 4.3 are from the AeroCom ‘median model,’ for which a median of the local (1°x1° grid resolution) 

values from all AeroCom models was calculated every month.  These median fields, unlike averages, lose their additivity, but the 

use of median values excludes the influence of individual outlier models.  Figure 4.3 also presents differences in BC AAOD 

between co-located AERONET and model median values, showing that these models tend to underestimate BC AAOD.  The 

regional dependence of model biases are discussed further in Section 5. 

   [41]   The quantity and representativeness of observation sites is fundamentally important in interpreting comparisons between 

models and measurements.  North America and Europe have the best coverage of all long-term measurement sites, followed by 

Asia.  The number of sites is not in proportion to the strength of emissions, and concentrations in regions with large emissions and, 

therefore, highest aerosol forcing, are relatively poorly constrained.  

   [42]   Remote regions with low concentrations also have few measurement sites and hence are also poorly constrained.  Although 

aerosol forcing in these regions is small, their large spatial coverage means that contribution to the global-average forcing may be 

important.  Compared with BC concentrations measured during a field campaign over the remote Pacific Ocean [Figure 4.4; 

Schwarz et al., 2010], the median model overpredicted remote BC concentrations by a factor of five.  Some models, such as the 

lower quartile of the AeroCom model suite or GATOR [Jacobson, 2012], show better comparisons with these remote 

measurements.  

   [43]   Koch et al. [2009a] note that model diversity in atmospheric BC concentrations is particularly high for the Arctic.  Models 

almost universally underestimated concentrations in the free troposphere during spring, and they did not match the observed 

decrease in concentrations from spring to summer.  This finding is based on a very limited data set from intensive field campaigns, 

but it is consistent with multi-year observations from surface sites in the Arctic, which show that most models underestimate BC 

concentrations in the winter and spring and generally do not capture strong seasonal variations in boundary-layer BC concentrations 

[Shindell et al., 2008; Huang et al., 2010; Liu et al., 2011]. 

4.5.1.  Estimating emissions by integrating models and observations  

   [44]   The comparisons between modeled and observed BC concentrations and column absorption described above are a first step 

in evaluating model performance.  More detailed evaluations have been conducted, usually focusing on inferring the most likely 

sources of error.  The simplest of these compare the temporal or spatial dependence of atmospheric concentrations with that given 

by models.  More complex approaches use a mathematically strict evaluation of sources and sinks using a formulation of Bayes’ 

theorem, which has been demonstrated for CO2, CO, and aerosols [e.g., Chevallier et al., 2005; Dubovik et al., 2008; Chevallier et 

al., 2009; Huneeus et al., 2012].  Evaluation methods that use measurements of atmospheric abundance in combination with 

modeled fields are broadly called inverse methods.  Inverse modeling of gaseous concentrations on continental scales, particularly 

CO and oxides of nitrogen (NOx), can also provide information about emission sources.  Although this technique has usually been 

applied to infer emissions, it should not be forgotten that model processes such as transport and removal can also contribute to 

errors, and that the initial estimate of emissions has a strong influence on the inferred emissions.  Here, we summarize the results of 

inverse modeling studies that have focused on particular regions. 

   [45]   1. North America. An inverse model by Hu et al. [2009] found that USA BC emission estimates using data mainly from a 

rural network (IMPROVE) was about 30 to 35% lower than an estimate that also included urban sites.  This implies that, in order to 
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constrain concentrations on continental scales, measurements in high-concentration areas should be included if models have 

sufficient resolution, and that this inclusion may affect the total continental burden of aerosol.  There are also differences in the 

thermal evolution methods for measuring BC (Section 2.3) between urban and rural sites in the United States.  The former tends to 

use a transmittance-corrected thermal-optical method, while the latter corrects using reflectance and heats the sample to a lower 

temperature.  Before performing an inverse estimate, these authors had to multiply the transmittance-corrected values by factors 

ranging from 1.7 to 2.6, depending on the season.  The resulting emission estimates were similar to the bottom-up emission estimate 

in Figure 3.3.  On the other hand, an inverse model by Park et al. [2003] estimated a BC emission rate of about 750 Gg yr-1, which 

is about 70% higher than the bottom-up estimate. 

   [46]   Bhave et al. [2007] used organic markers to show that USA emission estimates of total aerosol carbon (OC plus BC) from 

vehicle exhaust and biomass combustion were not biased. They did find a large unexplained source of total aerosol carbon 

unassociated with combustion, but this would not affect BC totals.  

   [47]   Inverse modeling of carbon monoxide has indicated that inventories overestimate fossil-fuel sources in North America by a 

factor of three in summer and two in spring [Miller et al., 2008].  Kopacz et al. [2010] found a large underestimation especially in 

winter, ascribing this difference to heating and poor vehicle efficiency at cold temperatures.  Although BC model results in the 

United States do not appear highly biased, these findings indicate that some small sources that could affect BC emissions are not 

well understood. 

   [48]   2. Europe.  Tsyro et al. [2007] found that a model based on the IIASA inventory underestimated BC concentrations by about 

20%.  Significant over- and underestimates of BC were correlated with concentrations of levoglucosan, a tracer of wood smoke, 

indicating that biofuel or open biomass burning could be responsible for the difference.  Modeled concentrations were generally too 

high in Northern Europe and too low in Southern Europe.  Mobile source emissions were thought to be underestimated in Austria 

and some Eastern European countries.  

   [49]   3. East Asia.  Hakami et al. [2005] used BC concentrations observed in field campaigns to constrain emission over eastern 

Asia.  They found that the magnitude of the total emission inventory given by Streets et al. [2003b] did not change significantly as a 

result of the assimilation.  However, anthropogenic emissions over southeastern China were reduced while those in northeast China 

and Japan were increased.  The increase in the industrialized regions is consistent with the low bias in estimates of CO emissions 

[Kasibhatla et al., 2002; Heald et al., 2004], which is more strongly associated with the more northern industrialized regions 

[Yumimoto and Uno, 2006].  The observed  CO bias has been largely resolved by improving the fraction of small combustors 

[Streets et al., 2006], as discussed in Section 3.6.4.  Tan et al. [2004] suggested that modeled particulate carbon emissions in East 

Asia should increase in order to be consistent with observations, but they did not separate BC and OC nor account for the formation 

of secondary organic aerosol, which could increase atmospheric concentrations.  Studies that compare ground and aircraft 

measurements with modeled BC values over the East China Sea estimate an annually averaged BC emission flux of 1920 Gg yr-1 

[Kondo et al., 2011c], close to bottom-up emission estimates for the late 2000s.  Inverse modeling of NOx emissions in East Asia 

indicates rapid growth in high-temperature sources [Kurokawa et al., 2009], although high-NOx sources are presently a small part of 

the East Asian BC inventory.  

   [50]   4. South Asia.  Rasch et al. [2001] estimated that increases of about 10 to 20% in fine-mode aerosols were needed in the 

model to match satellite observations over South Asia, but this study did not specifically identify biases in BC.  Dickerson et al. 

[2002] suggested a BC emission rate of 2000-3000 Gg yr-1, much higher than bottom-up estimates, based on atmospheric ratios of 

BC and CO that are much higher than is given by bottom-up estimates.  Menon et al. [2010] also find that modeled concentrations 

in South Asia are much too low compared with in-situ measurements. 
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   [51]   The inverse modeling studies discussed above rely on in-situ data from a small number of sites to represent continental-scale 

concentrations of aerosols.  Satellite measurements have much broader spatial coverage and could produce global emission 

estimates.  This approach has been applied in biomass burning regions, where optical depths are large and seasonal.  Freitas et al. 

[2005] found that emission estimates derived from observed AOD were larger than bottom-up estimates.  Zhang et al. [2005] used 

aerosol index from the TOMS instrument to estimate BC from biomass burning as 5700 to 6900 Gg yr-1, depending on the 

assumptions used, and total smoke (BC plus OM) emissions as 60000 to 73000 Gg yr-1.  Reid et al. [2009] estimated that bottom-up 

emission estimates of particulate matter from biomass burning need to be enhanced by factors of 1.5 to 3.  The global emission flux 

derived for 2006 to 2008 was about 140000 Gg yr-1, as compared with the value of 30000 to 44000 Gg yr-1 BC plus POA given in 

Section 3.4.4, if OA is assumed to be 1.4 times OC.  Similarly, Kaiser et al. [2012] derived a global average enhancement factor of 

3.4 for the OA and BC resulting from biomass burning, summarizing several other top-down studies that recommended emissions 

two to four times larger than the bottom-up estimates.  These studies indicate that BC emissions from biomass burning should be 

much larger than represented in models, although they may not scale linearly with total aerosol emissions.  However, the fraction of 

the discrepancy attributable to BC is uncertain.  Formation of SOA may contribute to the observed OA and particulate matter 

loading. 

   [52]   In summary, inverse modeling studies have produced inconsistent results for North America, indicating that either BC 

emissions are estimated well or are too low by 70%.  European BC concentrations appear slightly underestimated.  East Asian 

concentrations appear reasonable, especially after the addition of small combustors.  Although observations are limited, 

measurements in South Asia suggest that concentrations are greatly underestimated there.  All of the studies described have used 

single models and await further confirmation.  On the other hand, there is a consensus that aerosol concentrations, including BC, 

may be too low in biomass burning regions.  Considering also the likely bias in emission factors (see Section 3.7.2.3), emission 

values that are greater than bottom-up estimates appear warranted. 

4.6.  Vertical distribution of BC 

   [53]   As discussed in Sections 5 and 6, the vertical distribution of absorbing aerosol affects its forcing.  Vertically resolved 

measurements below 8 km of the refractory aerosol concentration, which correlates strongly with BC concentration, have been 

carried out since the 1990s [Clarke and Kasputin, 2010].  Remotely piloted airborne sensors have measured optical properties and 

total aerosol absorption below 3 km [Corrigan et al., 2008].  

   [54]   BC vertical profiles extending through the troposphere have been made with a variety of measurement methods, but the 

development of the SP2 instrument (Section 2.5) has allowed measurements of vertical profiles of BC in very clean air where they 

were previously unobtainable [Schwarz et al., 2006, Schwarz et al., 2010].  These profiles extend vertically from near the surface to 

the lower stratosphere, as shown in Figure 4.4.  Although BC vertical profiles are quite variable, in polluted regions they generally 

show a declining BC mass mixing ratio from the surface to about 4 km altitude, and relatively constant values up to well above the 

tropopause.  However, in remote regions influenced by the transport of pollution from source regions, BC loadings tend to peak in 

the free troposphere or above.  BC that has been lifted above the low altitude ranges where aerosol removal is fast due to 

precipitation is more likely to have a longer lifetime in the atmosphere. 

   [55]   Important BC properties, such as mixing state (Section 2), also change with altitude.  One set of vertical profile observations 

in the tropics indicates that the coatings of BC-containing particles become thicker and more prevalent with increasing altitude 

between the surface and the lower stratosphere [Schwarz et al., 2008a].  The fraction of coated BC particles and the acquired 

coating mass depend on both the BC source and the history of the particle and the air it is contained in.  Thus, MACBC (Section 2.7) 

can be expected to depend on altitude.  

4.6.1.  Comparison between modeled and observed vertical distributions 
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   [56]   Correctly modeling the vertical distribution of AAOD is important for calculations of direct radiative forcing, as discussed in 

Section 5.6.1.  Schwarz et al. [2010] compared the AeroCom set of models with a global-scale ‘snapshot’ of SP2 BC measurements 

from remote locations (Figure 4.4). The AeroCom model ensemble captured the vertical trends of BC concentration in the southern 

mid to high latitudes, but in northern mid and equatorial latitudes the models underestimated the decrease in concentration with 

altitude.  This comparison in regions far from sources suggests that modeled removal of BC is an important source of error.  

However, the aircraft data in this comparison were obtained over a limited time range; in particular, the profile for the northernmost 

band (60-80ºN) was from a single flight.  Koch et al. [2009a] also compared BC vertical distributions between AeroCom models 

and SP2 measurements from several intensive field campaigns, mainly over North America and the Arctic.  That comparison 

indicated that models overestimate mid- and upper-troposphere BC at mid-latitudes, consistent with Schwarz et al. [2010], but 

underestimate BC in the Arctic.  In urban areas, model predictions of column loadings were consistent with observations [Schwarz 

et al., 2006], but the vertical distribution was not well predicted. 

   [57]   Observations of the vertical distribution of AOD have become available in recent years with active remote sensing by the 

space-borne CALIOP lidar [Winker et al., 2010 (BAMS)], for which multi-year averages are shown in Figure 4.5.  AOD includes 

scattering and absorption by BC, dust, and other aerosol types (e.g., sulfates, organics, and sea salt) with sizes greater than 0.1-µm 

diameter [Omar et al., 2009].  Although chemical speciation is not possible, limited inferences about aerosol type can be obtained 

through depolarization data that identify non-spherical particles and permit estimates of dust contributions.  Geographical 

distributions of full-column CALIOP AOD (Figure 4.5) are very similar to BC and dust AAOD from AeroCom models (Figures 4.1 

and 4.3), with high loadings in South and East Asia, the Middle East, Africa, and Latin America.  Maximum total AAOD values are 

a few percent of maximum AOD values.  The panels in Figure 4.5 show that AOD is confined largely to altitudes below about 4 

km.  Although interpretation of CALIOP data is still undergoing refinement, these data also indicate that models tend to place 

aerosol at higher altitudes than is observed [Koffi et al., 2012]. 

4.7.  Causes of model biases  

   [58]   The comparisons between models and observations and the inverse model studies discussed above provide some consistent 

messages regarding modeled atmospheric distributions of BC.  In the following sections, these observations are used to adjust 

modeled BC AAOD and direct radiative forcing (Section 5) and cloud forcing (Section 6).  The source of these model biases is less 

clear.  Large underestimates in modeled BC concentrations strongly argue that there are low biases in emission estimates.  However, 

it is difficult to attribute these biases wholly to errors in model emissions, because transport patterns and removal rates can also 

affect spatial distributions.  Transport and removal rates are not independent factors, because aerosol transported to higher altitudes 

is less likely to be removed and, therefore, has a longer lifetime and greater horizontal transport. 

   [59]   At least one model sensitivity study [Koch et al., 2009a; Section 4.5, Figure 4.2] indicates that varying removal rates by a 

factor of two cannot fully explain the inter-model range in concentrations or the bias between models and observations.  Significant 

over-estimates in BC concentrations over the remote Pacific are consistent with vertical transport that is too strong or scavenging 

rates that are too low, but significant under-estimates in concentrations in the Arctic free troposphere indicate opposite biases in 

these processes.  Across-the-board adjustments such as altering wet scavenging rates may improve biases in one region but make 

them worse in another.  It is likely that different regions have different sensitivities to each of these processes, requiring focused 

studies in regions where biases have been observed.  For example, Garrett et al. [2010] argue that scavenging plays a dominant role 

in controlling Arctic BC distributions, but this may not be true in other regions such as the remote Pacific.  Concentrations near 

sources are most sensitive to emissions, while concentrations in remote regions depend on transport and removal as well as 

emissions.  Although concentration biases could be reduced by first constraining emissions with near-source concentration 

measurements and then focusing on transport and removal using measurements downstream from sources, such an activity is 
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beyond the scope of this study, which instead resorted to an after-simulation adjustment that can be applied to all previous 

simulations that save the requisite information. 

4.8.  Summary of limitations in inferring black carbon atmospheric abundance 

   [60]   Like all aerosols, BC concentrations are spatially and temporally variable.  No measurement strategy provides global 

coverage of BC concentrations or of AAOD.  Space-based sensors have varying limitations:  they detect aerosol abundance but not 

composition (MODIS), provide qualitative measurements of absorption (MISR), or preferentially detect BC at greater altitudes 

(OMI).  Estimating global distributions of BC or absorbing aerosol must therefore rely on modeled aerosol fields, which in turn are 

constrained by ground-based observations.  Ground-based AERONET stations are widespread and produce reasonably accurate 

AAOD, but coverage is not complete and techniques to separate BC, OM and dust absorption from these observations are not yet 

mature.  In-situ surface measurements have less coverage than AERONET, but greater specificity in identifying individual species.  

These measurements have been used to broadly evaluate modeled global fields, and to assess modeled emissions in selected regions.  

However, observations are sparse in some of the regions with the greatest emissions.  A systematic evaluation of model biases 

caused by emissions, removal rates, and vertical transport, leveraging near-source and remote measurements, has not yet been 

accomplished. 

5. Black-carbon direct radiative forcing 

5.1.  Section summary  

   [1]    

1. Black carbon in the atmosphere reduces the planetary albedo by increasing the absorption of sunlight.  The perturbation in the 

radiative balance resulting from this change is called black-carbon direct radiative forcing (BC DRF). 

2. The best estimate for the BC DRF in the industrial-era is +0.71 W m-2 with an uncertainty range of +0.08 to +1.27 W m-2.  The 

best estimate of the global annual mean all-source BC DRF is +0.88 W m-2 with an uncertainty of +0.17 to +1.48 W m-2.  

Locally, BC-DRF forcing can be larger, on the order of +10 W m-2, for example, over regions of East and South Asia.  These 

values are estimated by scaling modeled forcing to the observationally constrained estimate of BC absorption aerosol optical 

depth (BC AAOD), and reducing the estimated forcing by 15% to account for the incorrect vertical distribution of BC.  Our 

estimate of BC AAOD includes absorption by organic aerosol (OA). 

3. Most BC-DRF estimates originate with simulations of BC lifecycle and radiative transfer using global aerosol models.  To 

improve confidence in these estimates, model-derived fields, such as aerosol optical depth, BC AAOD or BC distributions, are 

often adjusted to match observations of AOD, BC AAOD or concentration, either by direct scaling or by tuning removal rates. 

4. BC DRF can be considered the product of four factors: emissions, lifetime, mass absorption cross section (MACBC), and 

radiative forcing per unit absorption optical depth (termed forcing efficiency).  Diversity in previous global annual estimates of 

industrial-era BC DRF (+0.2 to 0.9 W m-2) is caused by variations in modeling assumptions, as evident in the modeled diversity 

of these four factors: 6000 to 18000 Gg yr-1 for industrial-era BC emissions, 3.8 to 11.4 days for BC lifetime, 4.4 to 13.4 m2g-1 

for MACBC, and 90 to 270 W m-2 per AAOD for forcing efficiency. 

5. BC emissions, lifetime, and mass absorption cross section - three of the governing factors - combine to produce BC AAOD, 

which can be constrained by measurements.  Comparison with remote-sensing fields indicates that BC AAOD from most 

models appears too low.  Applying regionally dependent scale factors to match observations increases globally averaged, 

industrial-era BC AAOD by a factor of 2.9, from 0.0017 to 0.0049.  Some of the underestimate can be attributed to the lack of 

modeled enhanced absorption due to internal mixing, which would increase BC AAOD by about 50%. 
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6. If the remaining model bias is caused by burdens that are too low, then model burdens should be increased by factors of 1.75 to 

4 in five regions (Africa, South Asia, Southeast Asia, Latin America, Middle East, and the Pacific region).  Simulated burdens in 

North America, Europe, and Central Asia are approximately correct considering uncertainty in BC AAOD and MAC.   

7. The altitude of BC in the atmosphere and its location relative to clouds affects its interaction with solar radiation and hence the 

forcing efficiency.  Solar absorption by BC above low clouds is particularly important and is poorly constrained in models.  

Limited observations suggest that most models overestimate high-altitude BC at tropical and mid-latitudes and, thus, BC DRF.  

Our central estimate of forcing includes a 15% reduction to account for this bias. 

8. If all of the differences in modeled burden were attributed to emissions, global emissions would be 17000 Gg BC yr-1, or a 87% 

increase above modeled emissions and a 100% increase above the bottom-up emissions in Section 3.  Industrial-era emissions 

would be 13900 Gg BC yr-1.  These values are associated with concentrations in approximately the year 2005.  We use the latter 

value as a best estimate of emissions throughout the remainder of this assessment, although poorly modeled aerosol lifetimes 

could also explain the discrepancies. 

9. The interpretation of remote-sensing data involves assumptions that affect the amount of absorption and, hence, radiative 

forcing, that is attributed to BC versus dust.  Uncertainties in this division are responsible for nearly half the uncertainty in BC 

forcing. 

10. If OA does contribute significantly to absorption at 550 nm, then our estimate of observationally constrained BC DRF is 

biased high, but total forcing by OA would correspondingly become less negative or more positive.  About 10% of our BC 

AAOD may be due to absorption by OA.    

11. The uncertainty range (+0.08 to +1.27 W m-2) for the best estimate of industrial-era BC DRF includes relative uncertainties of 

about 40% associated with the extrapolation of global BC AAOD, about 50% in the radiative forcing efficiency per unit BC 

AAOD, and asymmetric uncertainty due to the difficulty in separating BC AAOD from dust AAOD. 

5.2.  Introduction 

   [2]   Direct radiative forcing by BC refers to the change in the energy balance at the top of the atmosphere due to absorption and 

scattering of sunlight by BC in the atmosphere.  All estimates of BC DRF are based on the difference between radiative transfer 

calculations for the atmosphere with present-day BC and with a background level of BC.  The BC spatial distribution is generally 

taken from global models of the BC atmospheric lifecycle, which includes emissions, transport, aging, and removal.  As described 

in Section 1.3.2, the background level of BC for industrial-era radiative forcing is set by models using year-1750 emissions.  For all-

source radiative forcing, the background level of BC is zero.  Thus, ‘industrial-era’ in this section, when used for any quantity 

including BC burden, means the difference between modeled quantities with present-day emissions and the same quantities 

modeled with 1750 emissions. 

   [3]   As with aerosol concentrations, radiative forcing is highly variable in space and time.  Global modeling of BC concentrations 

[Liousse et al., 1996; Cooke and Wilson, 1996] and radiative forcing [Penner et al., 1998] began in the mid-to-late 1990s.  Since 

then, many groups have estimated both concentration and radiative forcing fields.  An example of modeled direct forcing is 

illustrated in Figure 5.1, which shows radiative forcing simulated by the Community Atmosphere Model CAM5 [Ghan et al., 2012].  

As discussed in Section 1.3.2, any estimated industrial-era forcing depends on the selection of the ‘pre-industrial background.’  

Industrial-era BC DRF is estimated to be negative in regions such as the eastern United States and the United Kingdom, due to 

declines in biomass burning since 1750.  However, the emission inventories used for the background are associated with 

considerable uncertainties, especially for open burning.  The largest forcing is over the Congo Basin in Africa and southeast China, 

and Bangladesh, with significant forcing also in the Amazon Basin, over northern India and Indonesia, and off the eastern coasts of 

South America and Africa where BC is transported over low clouds from distant fires. 
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   [4]   To understand the factors that affect radiative forcing in models, it is useful to express the global-mean direct radiative forcing 

by BC, BC DRF, as the product of four factors [Schulz et al., 2006]: 

 

BC DRF = E × L × MACBC × AFE   (5.1) 

 

where E is the global mean BC emission rate, L is the global mean lifetime of BC governed by removal, MACBC is the global-mean 

mass absorption cross section discussed in Section 2.7.3.3, and AFE is the global mean absorption forcing efficiency (forcing per 

aerosol absorption optical depth). This relationship is summarized in Figure 5.2.  Three-dimensional models simulate many 

complex processes that are captured only to first order by the factors in Equation 5.1.   

   [5]   Additional diagnostics shown in Figure 5.2 can be used to compare model results and identify the reasons for differences in 

simulated radiative forcing.  Modeled L can be determined from the ratio of global mean column burden of BC to E, and global 

average MACBC is the ratio of the global mean absorption optical depth of BC to the global mean burden.  Modeled AFE can be 

determined from the ratio of the global mean BC radiative forcing to BC AAOD, which is the global mean product of E, L, and 

MACBC.  BC AAOD is a particularly powerful diagnostic that can be compared with atmospheric measurements and is therefore 

emphasized in this section.  Although AOD can also be used to evaluate modeled aerosol quantities, atmospheric AOD is dominated 

by scattering and thus has large contributions from other non-absorbing aerosol components.  

   [6]   Table 5.1 summarizes modeled global mean estimates of each term in Equation 5.1 as well as other model diagnostics.  Many 

of these models were used as the basis for IPCC radiative forcing estimates [Forster et al., 2007].  Estimates of industrial-era BC 

DRF range from +0.2 to +0.9 W m-2.  The large diversity is due to different model choices that affect one or more of the factors in 

Equation 5.1.  Global emissions of BC range from 5700 to 18000 Gg yr-1.  Lifetime ranges from 3.3 to 10.6 days.  Global mean 

MACBC ranges from 4.3 to 15 m2g-1.  AFE ranges from 91 to 270 W m-2AAOD-1 (Table 5.2).  Because the correlation among these 

four factors can be negative [Schulz et al., 2006], and because no model has maximum or minimum values of all four factors, the 

diversity in the radiative forcing in Table 5.2 (+0.2 to +0.9 W m-2) is much smaller than the diversity estimated by multiplying the 

minima and maxima of the four factors (+0.05 to +3.7 W m-2).  The lower net diversity in simulated BC DRF is to some extent due 

to tuning simulations to match observational constraints on BC concentration and AOD.  The best estimates of each component are 

summarized in Sections 5.3 through 5.6 before providing a best estimate of BC DRF in Section 5.7. 

5.3.  Emission, lifetime, and burden 

   [7]   As discussed in Section 3, BC emission rates used in estimates of radiative forcing vary regionally and globally [Haywood 

and Boucher, 2000; Bond et al., 2004].  Commonly used values of global industrial-era emissions are 6300 Gg yr-1 for AeroCom 

[Schulz et al., 2006], but emissions as high as 18000 Gg yr-1 have been used [Chin et al., 2002].  For the Climate Model 

Intercomparison Program simulations for the IPCC Fifth Assessment Report, the value was 5700 Gg yr-1 for present-day emissions 

[Lamarque et al., 2010].  

   [8]   Column burden is proportional to BC emissions and to modeled lifetime.  Lifetime is determined by removal, which is 

represented differently in each model and varies by location and season.  Global average lifetime for BC varies by a factor of more 

than three for the models reported in Table 5.1.  Removal in precipitation plays a large role in aerosol lifetime [Ogren and 

Charlson, 1983], which is difficult to represent accurately at the coarse resolution of global modeling [Rasch et al., 2000; Textor et 

al., 2007; Croft et al., 2010].  Differences in dry deposition contribute to uncertainty as well [Easter et al., 2004; Bauer et al., 2008; 

Vignati et al., 2010].  Because removal processes depend on altitude, aerosol lofting also affects lifetime.  For example, Koch et al. 

[2007] showed that lofting of biomass-burning aerosols from South America led to longer lifetimes compared with African 

emissions.  Most developers of aerosol models have applied surface observations of BC concentrations and surface and satellite 
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retrievals of AOD to constrain emissions or the treatment of scavenging, so one would expect the product of emissions and lifetime 

(burden) to agree broadly with observations [Vignati et al., 2010]. 

   [9]  Early models used a limited number of parameters to account for subgrid variability in precipitation and the efficiency with 

which particles are scavenged.  These scavenging treatments used crude parameters that were applied globally.  More advanced 

models treat the coating of BC with hygroscopic material to form particles that are more readily activated to form cloud droplets 

and scavenged more efficiently.  The representation of scavenging affects the magnitude and seasonality of BC concentrations, 

especially at remote locations [Croft et al., 2005].  Model representation of the BC seasonal cycle in the Arctic improves with more 

accurate microphysical treatments [Vignati et al., 2010; Lund and Berntsen, 2012; Park et al., 2011]. 

   [10]   The global mean column burden of BC ranges from 0.11 to 0.53 mg m-2 in Table 5.1.  The studies with the largest radiative 

forcing estimate [MACR-Assim; Ramanathan and Carmichael, 2008; Chung et al., 2012] did not calculate a burden, but the BC 

simulation [Chin et al., 2002] that the studies relied on for absorption far from AERONET sites [Chung et al., 2005] had a global 

mean BC column burden of 0.6 mg m-2.  Some of the models did not constrain the combination of emissions and lifetime with BC 

concentration measurements [Vignati et al., 2010], including the model that estimated the largest BC burden [i.e., SPRINTARS, 

Table 5.2; Takemura et al., 2005].  Some of the diversity in the column burden of BC in Table 5.1 can be attributed to differences in 

emissions.  Yet many of the estimates used the same BC emission inventory and still yielded BC burdens differing by more than a 

factor of two (0.16 to 0.38 mg m-2) due to differences in lifetime [Schulz et al., 2006].  As discussed in Section 4.3, most models 

simulate surface BC concentrations within a factor of two of measurements in most regions, with weak over-predictions in Europe, 

under-predictions in biomass burning regions, and large under-predictions for eastern and southern Asia [Koch et al., 2009a].  

   [11]   Vertical lofting of BC affects its prospects for wet scavenging and hence its lifetime.  Vertical profiles of BC show that 

simulated concentrations have large biases in the free troposphere [Koch et al., 2009a].  High biases of a factor of 3 to 15 (average 

8) are found in tropospheric BC concentrations above the boundary layer at tropical and subtropical latitudes, while most models 

underestimate the BC concentrations in the Arctic troposphere, on average by a factor of 2.5 [Table 8 of Koch et al., 2009a].  

Adjustments to simple scavenging treatments cannot reproduce these observed distributions; increased removal in tropical regions 

would reduce the over-prediction at high altitudes there (see Section 4.4) but would enhance the low bias in the Arctic troposphere 

where abundances may be controlled by scavenging processes [Garrett et al., 2010].  However, improved treatments of scavenging 

may result in greater fidelity. 

5.4.  Mass absorption cross section  

   [12]   Section 2.5 discussed measured and modeled MAC of BC and particles that contain BC.  Section 2.5 also summarized how 

mixing of BC with other aerosol components would increase MACBC, and field measurements have found that BC particles are 

largely mixed with other components.  Since MAC depends on refractive index, water content, particle size and mixing with other 

aerosol components, measured MACBC data provide a useful diagnostic check for models when information about each variable is 

also known.  

   [13]   The global mean MACBC listed in Table 5.1 ranges from 4.3 to 15 m2g-1, with the AeroCom median around about 6.5 m2g-1.  

Many models have MACBC values similar to the Bond and Bergstrom [2006] estimate of 7.5 ± 1.2 m2g-1 for freshly emitted, 

externally mixed BC, and a few others are close to the estimates of about 12.5 m2g-1 for internally mixed aerosol.  Two models 

(LSCE and BCC-AGCM) are much lower than this range.  If models that assumed external mixing were excluded or adjusted for 

the increase in MACBC, the model average MACBC and the average estimated DRF would increase [Jacobson, 2000; Myhre et al., 

2009].  The internally mixed value of MACBC may be an upper limit on the global mean value because the actual global mean 

depends on how much of the BC is mixed with other components throughout the atmosphere. 
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   [14]   All global models that represent internal mixing report a large increase in absorption and positive forcing for internally 

mixed particles.  Haywood and Shine [1995] reported doubled forcing due to internal versus external mixing in a simple model.  

Jacobson [2001a] was the first to confirm that finding with realistic BC spatial distributions and accounting for the evolution of 

mixing state.  Chung and Seinfeld [2002] found a forcing increase of 36% for BC with homogeneous internal mixing compared with 

external mixing.  Bauer et al. [2010] included a core-shell representation in a multi-modal model.  Flanner et al. [2007] and Myhre 

et al. [2009] associated internally mixed values of MACBC with aged BC, and Adachi et al. [2010] explored several mixing 

assumptions in a global model.  Model treatment of aging and mixing affects both absorption and lifetime, often with compensating 

effects.  Ghan et al. [2012] found that two treatments of BC produced similar forcing estimates, as internally mixed BC had higher 

MACBC but was removed faster.  Stier et al. [2006a] found regional differences in which effect of BC mixing state dominates. 

5.5.  Scaling modeled BC AAOD to observations 

   [15]   BC AAOD is the product of three of the factors that determine BC DRF (i.e., E, L, and MACBC in Equation 5.1), and 

constraining this product can reduce uncertainty in radiative forcing.  In this section, we present an estimate of observationally 

constrained BC AAOD that is used to produce scaled forcing estimates in Section 5.7.   

   [16]   Measurements of AAOD are sparsely distributed, and many models underestimate BC AAOD, as shown in Figure 4.3.  In 

Section 4.4.2.1, we cautioned that both sampling bias and dust absorption could produce a high bias in BC AAOD inferred from 

AERONET AAOD.  Comparisons between model and observationally derived total AAOD in Koch et al. [2009a] include 

contributions from both BC and dust.  As a result, either or both BC and dust could be responsible for model discrepancies.  

However, AAOD comparisons for regions and seasons not affected by dust still show that many models simulate too little 

absorption in the atmosphere and, therefore, underestimate BC DRF. 

   [17]   To obtain an estimate of BC AAOD constrained more closely by observations, a method was developed to scale modeled BC 

AAOD fields using BC AAOD inferred from the AERONET ground-based network.  Appendix B gives the details and background 

of this method.  Briefly, sampling biases in the AERONET retrievals of total AAOD were removed, and BC AAOD was estimated 

from total aerosol AAOD by subtracting the contribution to AAOD by dust.  This process allocates all non-dust absorption to BC.  

To the extent that organic aerosol contributes to AAOD, our estimate of BC AAOD is biased high.  Biases in the AeroCom median 

model BC AAOD were quantified by calculating the ratio of the observationally constrained and modeled values at the same month 

and location.  The scale factors so determined were then extended to other grid boxes within the region, including outflow from that 

region over the ocean.  This expansion of scale factors relies on the spatial distribution of BC in the AeroCom median model.  

   [18] BC AAOD estimated this way is found to be much greater than modeled BC AAOD, so the procedure increases the globally 

averaged estimate of total BC AAOD from 0.0021 before scaling to 0.0060 after scaling.  As discussed in Section 5.9, causes of the 

resulting BC AAOD changes would likely have affected pre-industrial BC AAOD as well, so we applied the same scaling factors to 

pre-industrial BC AAOD.  Hence, the global mean industrial-era BC AAOD increases by the same factor, from 0.0017 before 

scaling to 0.0049 after scaling.  These increases in BC AAOD are large, but previous estimates that employ observations have also 

found BC AAOD much greater than model values (see Section 5.8). 

5.5.1.  Sensitivities in AAOD scaling 

   [19]   A summary of modeled BC AAOD values before scaling is presented in Table 5.2 and summarized in Figure 5.3.  Industrial-

era, global-mean BC AAOD from models without any scaling ranges from 0.0006 to 0.0035, with two models that included internal 

mixing giving values above 0.0030 and the remainder lying within 30% of the median value.  Figure 5.3 also shows BC AAOD 

estimates scaled to observations for industrial-era sources and for all sources.  For both scaled and unscaled fields, all-source BC 

AAOD is higher than the industrial-era average by about 23%. 
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   [20]   Error bars in the scaled estimates in Figure 5.3 reflect uncertainty in the spatial distribution of BC in the model used to 

extend scaling to regions without observations.  This uncertainty is estimated by applying the full scaling procedure to three 

additional modeled fields (SPRINTARS, GOCART, and UMI) that were chosen to represent high and low average BC AAOD.  The 

scaled value of global BC AAOD ranges from 0.0046 for SPRINTARS to 0.0064 for UMI, so the highest initial model field results 

in the lowest scaled value. 

   [21]   The BC AAOD values derived in Appendix B are very sensitive to assumptions imposed in the use of the AERONET data 

fields, as discussed in Appendix B.  To demonstrate this, Figure 5.3 shows estimates of all-source BC AAOD with three different 

changes in basic assumptions used in deriving BC AAOD from AERONET observations.  The revised AERONET fields are then 

used to rescale the AeroCom model fields and a new global estimate is calculated.  First, BC AAOD is separated from total AAOD 

by combining the AERONET size distribution for submicron particles and the retrieved AERONET refractive index.  This method 

of separation reduces the mean BC AAOD from the baseline estimate of 0.0060 to 0.0034, but does not account for the differing 

properties of submicron and super-micron aerosol.  This method ascribes a relatively small AAOD to BC and a large AAOD to 

dust.  Second, the selection of AERONET stations introduces an uncertainty of 30%.  When four different subsets of stations were 

used for the scaling of all-source BC AAOD, global averages ranged from 0.0057 to 0.0071.  The analysis presented here includes 

this uncertainty.  Third, if all absorption were attributed to BC, the modeled BC-AAOD field would increase by a factor of 1.33 to 

0.0086.  Fourth, the AERONET Version 2.0 data exclude low-AOD conditions, so that average AAOD values in that dataset are 

biased high.  If the AERONET Version 2.0 data were used, estimated BC AAOD would increase by a factor of 2.2, to 0.0143 (not 

shown in Figure 5.3 due to limited scale).  The interpretation applied here does not suffer from this bias because of the method used 

to interpret the AERONET data.  BC-DRF estimates relying on averages of published AERONET AAOD data cannot account for 

this bias and are expected to be much greater than those derived in this assessment.  These sensitivity calculations highlight the 

importance of clearly stating assumptions and their consequences when using AERONET observations to scale modeled fields of 

absorbing aerosol.   Other uncertainties in this analysis, used to set bounds on BC DRF, are discussed in Section 5.7.3. 

5.5.2.  Reasons for low bias in modeled AAOD  

   [22]   Because BC AAOD is the product of MACBC and BC burden (see Section 5.2), the mismatch between modeled and observed 

BC AAOD may derive from errors in modeling both factors.  Apportionment is considered separately for AAOD resulting from 

open biomass burning and energy-related combustion in the ten regions shown in Figures 3.1 to 3.3.  

   [23]   We first assume that the MACBC scale factor for all months and regions is 1.5 (i.e., the approximate ratio between the MAC 

of internally and externally mixed BC).  Most models in the Phase I AeroCom group described here did not account for internal 

mixing and the AeroCom median BC AAOD at each grid box likely represents aerosol with this lower MACBC.  We also assume 

that AAOD attributable to open burning and energy-related sources are proportional to their emissions; that is, aerosol lifetimes 

from the two sources are similar in each month.  The scaled BC AAOD values for each source are then averaged over the year to 

produce an annual BC AAOD, and then divided by the original BC AAOD to give an annually averaged scaling factor. 

   [24]   Figure 5.4 displays the annual scale factors for each region and source group.  Although our assumption of similar lifetimes 

between the source groups may be questionable, the method should produce dissimilar scale factors if more correction is needed 

during months with high or low biomass burning.  The bars for each scale factor show the portions attributable to BC burden 

(closed) and MACBC (open).  The middle panel of Figure 5.4 also shows the annual fraction of BC AAOD attributed to energy-

related emissions versus biomass burning emissions, and also shows estimates of the amount attributed to dust in each region.  This 

fraction is not a true estimate of regional dust AAOD, as it does not account for the difference in the dust spatial distribution.  

Instead, it shows the amount of AAOD that would be added if BC-AAOD fields were scaled to total AAOD instead of BC AAOD.  

Regions with a high apparent dust fraction have greater uncertainty in BC AAOD because of the difficulties in separating the two.  
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The narrow blue box shows the dust fraction that would be inferred using an alternate technique: applying the AERONET-retrieved 

refractive index to the fine fraction of the retrieved size distribution.  Finally, the rightmost panel of Figure 5.4 shows the 

contribution of each land region to scaled global BC AAOD.  These percentages do not sum to 100% because 35% of the BC 

AAOD occurs over oceans.  Over half of this BC AAOD, or 20% of the global total, occurs in outflow regions for which scaling 

was affected by adjacent continents.  

   [25]   Burden scale factors greater than unity (solid bars) in Figure 5.4 indicate that the AeroCom median model usually 

underestimates the burden.  Differences between energy-related and biomass burning scaling factors are small, indicating that 

corrections are not wholly attributable to either one.  The greatest burden underestimates, by factors of three to four, are found in 

South and Southeast Asia.  Most other regions require significant increases of 60 to 160%.  Modeled burdens are more realistic, 

within 40%, in North America, EECCA, and Europe; this analysis is consistent with surface observations in Europe (see Figure 4.2 

and Section 4.5).  Some regions requiring large scaling factors are dominated by energy-related emissions, and the underestimate 

must occur in those emissions.  In other regions, particularly Africa and Southeast Asia, open burning is a large fraction of BC 

AAOD.  Uncertainties in attribution between BC and dust are greatest when apparent dust fractions are large, which could affect the 

global burden greatly in Africa.  Section 5.9 discusses the implications for emission rates, and compares the findings presented here 

with previous model-measurement comparisons. 

5.6.  Forcing efficiency  

   [26]   Radiative effects of BC are estimated by comparing radiative transfer calculations with and without BC emissions, 

accounting for scattering and absorption by the surface and by gases, clouds and other aerosol components throughout the 

atmosphere.  Aerosol optical properties are important inputs to determine the magnitude and location of aerosol absorption and 

scattering.  However, once the optical depths and single-scattering albedo are known, variations in global-average radiative forcing 

per absorption optical depth are largely driven by environmental variables, especially the reflectivity of the underlying surface.  BC 

aerosol alters the ToA net energy balance much more over a bright reflective surface or cloud layer than above a dark one 

[Haywood and Shine, 1995; Chyìlek and Coakley, 1974].  This sensitivity produces the three-fold diversity in the global mean 

absorption forcing efficiencies (AFE) listed in Table 5.2, with values ranging from 91 to 270 W m-2AAOD-1.  Figure 5.5 shows the 

spatial distribution of annually averaged AFE from the AeroCom median model.  It tends to be higher for aerosol located over land 

and stratus clouds, and the highest values occur over snow.  

5.6.1.  Vertical location of BC  
   [27]   Top-of-atmosphere AFE is enhanced considerably when BC is located over clouds compared with over the dark ocean 

surface.  Thus, some of the diversity in AFE is caused by differences in the BC vertical distribution because elevated BC is more 

likely to overlie low clouds [Haywood and Ramaswamy, 1998].  BC over low clouds increases forcing disproportionately compared 

with BC in clear skies, while BC under clouds has a decreased contribution [Haywood and Ramaswamy, 1998; Zarzycki and Bond, 

2010].  Greater solar flux at high altitudes can also increase forcing by high-altitude BC [Samset and Myhre, 2011].  Comparing 

forcing from models that all use the same emissions, the model with the lowest AFE of 91 W m-2AAOD-1 places 14% of the total 

BC mass above 5 km, and the model that simulates the highest forcing efficiency of 270 W m-2AAOD-1 has 37% of its BC above 5 

km.  Textor et al. [2006] find that the fraction of the simulated BC mass above 5 km ranges from 7 to 37% for 16 AeroCom models.  

Direct forcing by BC can be greatly intensified when aerosol-cloud collocation on sub-grid scales is considered [Chand et al., 

2009], and this is not treated in global models or in this estimate. 

   [28]   How realistic are simulated vertical distributions of BC?  As discussed in Section 4.5, recent measurements have shown that 

aerosol models generally simulate too much BC in the upper troposphere, especially at tropical and mid-latitudes [Schwarz et al., 

2010].  Models also underestimate the decrease in aerosol extinction with altitude [Yu et al., 2010].  Adjustments to reduce these 
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biases are likely to put more of the BC below rather than above clouds and, hence, reduce estimates of the ToA radiative forcing by 

BC.  Thus, the highest values of AFE shown in Table 5.2 are probably unrealistic.  Zarzycki and Bond [2010] estimate that radiative 

forcing would decrease by approximately 15% if a model with an intermediate BC vertical profile was scaled to match measured 

profiles.  Koffi et al. [2012] compared AeroCom models and CALIPSO measurements and found that aerosol was too high by about 

400 m (range of 50 to 1080 m) in source regions.  This finding also suggests a forcing decrease of approximately 15% when 

combined with the sensitivities given by Samset and Myhre [2011]. 

5.6.2.  Horizontal location of BC  

   [29]   Some of the diversity in AFE could also be due to differences in the BC horizontal distribution, particularly with respect to 

the albedo of the underlying surface or the amount of sunlight at different latitudes.  Kinne et al. [2006] find the greatest diversity in 

the simulated BC burden is in polar regions, Textor et al. [2006] find that the fraction of BC mass between 80° and 90° N varies 

greatly in the AeroCom models, and Shindell et al. [2008] find that all BC models in their study simulate far too little BC at Barrow 

and Alert (both in the Arctic), particularly during winter and early spring.   

5.7.  All-source and industrial-era BC DRF 

   [30]   Figure 5.6 summarizes the two major determinants of direct radiative forcing—BC AAOD and AFE—for the model results 

reported in Tables 5.1 and 5.2.  Figure 5.6(top) shows that modeled radiative forcing has a strong relationship with modeled AAOD.  

AFE is the ratio between forcing and AAOD, and varies among models.  Figure 5.6(bottom) shows larger AFE for models with 

more BC above 5-km altitude, which suggests that AFE can be strongly affected by the amount of BC above 5-km altitude. 

5.7.1.  Scaled estimates of BC DRF  
   [31]   Many of the models with results reported in Tables 5.1 and 5.2 simulate too little BC AAOD compared to atmospheric 

observations and, therefore, too little BC DRF.  If modeled values of AFE were trustworthy, then a best estimate of all-source 

radiative forcing could result from multiplying those values by a best estimate of BC AAOD for every grid cell and season and 

averaging over the globe.  A map of the increase in radiative forcing obtained by applying this method with the AeroCom median 

model is shown in Figure 5.7.  Because we do not have all the modeled forcing fields to perform this scaling, we capture the 

diversity in AFE by scaling each of the model-based estimates of industrial-era radiative forcing using the observation-based 

estimate of industrial-era BC AAOD, which has a global annual mean of 0.0049.  These estimates are only approximate because the 

scaling ignores regional and seasonal variations.  However, this scaling method does improve absorption fields that are too low 

when models do not include internal mixing or sufficient emissions.  

   [32]   Table 5.2 shows the industrial-era BC-DRF values from each model, scaled by the ratio of the observationally based BC 

AAOD to the modeled BC AAOD.  These scaled values range from +0.48 to +1.32 W m-2, with a mean and standard deviation of 

+0.84 ± 0.21 W m-2.  Radiative forcing is increased for all models because all models simulate a lower BC AAOD.  Similarly, this 

scaling can be used to estimate DRF by all BC sources.  Model BC-DRF values scaled to the total BC AAOD of 0.0060 are also 

listed in Table 5.2.  Estimates range from +0.59 to +1.63 W m-2, with a mean and standard deviation of +1.03 ± 0.26 W m-2. 

5.7.2.  Central estimate of BC DRF 

   [33]   For a central estimate of BC DRF, we use an average of the scaled radiative forcing estimates in Table 5.2.  However, 

Section 4.6 showed that most models overpredict BC at high altitudes, leading to an overestimate of BC DRF.  Therefore, we 

estimate a central value of 15% less than the mean of all estimates to compensate for the tendency of models to place BC at too high 

altitudes and, hence, produce an unrealistically high radiative forcing efficiency, as discussed in Sect. 5.6.1.  

   [34]   With this scaling, the central estimate of global annual DRF by industrial-era BC is +0.71 W m-2.  The central estimate of 

DRF by all-source BC is +0.88 W m-2.  These values may be considered an observationally constrained model average.  This 
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estimate includes forcing due to atmospheric absorption by organic carbon since our estimate of BC AAOD includes absorption by 

both BC and OA.  In Section 10 total aerosol DRF from sources that emit BC is estimated, and there we do not account for 

atmospheric absorption by OA, so while BC DRF may be biased high the total forcing by emissions from sources that include both 

BC and OA do not include this bias. 

   [35]   The modeled forcing discussed above was calculated only at visible wavelengths, except for the work of Jacobson [2010].  

Aerosols can also interact with infrared radiation, especially in source regions [Lubin and Simpson, 1994].  Reddy et al. [2005b] 

estimated infrared forcing by BC as +0.006 W m-2.  Jacobson [2001b] presented a graphical summary in which ToA direct infrared 

forcing by BC was small relative to forcing at visible wavelengths.  Therefore, we assume that the central estimate given above 

encompasses infrared forcing, even if most models have neglected it.  

5.7.3.  Uncertainties in BC DRF 

   [36]   A 90% confidence range for BC DRF is based on independent uncertainties in the industrial-era BC AAOD and the radiative 

forcing efficiency, AFE.  The final estimate of uncertainty is higher than reflected in the diversity of scaled BC DRF estimates listed 

in Table 5.2, which do not account for uncertainty in BC AAOD. 

   [37]  Appendix B provides an estimate of the uncertainty in BC AAOD.  Uncertainties are caused by the spatial patterns of BC 

AAOD used in filling gaps between AERONET sites, ambiguity in how the scale factor is defined, the limited number of 

AERONET sites, clear-sky biases in the BC AAOD, the influence of BC transport from sources to oceanic regions, and the impacts 

of fine-mode dust and OA on the estimate of BC AAOD.  The industrial-era BC-AAOD estimate has an additional 18% uncertainty 

due to a 50% uncertainty in the estimate of the pre-industrial background.  We assume that the overall uncertainty of the total 

AAOD retrieval contributes to the above-mentioned sources of uncertainty, although the degree of this contribution is unknown, 

and we thus do not account separately for it.  One factor that could decrease the BC DRF is the attribution of more AAOD to dust.  

As discussed in Appendix B, we allow this factor to introduce an asymmetric uncertainty.  The 90% uncertainty range is from 

0.0023 to 0.0088 for all-source BC AAOD and from 0.0014 to 0.0078 for industrial-era BC AAOD. 

   [38]   The uncertainty in AFE is estimated as 1.6 times the standard deviation of the model AFE values listed in Table 5.2.  This 

uncertainty of 40% is attributable to the vertical location of BC relative to clouds [Zarzycki and Bond, 2010], the effect of surface 

albedo, the temporal covariance of the clouds and BC, and the choice of radiative transfer code [Boucher et al., 1998].  Schulz et al. 

[2006] attributed a variation in total aerosol cloudy-sky radiative forcing of ±0.26 W m-2 among 9 AeroCom models mainly to 

diversity in forcing above clouds.  However, this diversity in AFE has not been apportioned to individual sources of uncertainty. 

    [39]   Our final estimate of 90% uncertainty bounds comes from combining the uncertainties in AAOD and the 49% uncertainty in 

AFE.  The global annual DRF by industrial-era BC is estimated to have an uncertainty range of +0.08 to +1.27 W m-2 about the 

central estimate of +0.71 W m-2.  This range spans all scaled estimates listed in Table 5.2.  The uncertainty range for all-source BC 

is +0.17 to +1.48 W m-2 about the central estimate of +0.88 W m-2. 

   [40]   A final uncertainty not estimated here is caused by interpretation of AERONET remote-sensing data.  Such data sets are 

subject to periodic revision, and changes in the interpretation would shift the estimate of AAOD and forcing presented here.  

5.8.  Previous observationally scaled radiative-forcing estimates 

   [41]   Three previous studies have reported similar estimates of all-source BC DRF by scaling to AERONET data.  Sato et al. 

[2003] scaled modeled fields to the AERONET Version 2.0 product to obtain modeled forcing of +1.0 W m-2.  As discussed 

previously (Section 5.5.1), this product eliminates low-AOD observations, with the result that the average AAOD has a high bias, 

and any scaling of BC AAOD using that product is also biased high.  The Sato et al. BC AAOD relied on data from earlier years, so 

their value of 0.006 is not as high as our value extracted from AERONET Version 2.0 averages (0.0143). 
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   [42]   Ramanathan and Carmichael [2008] estimated forcing of +0.9 W m-2 by combining modeled fields with AERONET data, 

MODIS data, and estimated ω0.  Modeled fields were based on Chung et al. [2005], which reports BC AAOD of about 0.0068.  

Both BC AAOD and AFE are similar to those derived here, and the DRF estimate for all-source BC (+0.9 W m-2) is similar to the 

value given here.  Chung et al. [2005] also point out that correcting MODIS AOD with those of AERONET decreases the estimated 

global AOD by 25%.  

   [43]   The most recent observationally based estimate, by Chung et al. [2012], used a combination of AERONET retrievals, 

partitioning to distinguish BC AAOD from contributions by dust and organic carbon, satellite retrievals of AOD, and model 

estimates of single-scattering albedo.  Their estimate of BC AAOD (0.0077) is 28% larger than our best estimate.  However, this 

study also estimates a relatively low AFE value (97 W m-2 AAOD-1); applying this value to our best estimate of BC AAOD 

produces a BC DRF that is much smaller than that of most estimates in Table 5.2.  Chung et al. [2012] estimate an uncertainty range 

for all-source BC AAOD of 0.006 to 0.009.  The lower bound is much higher than ours, because we have more strongly weighted 

the possibility that more AAOD is attributable to dust. 

5.9  Implications of increased BC AAOD 

5.9.1  Apportionment of bias in BC AAOD 

   [44]   It is of interest to attribute the model bias in BC AAOD to causes beyond the division between MACBC and burden presented 

in Figure 5.4.  The required burden scaling could be caused by emissions, by atmospheric lifetime, or a combination of the two.  

Inverse modeling that explored adjustment of both removal processes and emissions might help to apportion the bias with more 

confidence, but these studies are beyond the scope of this assessment.  However, because the scaling factors were mainly 

determined using land-based AERONET observations, they are less strongly affected by modeled removal than they would be if the 

observation sites were very distant from sources.  Sensitivity studies reported by Koch et al. [2009], as shown in Figure 4.2, show 

that the ratios between observed and modeled concentrations could change by 10% if aging rates were altered by a factor of two in 

either direction.  An exception to this finding is North America, for which altered lifetimes would alter the comparison more 

greatly, but modeled burdens in that region are modeled reasonably well.  It is likely that underestimates of emissions are a major 

cause of the observed discrepancies.   

5.9.1  Revised estimate of BC emissions  

   [45]   Emission rates that would be required to match observations were estimated by applying the monthly regional scale factors 

described above to modeled emissions in each region.  Then, annual emissions were determined by summing the monthly 

emissions.  Table 5.3 shows the annual scaled totals for energy-related and open-burning emissions and compares them with the 

bottom-up emission estimates in Section 3.  This division between energy-related and open-burning scale factors depends on the 

modeled seasonality of these major source groups, as well as the assumption that monthly scale factors for each group are equal.  

The scaling of emission totals is more robust than the apportionment of scaling between the two categories.   

   [46]   Table 5.3 summarizes these scaled  annual emissions.  Three emission estimates are given in the table: modeled emissions, 

which are an estimate of the median used by AeroCom models; scaled emissions, which are inferred using the burden scale factors 

applied to monthly emissions; and current emissions, which are the bottom-up estimates summarized in Section 3.  Current emission 

estimates are different than those used by the AeroCom models that produced the fields for analysis.  Although energy-related 

emissions are similar, modeled open-burning emissions in AeroCom models were about 35% higher than the most current values.  

   [47]   Scaled estimates for all-source annual emissions are 17000 Gg BC yr-1, a factor of 2.2 increase over current emission 

estimates and modeled values.  Because AERONET observations from years 2000 to 2009 were used for scaling, this emission 

estimate is approximately associated with the year 2005.  In this simple scaling exercise, energy-related and open-biomass 
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emissions are scaled each month resulting in similar scaling for annual totals which are 10100 Gg BC yr-1 and 6800 Gg BC yr-1, 

respectively.  Table 5.3 also gives estimates of industrial-era emissions, inferred by subtracting the scaled pre-industrial emission 

values.  The industrial-era total is 9750 Gg BC yr-1 for energy-related emissions and 4200 Gg BC yr-1 for open biomass emissions.  

   [48]   The industrial-era emission estimate of about 13900 GgC yr-1 is the value obtained with a simple scaling of AAOD.  

However, several caveats apply to the method described here.  First, this scaling method neglects the fact that burden in some 

regions may be caused by emissions in other regions.  According to tagged-tracer modeling given in Bond et al. [2011], Middle 

Eastern concentrations are affected by South Asian emissions; Southeast Asian concentrations have significant contributions from 

both South Asia and East Asia; and the Pacific region is affected by all Asian emissions.  However, the model used tends to over-

transport aerosol, as evidenced by atmospheric burdens at high altitudes.  A true inverse modeling approach would give a better 

estimate of emissions in each region, but modeled transport and removal should be more thoroughly evaluated before embarking on 

such a study.  We caution that inferred emissions in Southeast Asia and the Pacific are particularly uncertain.  

   [49]   Second, as discussed above, uncertainties in modeled lifetimes could also contribute to errors in burdens.  Changes in 

modeled lifetime were shown to alter modeled BC by about 10% at the observation sites (see Figure 4.2), which would alter 

inferred emissions by the same amount.  Third, the MACBC scale factor used here is also simplified because it assumes that BC is 

always internally mixed and, therefore, amplifies absorption at the observation sites.  If BC were externally mixed at observation 

sites, the MACBC scale factor would decrease and the burden scale factor would increase.  If the appropriate MACBC scaling were a 

20% increase instead of 50%, all-source emissions would be estimated as 21000 Gg BC yr-1.  For an assumed increase of 80%, the 

estimate would be 14000 Gg BC yr-1.  Finally, observations are sparse in many of the regions with the largest emissions and the 

largest estimated increases.  In the absence of more definitive studies that explain biases in aerosol absorption, the central value is 

used as a best estimate of industrial-era BC emissions throughout this assessment.   

5.9.2  Scaling of modeled AAOD in the context of other evidence 

   [50]   Inverse modeling studies and other comparisons between models and measurements were discussed in Section 4.5.1.  As 

these studies have attributed errors to emission biases rather than modeling of any other factor, we compare them with the emission 

increases in Table 5.3.  

   [51]   Scaled emissions for total biomass burning BC of 6800 Gg yr-1 are in good agreement with the upper limit derived by Zhang 

et al. [2005].  The increase by a factor of 2.5 falls within the large uncertainty ranges for biomass smoke given by Reid et al. [2009] 

and Kaiser et al. [2012].  Carbon monoxide measurements do not indicate such a large discrepancy, so either modeled emission 

factors or modeled aerosol lifetimes are suspect.  Section 3.7.2.3 discussed some reasons why modeled biomass burning emission 

factors could be too low.  These proposed adjustments should also apply to the pre-industrial background used here and, hence, the 

scaling described here is also represented in our estimate of pre-industrial AAOD.  

   [52]   The finding that small to moderate emission increases are required in North America and Europe is in reasonable agreement 

with inverse modeling studies.  Scaled emissions in Figure 5.4 suggest that emissions for East Asia should increase as suggested by 

Kondo et al. [2011c], but by 90% instead of 30%.  Since inverse modeling by Hakami et al. [2005] suggested that BC emissions in 

East Asia were approximately correct at an earlier date, the increased emissions may be related to growth, estimated as 30 to 50% 

[Lu et al., 2011].  The higher emission estimates for South Asia are 30% greater than those estimated by Dickerson et al. [2003] for 

a much earlier year, and they agree with observations that modeled burdens in that region are too low by about a factor of 4 to 5.  

   [53]   Scaled global energy-related emissions are estimated at 10100 Gg yr-1, with 80% of the increase appearing in Africa, South, 

East, and Southeast Asia.  Although the apportionment between energy-related emissions and biomass burning is not certain, it 

would be difficult for the small amount of biomass burning in South and East Asia to cause such a large discrepancy.  Applying the 

higher BC emission factors recommended by Cooke et al. [1999] for power generation would cause much greater discrepancies in 
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North America and Europe than currently exist.  The evidence points to underestimation of emissions in regions with low 

regulation, so that sources such as poorly operating vehicles, industrial installations, or high solid-fuel combustion may be 

responsible. 

   [54]   Land regions of Latin America, Africa, Southeast Asia, and the Pacific region (see Figure 3.1) are, together, responsible for 

40% of the global BC AAOD, and suggested scaling factors in these regions are 2 to 3.5.  Especially uncertain are findings for 

Africa, where 25% of global AAOD is found, and partitioning between BC and dust affects inferences about the magnitude of BC 

AAOD.  Inverse modeling studies or continent-wide comparisons with long-term measurements have not been reported for these 

regions.   

   [55]   In summary, we find that global AAOD from AeroCom models is low compared to that suggested by observations, that this 

underestimate occurs in particular regions, and that it cannot be fully explained by the absorption enhancement produced by internal 

mixing or by uncertainties in retrievals.  Modeled absorption is reasonable in regions with the best measurement coverage, relevant 

emission measurements, and low biomass-burning emissions: North America and Europe.  The dominance of different source 

categories and larger uncertainties in the other regions (Figure 3.3, Section 3.7.1) that require increased scaling to match 

observations suggests that poorly modeled emissions are a potential cause.  Studies using space-based remote sensing indicate that 

modeled aerosol concentrations and absorption from biomass burning are too low (Section 4.5.1), and an independent line of 

argument indicates that biomass-burning emission factors could lead to underestimates of absorption (Section 3.7.2.3).  Surface 

measurements in South and East Asia indicate that models using the emissions summarized in Section 3 would underestimate 

observed BC concentrations (Section 4.5.1).  In Asia, where emissions have increased since the global emission fields were 

developed (Section 3.8), some of the underestimation is to be expected.  Although we cannot fully exclude modeled lifetimes, 

instrumental uncertainties, and the division of remotely-sensed AAOD into BC and dust components in some regions (particularly 

Africa) as explanatory factors, multiple lines of evidence support the position that AeroCom models using year-2000 BC emissions 

substantially underestimate absorption and direct radiative forcing.  Despite the inherent limitations of these models, they are 

required to produce estimates of global forcing, because global space-based observations cannot separate radiative impact by 

chemical component.  Model fields scaled to observations are therefore used to develop our best estimate of direct radiative forcing. 

5.10.  Summary of uncertainties in BC DRF 

   [56]  The discussion in this section shows that several factors affecting BC radiative forcing are not well constrained.  First, the 

most quantitative and widespread data set for determining atmospheric absorption is remote sensing provided by AERONET, but 

use of these observations requires an estimate of the division between AAOD attributable to BC and dust.  Different plausible 

assumptions can greatly alter the inferred BC AAOD, up to a factor of two.  Parameters retrieved from AERONET observations, 

such as size distributions or wavelength dependence of absorption, have been used in interpreting AAOD data, but these have not 

been thoroughly evaluated with in-situ measurements.  Second, the dust refractive index may have large variability within regions 

[Moosmüller et al., 2012; Wagner et al., 2012] and could greatly affect the estimate of dust AAOD and the inference of BC AAOD.  

Third, despite the uncertainties, observations indicate more BC AAOD than is modeled by about a factor of 2.5.  A simple scaling 

procedure indicates that a large increase in emission estimates is warranted for biomass burning and for energy-related sources in 

developing regions.  Emission factors may explain low biases in modeled biomass burning emissions, but the cause of errors in 

energy-related emissions is unknown.  Fourth, despite the fact that emission rates are implicated in underestimates of BC AAOD, a 

full attribution of differences in BC distributions to errors in model emissions, transport or removal rates is not yet possible.  No 

simple adjustment to modeled transport can explain the range of model biases (see Section 4.7).  Fifth, the contribution of absorbing 

organic aerosol to AAOD has not been elucidated.  Attribution of some of the absorption to OA rather than BC would reduce the 
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direct forcing estimate for BC and make that of OA less negative or more positive.  Finally, model evaluations are limited in regions 

that contribute large fractions of the global AAOD, because few long-term observations are available. 

   [57]   Although present-day observations can be used to adjust modeled forcing terms, a lack of understanding of the causes of bias 

limits the accuracy of modeled forcing for the past and future.  Further, vertical transport and therefore location of BC is poorly 

modeled, so that modeled absorption forcing efficiency also contains errors.  While biases in BC distributions in the Arctic produce 

only small errors in global, annual average BC AAOD (and thus forcing), they produce large biases in forcing within the Arctic, 

where BC may contribute to greater-than-expected warming and declines in sea ice [Quinn et al., 2008, 2011].  In subsequent 

sections, horizontal and vertical distributions are shown to affect the interaction with clouds (Section 6) and forcing in snow and sea 

ice (Section 7).  Thus, a lack of understanding of process fundamentals and the resulting modeled biases are large sources of 

uncertainty in all BC forcing terms. 

   [58]   The amount of aerosol in the pre-industrial atmosphere is also poorly known.  Biomass burning produced much of this 

aerosol, and pre-industrial estimates used here were based on the emissions given by Dentener et al. [2006].  Although biomass 

burning has increased overall during the industrial era, charcoal records suggest that activity in some regions was similar between 

1750 and today [Marlon et al., 2008].  Although this pre-industrial background does not affect the estimate of total radiative 

forcing, it does affect industrial-era forcing and temperature change since pre-industrial times.  We retain conventional 

nomenclature and refer to this background value as that of 1750, but we caution that it represents a reference atmosphere rather than 

a true pre-industrial value. 

6. Black carbon interactions with clouds 

6.1.  Section Summary 

   [1]    

1. Black carbon may change cloud cover, emissivity, or brightness in four ways: 1) by changing the vertical temperature structure 

of the atmosphere, which could shift cloud distributions (semi-direct effect); 2) by changing the number concentration of liquid 

cloud droplets and the lifetime of liquid clouds; 3) by changing phase partitioning and precipitation in mixed-phase clouds; and 

4) by changing ice particle number concentration.  These effects may cause either positive or negative radiative forcing.  Very 

few model studies isolate the influence of BC on each effect.  All aerosol effects on clouds are highly uncertain, and the isolated 

effects of BC have even greater relative uncertainty. 

2. Many of the cloud effects described here may be considered rapid adjustments, either to direct radiative forcing or to the 

presence of BC.  However, all effects can be quantified in units of climate forcing, a practice we continue here for consistency 

with previous studies and for convenience.  

3. In the semi-direct effect, cloud cover can increase or decrease, depending on region and conditions.  Some studies examining 

regional cloud reduction have suggested a positive forcing, but global model studies indicate that the BC semi-direct effect 

averages -0.1 ± 0.2 W m-2 for industrial-era forcing if all BC is emitted at the surface.  An additional -0.28 W m-2 is added to the 

lower uncertainty range to account for the potential reduction of high-level clouds from biomass-burning BC, making the 90% 

uncertainty range –0.44 to +0.1 W m-2 over the industrial era.  Major uncertainties include poorly modeled BC vertical 

distributions and the fidelity of modeled cloud responses.  

4. BC has two competing indirect effects on liquid clouds.  First, adding BC increases the aerosol number concentration.  If the 

number of cloud droplets also increased, negative forcing by clouds would increase, but BC-rich particles are inferior cloud-

forming particles.  Second, BC particles may also serve as sites to collect soluble material, reducing overall cloud droplet 

number concentration and producing a positive forcing.  BC alone is estimated to have an indirect climate forcing of about -0.1 
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W m-2.  Many studies do not separate this effect from the semi-direct effect discussed above, so an isolated estimate is difficult 

to obtain.  Therefore, we estimate the combined industrial-era climate forcing from liquid-cloud and semi-direct effects as -0.2 

(with a 90% uncertainty range of -0.61 to  +0.1 W m-2).  

5.  Greater absorption by BC within cloud droplets decreases cloud albedo, heats clouds, and dissipates them.  This is a special 

case of the semi-direct effect that we estimate separately as a climate forcing of +0.2 W m-2, with a 90% uncertainty range of -

0.1 to +0.9 W m-2 over the industrial era.  Model results for this effect are very sensitive to the representation of optical 

properties for the mixed BC and cloud droplet. 

6. The liquid-cloud indirect effect is sensitive to BC particle size and to mixing with other particles.  Many model studies indicate 

that particles emitted from biofuel combustion appear to have more negative forcing per emission than do particles from fossil-

fuel combustion, possibly because of size or co-emitted POA. 

7. The BC mixed-phase indirect effect acts on clouds that are part liquid and part ice.  BC may act as ice nuclei (IN) that enhance 

ice formation and increase ice fall-out.  An estimate for this effect is +0.18 ± 0.18 W m-2 for industrial-era climate forcing and 

90% uncertainty range, but the magnitude would be reduced for BC mixed with sulfate. 

8. In the ice-cloud indirect effect, greater IN concentrations either increase or decrease the concentrations of ice particles and the 

lifetime of cirrus clouds, depending on conditions.  Cirrus clouds affect both shortwave and longwave radiative fluxes.  The 

cloud cover change and forcing may, therefore, be positive or negative.  Two model studies estimate effects of opposite signs: -

0.4 and +0.4 W m-2.  Laboratory and field observations suggest that both BC concentration and BC’s ability to act as IN are 

probably less than assumed in these model estimates.  We estimate an industrial-era climate forcing of 0 ± 0.4 W m-2 (90% 

uncertainty range) for this highly uncertain effect, which excludes the effects of aviation.  These effects are sensitive to 

assumptions about BC’s role as IN and to the number concentration and mixing state of BC particles in the free and upper 

troposphere.  Ice-cloud effects also depend on the assumed background conditions, including concentrations of other IN and 

updraft velocities. 

9. Few modeling and measurement studies are able to constrain cloud-absorption, mixed-phase and ice-cloud indirect effects.  

Consequently the uncertainties are large.  Model diversity, rather than true uncertainty propagation, provide uncertainties in 

cloud radiative forcing.   

6.2.  Introduction 

   [2]   Clouds and their responses to aerosol addition introduce a large uncertainty in the understanding of total climate forcing and 

climate response [Heintzenberg and Charlson, 2009].  The general term ‘indirect effects’ refers to the suite of climate forcings that 

aerosols impose through the modification of cloud properties [Forster et al., 2007; Denman et al., 2007].  Aerosol indirect effects 

on clouds have been extensively studied, but the influence of BC alone has received less attention.  Although BC makes a small 

contribution to aerosol mass load in the atmosphere, it may play an important role in determining the CCN or IN particle number 

concentration that in turn alters indirect effects. Aerosol indirect effects and BC’s role in the indirect effect differ depending on the 

cloud phase: liquid, ice or ‘mixed’ containing both liquid and ice, and these are discussed individually. Furthermore, absorption by 

BC embedded within cloud droplets is greater than that of BC alone or with coatings.  

   [3]   Figure 6.1 summarizes the mechanisms by which BC can influence clouds.  A brief overview is given here before the detailed 

discussions in the remainder of this section.  The first general class of effects involves perturbations to the atmospheric temperature 

structure, which affect cloud distributions.  These mechanisms are commonly termed ‘semi- direct effects,’ a term that is sometimes 

used to describe evaporation of cloud droplets when absorbing aerosols heat a cloud layer [Hansen et al., 1997; Ramanathan et al., 

2001b].  Additional BC radiative effects have also been documented whereby cloud cover may be either enhanced or reduced, 

depending on factors such as its altitude relative to cloud cover [e.g., Hansen et al., 2005; Johnson et al., 2004], and meteorological 
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conditions.  BC’s semi-direct effects are a rapid adjustment to BC direct radiative forcing, through local warming of the atmosphere.  

Some model calculations treat this adjustment as a distinct forcing term.  Following these studies, and consistent with other 

treatments in this assessment, we review semi-direct estimates in forcing units. 

   [4]   Another general category, commonly termed ‘indirect effects,’ involves changes in concentrations of cloud droplets or ice 

crystals that alter cloud brightness, emissivity and lifetime, which produce a radiative forcing.  This category includes the groups 

titled ‘liquid-cloud effects,’ ‘mixed-phase cloud effects,’ and ‘ice-cloud effects’ in Figure 6.1.  These cloud effects are driven by 

changes in the number of CCN or IN, aerosols on which cloud droplets or ice particles may form.  The process of forming a stable 

liquid droplet or ice particle is known as activation.  In principle, any particle can activate in either liquid or ice clouds if high 

enough supersaturation is reached.  However, when many aerosol types are present, the particles that activate the most easily do so 

first and have the greatest potential influence on the resulting number concentration of cloud particles.  Microphysical 

characteristics of a particular type of aerosol are thus very important in determining its cloud effects. 

   [5]   Warm cloud indirect effects include two components.  The cloud albedo effect (i.e., the first indirect or Twomey effect 

[Twomey, 1959]) refers to the change in radiation caused by a change in cloud albedo or brightness resulting from a change in the 

cloud droplet size distribution.  Increased CCN lead to more and smaller cloud liquid droplets for a given cloud water content (case 

LC1 in Figure 6.1).  This effect can be observed in ship-track studies [e.g., Ferek et al., 1998].  However, if BC attracts condensing 

gases that would otherwise form particles, the net result is a decrease in CCN and cloud droplets and is, therefore, a positive 

radiative forcing (case LC2) [Bauer et al., 2010]. 

   [6]   The cloud lifetime effect (LC3, second indirect effect) refers to the fact that in the presence of increased aerosol 

concentrations, more and smaller cloud droplets form, and these collide less efficiently.  Factors such as drop evaporation rates and 

depletion of water vapor can also alter cloud lifetimes.  While cloud resolving models suggest that this effect could lead to either an 

increase or decrease in liquid water [Ackerman et al., 2004; Sandu et al., 2008], the GCMs are parameterized such that this effect 

can only lead to longer cloud lifetimes with greater overall cloud reflectivity [Lohmann and Feichter, 2005]. Thus, although this 

forcing could be either positive or negative, GCM global estimates of LC3 are always negative.  Altered lifetime also plays a role in 

mixed-phase clouds, where temperatures typically fall between 0 and -35ºC.  Two competing effects have been suggested: first, 

glaciation, which refers to an increase in ice nuclei causing more frequent glaciation of supercooled clouds, and second, de-

activation.  In the glaciation effect, ice crystals grow at the expense of water droplets because of the difference in vapor pressure 

between water and ice, referred to as the Bergeron-Findeisen effect.  An increase in IN would enhance this process, causing clouds 

to precipitate more readily (case MC1 in Figure 6.1) and thereby reducing cloud amount [Lohmann, 2002].  However, deactivation 

occurs when sulfur or secondary organic aerosol coat IN and make them less efficient [Girard et al., 2005] in mixed-phase clouds 

by changing the mode of freezing from contact to immersion freezing.  In global climate models this leads to less sedimentation and 

more cloud cover [Storelvmo et al., 2008; Hoose et al., 2008] (case MC2 in Figure 6.1).  

   [7]   BC may also affect cirrus clouds that occur at high altitude in the upper troposphere [Kärcher and Spichtinger, 2009].  

Aerosol particles at these high altitudes have long atmospheric lifetimes [e.g., 4 - 30 days; Williams et al., 2002] and, therefore, 

extended opportunities for mixing with other aerosol components.  Thin, high cirrus clouds are believed to have net positive cloud 

forcing [Chen et al., 2000].  Absorption of infrared radiation and re-emission at colder temperatures dominates scattering of solar 

radiation, which results in a net positive forcing.  Efficient IN may either increase or reduce cirrus cloud forcing.  Cirrus cloud 

particles are mostly formed through homogeneous ice nucleation.  Even a small number of particles can initiate heterogeneous 

freezing well below the homogeneous freezing threshold, depleting some of the supersaturated water vapor, partially preventing 

homogeneous formation of solution droplets and reducing the number of particles [e.g., Kärcher et al., 2006].  Early onset of 

nucleation from a few efficient BC particles affects forcing less than enhanced sedimentation, yielding case IC1 in Figure 6.1.  If 
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high concentrations of IN already exist, heterogeneous freezing dominates the cloud and additional IN increase the number 

concentration of cloud particles (case IC2 in Figure 6.1). 

   [8]   Some challenges are common in obtaining forcing from models of aerosol-cloud interactions.  First, models use different 

emission levels and input assumptions, and variation in values of direct forcing may result from these differences alone.  Second, 

each model study may have a different set of impacts, such as treating aerosol interactions with only liquid or ice clouds, or 

allowing certain climate responses.  The net effect on radiation is usually inferred from two sets of simulations— one with and one 

without perturbed pollution conditions [Lohmann et al., 2010]—so that the individual effects contributing to the changes are 

difficult to distinguish without well-designed diagnostics.  The combination of varying inputs and inconsistent selection of effects 

makes global cloud-forcing estimates difficult to compare.  Third, some aerosol-induced changes are best simulated at scales 

smaller than a global model grid box.  Physical confirmation of the factors governing cloud dynamics and cloud microphysical 

interactions must also occur on relatively small scales.  Cloud-resolving models (CRMs) and large-eddy simulations (LES) may be 

most appropriate for modeling these scales, but these simulations do not have the spatial extent to calculate globally averaged 

forcing, and do not always agree with the results of global models that use coarser resolutions.  The reasons for these disagreements 

is not always understood, making it difficult to infer a global, annual average forcing from either set of model studies.  Fourth, some 

effects that cause cloud redistribution on large scales are best simulated with global models, but their broad spatial or temporal 

extent makes their existence and magnitude difficult to confirm.  Fifth, the fidelity of aerosol-cloud simulations depends on accurate 

representation of the cloud amount and location, yet these factors are not often verified in the model studies.  Finally, interannual 

and spatial variability of modeled cloud forcing is large compared with the magnitude of the aerosol-induced changes.  Therefore, 

extracting statistically significant changes is challenging. 

   [9]   While aerosol effects on clouds are complex, accounting for them is critical because they may induce changes similar to or 

greater than aerosol direct forcing.  For a perspective on all aerosol effects, Denman et al. [2007] summarized studies ranging from 

a mean of -1.2 W m-2 with a range of -0.2 to -2.3 W m-2 for the total effect of all anthropogenic aerosols on climate, including direct 

forcing, cloud albedo, cloud lifetime, and semi-direct effects.  Using a combination of ten models and input from relationships 

observed by satellite, Quaas et al. [2009] estimated the total aerosol effect on stratiform clouds as -1.5 ± 0.5 W m-2.  The global 

annual mean climate forcing for just the first indirect effect of all aerosols has been estimated from GCMs with some guidance from 

satellite observations as -0.7 W m-2 with a range between -0.3 and -1.8 W m-2 [Forster et al., 2007].  Notably, Lohmann et al. [2010] 

showed that estimates of total anthropogenic aerosol effects have become smaller with time.  GCMs have added processes, such as 

aerosol effects on mixed-phase clouds, or treating rain as a prognostic variable, which place more emphasis on accretion instead of 

autoconversion.  These more advanced GCMs arrive at smaller total anthropogenic cloud forcing compared with earlier versions.  

GCMs that are constrained by satellite data also predict a smaller total anthropogenic aerosol effect. 

   [10]   This assessment mainly presents global, annually averaged climate forcing by semi-direct and indirect effects.  However, 

forcing within a given region may differ significantly from this average.  For example, in the Arctic the combined semi-direct and 

indirect effect of aerosols may produce a much smaller negative forcing than on the global average, or possibly even a positive 

forcing [Koch et al., 2009b; Jacobson, 2010; Alterskjær et al., 2010], because of the Arctic’s high surface albedo and because 

changes in cloud emissivity due to aerosol microphysical effects may produce significant positive forcing in late winter and spring 

[Garrett and Zhao, 2006]. 

   [11]   In summary, BC may affect clouds by perturbing the atmospheric thermal structure, or by changing liquid cloud droplet 

number concentration, ice crystal number concentration, or some combination of the two in mixed-phase clouds.  Each of these 

processes affects the distributions or reflectivity of clouds, which, in turn, alters the radiative balance of the Earth.  As such, these 

are rapid adjustments to the climate system that can be quantified as adjusted forcings (see Section 1.3 and Table 1.1).  The role of 
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BC in each of these cloud effects is presented below, including increased absorption by BC inclusions in cloud droplets (Section 

6.3); semi-direct effects (Section 6.4); indirect effects on liquid clouds (Section 6.5) and mixed and ice phase clouds (Section 6.6).  

Although modeled cloud forcing depends on assumed emission rates or simulated atmospheric burden, this dependence may not be 

linear, so scaling modeled forcing to the new emission rates or forcing determined in Section 5 is also discussed for each effect.  

Best estimates of adjusted forcings are calculated for the combined semi-direct and liquid-cloud effects for mixed-phase clouds and 

ice clouds.  These estimates are followed by a discussion of uncertainties (Section 6.7).  All cloud forcings discussed here are 

industrial-era forcings; all-source forcings are not estimated.  Clouds in a clean atmosphere are much more susceptible to change 

than clouds in an atmosphere with even a small aerosol background [Boucher and Pham, 1997], so cloud forcing is always 

calculated against a pre-industrial background. 

6.3.  Black-carbon semi-direct effects on cloud cover 

   [12]   Atmospheric BC absorbs solar radiation, perturbs the temperature structure of the atmosphere and, therefore, influences the 

cloud distribution.  The first of these effects to be documented, the original semi-direct effect, is the evaporation and dissolution of 

clouds by BC suspended near or within clouds [Hansen et al., 1997].  Since then, numerous studies have demonstrated this effect, as 

well as additional mechanisms by which BC either increases or reduces cloud cover.  Some of these studies use cloud-scale models, 

some are observational – typically with focus on a particular region – and some use global models.  Koch and Del Genio [2010] 

reviewed many studies on this topic, which are summarized here.  The top segment of Figure 6.1 summarizes a framework proposed 

by Koch and Del Genio [2010] to classify previous studies.   

   [13]   Each of the effects shown in the top portion of Figure 6.1 is the result of a rapid adjustment to the initial direct radiative 

forcing by BC.  Following the terminology defined in Section 1, the sum of the direct effect and the semi-direct effect can be 

interpreted as a single ‘adjusted forcing.’  However, model studies to date have either calculated the semi-direct effect as an 

independent forcing; derived a combined forcing for the semi-direct and liquid cloud effects; or report a reduced efficacy for BC 

direct radiative forcing, attributing this decrease to semi-direct effects.  Because semi-direct effects are diverse, all changes other 

than cloud microphysical changes might be grouped under this label [e.g., Ghan et al., 2012]. For consistency with the existing 

literature, we also discuss the semi-direct effect here as a climate forcing term and include the efficacy studies in our estimate of 

that forcing. 

6.3.1.  Cloud scale and regional studies 
   [14]   The altitude of BC relative to a cloud or potential cloud layer plays an important role in determining the cloud response.  For 

aerosols embedded near cloud, cloud evaporation is enhanced due to their heating and reduction of relative humidity (Figure 6.1, 

case SD4).  This effect was demonstrated in the LES experiments of Ackerman et al. [2000] for trade cumulus and Hill and Dobbie 

[2008] and Johnson et al. [2004] for marine stratocumulus clouds. 

   [15]   Absorbing aerosols aloft increase atmospheric stability.  Increased stability over stratocumulus clouds reduces cloud-top 

entrainment of overlying dry air, and tends to strengthen the underlying clouds (Figure 6.1, case SD1).  LES experiments by 

Johnson et al. [2004] showed that absorbing aerosols above cloud increased cloud cover, because they increased the difference in 

potential temperature across the inversion, decreased entrainment rate, and caused a shallower, moister boundary layer with higher 

liquid-water path.  The same model had demonstrated cloud reduction when absorbing aerosols were within the cloud layer (Figure 

6.1, case SD4).  Brioude et al. [2009] analyzed satellite cloud observations and modeled biomass-burning tracers for a field study 

near the coast of California.  They found that biomass-burning aerosols enhanced cloud cover, especially for high-humidity 

conditions and for low lower tropospheric stability conditions, when the aerosols increased lower tropospheric stability.  Similarly, 

Wilcox [2012] analyzed satellite data of subtropical, South Atlantic biomass-burning smoke overlying marine stratocumulus clouds 

and found that the smoke enhanced the cloud liquid-water path, countering more than 60% of the smoke direct radiative effect. 
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   [16]   While the stabilizing effect of absorbing aerosols aloft can enhance stratocumulus cloud cover, they may suppress cumulus 

cloud development (Figure 6.1, case SD2).  Fan et al. [2008] performed experiments in a cloud-resolving model for the Houston 

area, and demonstrated that absorbing aerosols aloft decreased the temperature lapse rate, leading to a more stable atmosphere and 

decreased convection.  MODIS observational studies for the Amazon biomass burning season by Koren et al. [2004; 2008] also 

demonstrated cumulus cloud cover reduction due to increased smoke.  They argued that smoke plumes stabilized the boundary 

layer, reducing convective activity and boundary layer cloud formation.  The smoke also reduced radiation penetration to the 

surface, therefore reducing evaporation and atmospheric moisture.  Ten Hoeve et al. [2011] used satellite observations of biomass-

burning regions to show that cloud optical depth increased with AOD for low values, consistent with cloud brightening (case LC1).  

At higher AOD values, cloud optical depth decreased with AOD, possibly due to cloud evaporation (case SD4). 

   [17]   On the other hand, in some land regions, lofted absorbing aerosols may enhance upper level convection, promoting low-level 

moisture convergence of oceanic air masses, which could increase continental clouds (Figure 6.1, case SD3).  Monsoon 

enhancement due to lofted absorbing aerosols (known as the ‘Elevated Heat Pump’ hypothesis) was shown in the global model 

studies of Lau et al. [2006], Randles and Ramaswamy [2008], and Chung et al. [2002].  However, global climate models are limited 

by relatively coarse spatial resolution, which may preclude accurate representation of aerosol transport over the Tibetan Plateau.  In 

a study using observed vertically resolved aerosol distributions over the Tibetan Plateau and surrounding regions, Kuhlmann and 

Quaas [2010] use observed surface albedo and a radiative transfer model to show that aerosols do not produce the large elevated 

heating needed to drive the Elevated Heat Pump.  In the non-monsoon season, wintertime pollution as observed in the Indian Ocean 

Experiment reduced the meridional temperature gradient in the global model study of Ramanathan et al. [2005], which included a 

coupled ocean response.  These SST shifts were found to enhance precipitation over sub-Saharan Africa [Chung and Ramanathan, 

2006].  Many studies predicting enhanced convergence over land indicate a shift in clouds and precipitation rather than an overall 

enhancement. 

   [18]   BC below cloud generally promotes convective activity and can enhance cloud cover (Figure 6.1, case SD6).  Cloud 

resolving model studies of McFarquhar and Wang [2006] for trade wind cumuli demonstrated that absorbing aerosols placed below 

cloud promoted vertical motion and increased liquid water path.  Similarly, LES experiments of Feingold et al. [2005] found that 

Amazon smoke emitted at the surface could destabilize the surface layer and increase convection and cloud cover.  However, smoke 

at cloud level decreased cloud cover and promoted dissipation in both of these studies.  

6.3.2.  Global model semi-direct estimates  
   [19]   Consistent with the variety of responses found in regional studies, global model studies also find regional variations and 

global-average forcing includes positive and negative forcing effects over all regions.  Although semi-direct effects cause positive 

forcing in some regions, most models indicate that the global average is negative.  Table 6.1 tabulates the studies discussed here.  

   [20]   Wang [2004] performed experiments in the NCAR model, with and without BC.  One type of experiment included an ocean 

temperature response; a second experiment had fixed observed sea-surface temperatures.  He found that BC in the experiments with 

ocean response had enhanced convective activity and cloud cover in the northern branch of the intertropical convergence zone, with 

a smaller magnitude reduction in clouds and convective activity in the south.  The cloud forcing change (i.e., the difference between 

all-sky and clear-sky radiative flux change due to BC) was -0.16 W m-2 at the ToA.  However the simulation using observed sea-

surface temperatures gave a cloud forcing of -0.06 W m-2.  BC did not warm the climate in these experiments, due to compensating 

cooling from increased cloud cover. 

   [21]   In sensitivity studies of a coupled transient climate model study, Koch et al. [2011b, Section 6] showed that removal of BC 

from 1970 to 2000 would not have caused significant climate cooling.  BC removal cooled the atmospheric column, but it also 

reduced low-level stability and caused a decrease in low-level clouds.  Therefore the surface air temperatures were not significantly 
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decreased, probably due to the loss of low-level clouds.  Koch et al. [2011a] did not isolate the forcing by the semi-direct effect 

from that of the direct effect, so it is not included in Table 6.1. 

   [22]   Roeckner et al. [2006] performed future transient climate simulations in the ECHAM5 model, with one simulation including 

projected increases for carbonaceous aerosols (37% BC and 25% particulate organic matter relative to year 2000).  This model 

included indirect as well as direct and semi-direct effects and did not separately diagnose the individual forcings, so it is not 

included in Table 6.1.  Increased BC in a region caused cooling there, mostly near African biomass burning regions.  In these 

regions, liquid water path and precipitation increased, possibly due to enhanced instability (Figure 6.1, case SD6); the additional 

cloud cover reduced surface solar radiation and cooled the surface.  For this study, the increased organic carbon together with the 

indirect effects might also contribute to the increased cloud cover.  

   [23]   Some global model studies show reduced high-level clouds from BC, also a cooling effect (Figure 6.1, case SD5; Penner et 

al., 2003; Menon and Del Genio, 2007; Jacobson, 2010).  Small-scale models have also simulated this effect [Fan et al., 2008].  

Penner et al. [2003] found a negligible semi-direct effect for fossil-fuel and biomass burning in the GRANTOUR GCM when all 

aerosols were injected at the surface.  However, when biomass-burning aerosols were injected aloft, they found a net negative semi-

direct cloud climate forcing response to carbonaceous aerosols (both BC and organic carbon), mostly due to loss of high-level 

clouds.  In most other studies, BC aerosols were injected at the surface and the response was smaller. Menon and Del Genio [2007] 

also reported a negative semi-direct effect of -0.08 W m-2 in their GISS simulations due to decreased long-wave cloud forcing and 

loss of high-level clouds, mostly in biomass burning regions.  This study did not specify how the semi-direct effect was calculated 

nor what was used for emissions in the baseline and forcing scenarios, so it is not included in Table 6.1. Lohmann and Feichter 

[2001] obtained a negative direct plus semi-direct effect of -0.1 W m-2 in their ECHAM simulations.  However, this value was 

smaller than the interannual standard deviation.  The semi-direct forcing was not isolated, so this study is also not included in Table 

6.1.  Ghan et al. [2012] isolated liquid-cloud effects by setting aerosol refractive indices to zero, allowing an estimate of the semi-

direct effect by difference.  Changes in shortwave and longwave radiation were of similar magnitudes and totaled -0.10 to +0.08 W 

m-2 depending on the aerosol representation. 

   [24]   Some studies report BC direct radiative forcing ‘efficacy’ of less than one instead of calculating a negative semi-direct 

forcing as a rapid adjustment to the direct forcing.  The definition of efficacy is temperature change per forcing relative to that for 

CO2, so that efficacy of less than one indicates that a mechanism acts to reduce the positive direct radiative forcing (see Table 1.1).  

In some cases these studies indicate that either increased low-to-mid level or decreased upper-level cloud changes are responsible 

for radiative forcing efficacies less than one [e.g., Roberts and Jones, 2004; Hansen et al., 2005; Yoshimori and Broccoli, 2008].  It 

is noteworthy that BC radiative forcing efficacy estimates are consistently about 0.6 to 0.8.  If we assume that the reduced BC 

radiative forcing efficacy is entirely due to cloud cover changes, we can infer BC semi-direct forcing estimates for these models.  

This is justified by the fact that adjusted forcing efficacies for absorbing aerosol are much closer to 1.0, implying that rapid 

adjustment accounts for most of the small radiative forcing efficacy [Shine et al., 2003; Hansen et al., 2005; Crook et al., 2011]. 

   [25]   Roberts and Jones [2004] found that the radiative forcing efficacy of BC was 0.62, due mostly to reduction of high-altitude 

clouds.  Hansen et al. [2005] found BC radiative forcing efficacy of 0.78 for fossil-fuel BC and 0.58 for biomass-burning BC and 

direct forcing values of +0.49 W m-2 and +0.19 W m-2, respectively.  If their smaller than 1.0 radiative forcing efficacies are all due 

to rapid adjustment of clouds, the semi-direct effect forcings are -0.11 and -0.08 W m-2, respectively.  Yoshimori and Broccoli 

[2008] had efficacy of 0.59 for direct BC radiative forcing of +0.99 W m-2, giving a maximum semi-direct effect forcing of -0.4 W 

m-2.  Jones et al. [2007] report a BC radiative forcing efficacy of 0.71 for BC forcing of +0.39 W m-2, for an inferred semi-direct 

effect of -0.11 W m-2.  Chung and Seinfeld [2005] calculated a 0.70 radiative forcing efficacy for 0.33 W m-2 direct forcing, giving a 

-0.1 W m-2 semi-direct effect.  These efficacy studies give a range of -0.4 to -0.08 W m-2 of inferred semi-direct effect of BC.  The 



A
cc

ep
te

d 
A

rti
cl

e
 

 

finding of a narrow range of efficacies implies that this effect is approximately linear with direct forcing.  The range is altered to -

0.30 to -0.15 W m-2 when each study is scaled to either direct forcing of +0.71 W m-2 (for those studies that reported forcing) or to 

industrial-era emissions of 13900 Gg yr-1.  These scaled estimates are given in Table 6.1. 

   [26]   Our estimate of the climate forcing from the BC semi-direct effect for emissions that do not have significant lofting, scaled to 

13900 Gg yr-1 emissions, is -0.1 ± 0.2 W m-2.  The central value is the average of the Wang [2004] climate forcing estimate, scaled 

as described above, the near-zero sum of fossil-fuel and biomass values from Penner et al. [2003], the Ghan et al. [2012] value, and 

the five efficacy estimates scaled to a BC climate forcing of +0.71 W m-2.  Most of these estimates come from studies that isolate 

pure BC, but the Penner et al. [2003] estimate is for BC and OC.  All estimates used in this average came from models where 

emissions were injected at the surface.  The magnitude of our uncertainty estimate is larger than the standard deviation of the 

studies, but reflects interannual variability and sensitivity analyses reported by individual studies. 

   [27]   The semi-direct estimate is influenced by the five studies that cast the response in terms of radiative forcing efficacy.  These 

studies may have included other climate responses in addition to changes in cloud amount, so we caution against comparing this 

value with pure estimates of the semi-direct effect. 

   [28]   As noted above, Penner et al. [2003] also estimated a large negative semi-direct effect when all aerosols from open biomass 

burning were injected aloft (-0.39 W m-2).  This estimate was given for a larger emission rate; scaled to our anthropogenic biomass-

burning estimate of 4000 Gg BC yr-1, the additional semi-direct forcing would be -0.28 W m-2, with a 100% uncertainty given by 

the interannual variability.  We do not have estimates of the quantity of biomass burning aerosol that is lofted, but it is less than 

100%.  We have added this value as an asymmetric uncertainty to the lower bound of the semi-direct forcing.  When we estimate 

forcing by individual source categories (Section 10), this uncertainty for lofted aerosol is attributed entirely to biomass-burning 

emissions.  All other BC emissions are emitted near the surface. 

   [29]   Semi-direct effects are strongly dependent on the amount of absorption [e.g., Johnson et al., 2004; Fan et al., 2008; Randles 

and Ramaswamy, 2008; Perlwitz and Miller, 2010; Wang, 2004].  For example, Perlwitz and Miller [2010] showed that in GISS 

model climate simulations, dust with sufficiently large and absorbing AOD caused global mean cloud cover to increase.  For weakly 

absorbing dust, mean cloud cover decreased.  Johnson et al. [2004] showed that absorbing aerosols above stratocumulus cloud level 

strongly increase cloud cover, an effect that did not appear with scattering aerosols.  Two global model studies found net decreased 

cloud cover in response to total pollution aerosols, and positive semi-direct effect [Allen and Sherwood, 2010; Lohmann and 

Feichter, 2005], but BC effects were not separated in these studies. 

   [30]   Although global models simulate a negative semi-direct effect, the models have substantial uncertainties.  Because cloud 

enhancement is caused mostly by BC above cloud level, model BC altitude distributions must be accurate.  As discussed in Section 

5.6.1, models are especially diverse in their simulated altitude distribution of BC, and measurements to verify vertical distributions 

are sparse (Section 4.6).  Many of the models that simulate negative semi-direct effects overestimate BC at high altitude, when 

compared with a few available BC measurements over North America [Koch et al., 2009a].  Further, global model cloud schemes 

may not be able to reproduce some small-scale features that would influence the semi-direct effect, such as cloud layer thickness, 

cloud-top entrainment, cloud fraction and the tendency to drizzle, which are affected by the scale of interactions among radiation, 

turbulence and moist physics on small horizontal and vertical scales.  However, the models should capture many larger-scale 

features, such as stabilizing or destabilizing of the boundary layer, cloud burn-off, and impacts on larger circulation.  

   [31]   Model cloud responses to absorbing aerosols have not been compared carefully with cloud-scale model and field studies for 

specific conditions.  The framework presented here, and in greater detail in Koch and Del Genio [2010], requires ongoing revision 

as future studies provide information. 

6.3.3  Increased absorption by cloud droplet inclusions  
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   [32]   Absorption by BC increases when it is covered with non-absorbing material (Graßl, 1975; Section 2.7.3.2), including water.  

This increase affects both the amount of atmospheric absorption attributable to BC and the estimated absorption that is collocated 

with clouds, with both effects possibly leading to positive forcing.  The lack of simulated absorption by mixed or cloud-borne BC in 

most models probably affects the general prediction of the global average semi-direct effect.  

   [33]   Forcing due to altered cloud albedo was first estimated by Chyìlek et al. [1984; 1996] as 1 to 3 W m-2 in a simple analysis that 

assumed fixed volume fractions of BC within cloud droplets.  Chuang et al. [2002] used a chemical transport model to estimate the 

positive forcing as +0.07 W m-2, although it was not clear how they determined the fraction of BC within droplets.  Models that 

simulate the dynamics of aerosols and clouds find that, although more than 90% of BC in the atmosphere passes through and is 

removed by clouds, the short residence time of BC in clouds results in only a few percent of the global BC burden being present in 

cloud droplets at a given time [Jacobson, 2012; Ghan et al., 2012].  Stier et al. [2007] and Ghan et al. [2012] estimated direct 

forcing by BC in droplets as +0.02 W m-2 and less than +0.01 W m-2, respectively, using the Bruggeman mixing rule to represent 

BC-droplet absorption. The dynamic effective medium approximation predicts the greatest absorption increase for wetted particles 

[Jacobson, 2006].  It is consistent with the small number of laboratory studies measuring absorption at high relative humidity (see 

Section 2.7.1) and results in a direct forcing change of +0.05 to 0.07 W m-2.  Another mechanism involves droplet heating by BC 

and subsequent deactivation of CCN, but this has been shown to be insignificant at appreciable supersaturation levels [Conant et al., 

2002]. 

   [34]   A potentially greater forcing results from cloud burnoff when cloud-borne BC increases absorption within clouds.  The 

forcing results summarized in the preceding paragraph do not account for this effect.  The choice of model to represent absorption 

by BC residing within cloud droplets greatly affects the modeled absorption and, thus, the thermodynamic effect on clouds.  In the 

model with lower absorption described above, cloud absorption caused a small negative semi-direct effect [-0.07 W m-2, Ghan et 

al., 2012].  However, predicted heating rates within clouds are 2 to 2.3 times greater when the dynamic effective medium 

approximation is used, compared with a core-shell treatment [Jacobson, 2012].  Jacobson [2010] found an increase in temperature 

of +0.18K for fossil-fuel soot and +0.31 K for fossil-fuel plus biofuel soot and gases, when cloud absorption by BC and its resulting 

feedbacks were included versus excluded (see their Figure 1a).  With the equilibrium climate-sensitivity of this model (0.6 K (W m-

2)-1), these temperature changes correspond to a forcing increase of +0.30 W m-2 for the effect of cloud absorption by fossil-fuel soot 

effect alone.  Cloud absorption by fossil fuel plus biofuel soot and gases has a greater forcing of +0.52 W m-2, but these simulations 

may include effects other than those of BC.  All of these forcing estimates include the small forcing change caused by cloud albedo.  

When the soot-only values are scaled to our industrial-era emission rate of 13900 Gg yr-1, this climate forcing would be +0.76 W m-

2. However, some plausible optical treatments produce much lower in-cloud heating rates in Jacobson [2012] and lower forcing in 

Jacobson [2006]. 

   [35] The cloud absorption effect is highly uncertain because there are few measurements of aerosol optical properties at cloud 

conditions, or of the relationship between in-cloud aerosol absorption and cloud dissipation.  Although it is difficult to assign a 

central estimate under these circumstances, we average the negative estimate of Ghan et al. [2012] and an average of the highest 

and a mid-range estimate from the Jacobson studies (+0.54 W m-2) to obtain a very uncertain central estimate of +0.2 W m-2 for this 

effect, with uncertainty bounds of (-0.1, +0.9) W m-2.  The upper bound comes from using the highest forcing-per-emission obtained 

from Jacobson [2010] for the case of fossil fuel and biofuel soot.  

6.4.  BC indirect effects on liquid clouds  

   [36]   Although aerosol liquid-cloud indirect effects have been extensively studied, only a few studies isolate the influence of BC 

alone.  Many models do not have adequate sophistication to simulate aerosol microphysics, including mixing between BC and other 

aerosol species and the evolution of aerosol size distribution.  Earlier model studies had minimal treatment of the aerosol 
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microphysics that are important for capturing the gaseous and aerosol interactions that dominate CCN concentrations and, hence, 

the BC indirect effect.  Below we review earlier literature, discuss the importance of aerosol microphysics, and summarize results 

from studies that include the microphysics of aerosol-cloud interactions.  

   [37]   Two simple global model studies estimated the effect of BC on liquid-cloud indirect effects and found a negative BC indirect 

effect.  Hansen et al. [2005] estimated that BC contributed 5% of the aerosol indirect effect in a model study with the net indirect 

effect magnitude prescribed, and parameterized so that cloud cover and cloud albedo are augmented proportionately to the 

logarithm of the aerosol number concentration.  Aerosol number concentration was derived from aerosol mass and assumed size, 

and aerosols were externally mixed.  Chuang et al. [2002] estimated the liquid-cloud effects of carbonaceous aerosols, using a 

parameterization of cloud droplet number concentration (CDNC or the number of cloud droplets per volume of cloud).  CDNC was 

parameterized based on Köhler theory, but without explicit aerosol microphysics.  They estimated that carbonaceous aerosols from 

biomass-burning and fossil fuels contributed 63% and 28% of the indirect effect, respectively; these aerosols contained both BC and 

organic carbon.  Sulfate had a smaller effect because of its lower burden.  The total indirect effect was approximately proportional 

to the atmospheric burden but the effects of different species were slightly less than additive.  

   [38]   BC could have a substantial influence on the indirect effect due to its potentially large contribution to aerosol number 

concentration rather than aerosol mass.  However, number concentration of aerosol and BC mass are not linearly related.  BC also 

provides a surface upon which volatile inorganic or organic compounds may condense.  In the absence of BC, sulfate might 

preferentially nucleate fresh particles and additional sulfate would condense upon pure sulfate particles.  In general, larger particles 

make better CCN or IN, although CCN activity increases when BC is internally mixed with soluble species such as sulfate or OA, 

while there is evidence that IN activity is optimal for unmixed or pure BC.  CCN activation for BC is discussed in Section 2.8, 

where methodology for applying Köhler theory to a BC-solute mixture is described.  Activation depends upon particle size, moles 

of solute in the particle, and water supersaturation in the environment (see also Figures 2.4 and 2.5).  The indirect effect dependence 

on particle number concentration is also non-linear.  Additional particles generally have a greater effect on clouds in clean 

conditions and relatively less in more polluted environments [e.g., Twomey, 1991; Lohmann et al., 2005; Hoose et al., 2008].  Given 

these non-linearities, it is difficult to model BC-cloud effects without models that include detailed aerosol microphysical schemes. 

   [39]   Several model studies used aerosol microphysical schemes in simulations of the warm-cloud indirect effect of BC (Table 

6.2).  These model studies were done by comparing a simulation with all aerosols with another simulation in which BC, or BC and 

OA, have been removed.  For consistency, we report all results as the response to the addition of BC.  Below, we discuss the forcing 

changes actually reported by each study.  However, each investigation used different changes in emissions, and Table 6.2 shows 

values scaled to the relevant BC emission rate. 

   [40]   Kristjansson [2002] calculated a BC indirect forcing of -0.1 W m-2 (5-10 % of the total aerosol indirect effect), with regional 

values reaching about -0.25 W m-2 in more polluted regions where BC was an important component of the accumulation mode 

aerosols.  In some remote oceanic regions the sign was positive because BC reduced aerosol hygroscopicity.  

   [41]   Chen et al. [2010a] modeled liquid-cloud indirect effects due to BC and OA emissions.  Their results show that 50% of 

present-day BC and OA emissions from fossil fuel cause a -0.13 W m-2 indirect forcing, and 50% of all BC and OA emissions 

(including biomass-burning emissions) cause a -0.31 W m-2 indirect forcing.  Fossil-fuel BC particles were assumed to have quite 

small sizes of 25 nm diameter at emission (compare to Section 2.6.2).  The indirect effects more than offset the calculated direct 

effects for fossil fuel and all carbonaceous emissions of +0.07 and +0.12 W m-2, respectively.  In the Chen et al. model experiments, 

indirect effects were isolated from semi-direct effects by running the simulation without aerosol-radiation coupling.  The authors 

also estimated the standard deviation of the forcing over multiple years, which was as large or greater than the forcings for 15-year 

simulations.  While the absolute change in BC+OA emissions was larger for biomass emissions and, therefore, one would expect a 
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larger effect, Chen et al. also attribute the larger forcing mostly to the larger size of the biomass and biofuel combustion particles as 

well as to the greater hygroscopicity of the non-fossil-fuel emissions.  

   [42]   Bauer et al. [2010] performed three BC reduction experiments.  Adding either fossil-fuel BC or fossil-fuel plus biofuel BC 

decreased CDNC, probably because BC reduces the number of pure sulfate aerosols.  The semi-direct effect in these cases was 

negative (more low-level clouds).  The combined warm cloud indirect plus semi-direct effects resulted in positive forcing when 

fossil-fuel BC only was added, but negative forcing when a mix of biofuel and fossil-fuel BC was added.  Adding biofuel 

combustion emissions apparently produces a larger semi-direct effect, especially at high latitudes of both hemispheres, perhaps due 

to lofted BC in these regions (Section 5.2).  A third experiment tested the combined effect of BC and OA from biofuels only.  In this 

case aerosols caused increased CDNC and cloud cover with a larger negative forcing.  The indirect effect was found to depend 

greatly on assumed particle sizes, with a factor of two decrease or increase in diameter producing a 45% increase and 30% decrease 

in magnitude, respectively.  

   [43]   Koch et al. [2011a] presented a multi-model study of the effects of BC and OA from fossil-fuel and biofuel burning.  Six 

models examined alterations in cloudy-sky fluxes due to the same emission changes.  The response to fossil-fuel BC was -0.08 to 

+0.31 W m-2 with an average of +0.08 W m-2, while the response to 50% of biofuel BC and OA ranged from -0.20 to +0.08 W m-2 

with an average of -0.10 W m-2.  Cloud response in this study was diagnosed using the difference in cloudy-sky fluxes between 

simulations with and without BC, except for one model (GISS, reported separately by Bauer et al. [2010] and discussed above).  

Therefore, these values include not only cloud semi-direct effects and warm-cloud indirect effects but also direct radiative forcing in 

cloudy skies, which can be more than half of the direct radiative forcing [Zarzycki and Bond, 2010].  Removing the above-cloud 

direct forcing effect would result in more negative liquid-cloud effect. 

   [44]   Many model studies do not separate microphysical effects from semi-direct effects, although such a division could be useful 

for comparing across studies that do estimate these effects separately.  To isolate liquid-cloud microphysical effects in the Koch et 

al. [2011a] study, we estimated semi-direct and direct radiative forcing in cloudy skies for each model.  Adjusted values, scaled to 

our emission estimates, are summarized in Table 6.2. 

   [45]   Spracklen et al. [2011] modeled liquid-cloud effects, comparing CCN against observations.  They found that the contribution 

of carbonaceous aerosols was required to explain observed CCN concentrations.  Their estimate of forcing for BC plus OA 

emissions from fossil-fuel and biofuel combustion was -0.23 W m-2 and reached -0.34 W m-2 with the addition of BC and OA 

emissions from biomass burning.  Storelvmo [2012] found that BC had only a +0.01 W m-2 indirect effect in a study using four 

modes to represent BC and OA, while -0.25 W m-2 was attributed to OA. 

   [46]   Jacobson [2010] studied the effects of fossil fuel and biofuel combustion on climate.  Fossil-fuel emissions, including BC, 

OA (some of which absorbs light) and primary sulfate, caused a net decrease in liquid cloud cover.  Biofuel combustion emissions, 

including these species as well as co-emitted gaseous species, caused a net increase in liquid cloud cover.  In this case the cloud 

effects include the semi-direct effect, which is reported to be a cloud loss in this model.  Jacobson [2010] argued that fossil-fuel 

emissions contain fewer hygroscopic particles and, therefore, have lesser indirect effect, while the more hygroscopic biofuel 

combustion particles affect liquid clouds more significantly.  This study includes all effects (direct, liquid, mixed, semi-direct, and 

ice clouds, as well as cryosphere forcing) and they were not separated.   

   [47]   For the studies discussed above, the mean value of the isolated liquid-cloud indirect effect, when scaled to the magnitude of 

industrial-era BC, from the three studies that modeled all carbonaceous aerosol, is about -0.1 W m-2.  These three models give 

similar forcings when scaled to emissions of 13900 GgC yr-1.  We use the model variation from the Koch et al. [2011a] study, about 

0.2 W m-2, as the total uncertainty in this effect.  However, models are frequently unable to distinguish separate mechanisms, so the 

separation between liquid-cloud indirect effect and semi-direct effect is somewhat arbitrary.  We therefore estimate the combined 
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indirect and semi-direct effect, excluding forcing by cloud droplet inclusions, as -0.2 ± 0.3 W m-2, where the central value is the sum 

of the separate estimates and the uncertainties have been added in quadrature.  This value is more robust than the separate estimates.  

When the asymmetric uncertainty due to lofted biomass emissions is also added, the uncertainty bounds become -0.82 to 0.08 W m-

2. 

   [48]   A common result among the models summarized in Koch et al. [2011a] is that aerosol emissions from biofuel combustion 

cause larger indirect effects per mass than do emissions from fossil fuel.  Table 6.2 shows how the studies discussed above were 

scaled for emission rate and, in one case, particle size.  Studies that isolate fossil-fuel or diesel emissions suggest a small positive 

liquid-cloud forcing, scaled to emissions, averaging +0.08 W m-2, while those that isolate biofuel combustion emissions have a 

small negative forcing averaging -0.08 W m-2.  However, studies that examine the two in combination estimate a larger negative 

forcing that is greater than the near-zero sum.  This finding suggests that the liquid-cloud system contains significant nonlinearities 

so that the total effect is not equal to the sum of the parts.  In contrast, Spracklen et al. [2011] attribute greater negative forcing to 

fossil-fuel and biofuel particles compared with particles emitted from open-burning.   

   [49]   Biofuel and fossil-fuel combustion emissions are different in four ways that may affect cloud responses.  The first is 

chemical; the ratio of organic to black carbon is larger for biofuel and organic carbon is generally more hygroscopic than BC.  

However, some models do not explicitly treat the difference in hygroscopicity, so that modeled BC and OA particles are identical.  

Second, co-emitted aerosol species or precursors also affect the number of particles.  For example, altering biofuel sources to 

remove 1 Gg of BC also removes about 4 Gg of primary OC, so it could reduce primary particle number concentrations much more 

effectively than altering fossil-fuel sources to achieve the same reduction.  Third, models assume different emitted particle sizes.  

Both Chen et al. [2010a] and Bauer et al. [2010] assumed larger particle size in biofuel combustion emissions than in fossil-fuel 

emissions.  Since particles must grow large enough to act as CCN, biofuel combustion particles are closer to activation than fossil-

fuel particles.  Conversely, an assumption of smaller diameter yields many more particles for the same mass emission.  The 

modeled indirect effect depends on assumptions about source-specific particle size, number concentration and composition, but 

such observations are limited.  Fourth, cloud response has a regional dependence.  Fossil-fuel consumption is more prevalent at 

temperate latitudes, where cloud types and atmospheric dynamics differ greatly from tropical regions.  Few models have conducted 

experiments that isolate sensitivities to these factors.  

6.5.  BC indirect effects on mixed-phase and ice clouds  

   [50]   The influence of aerosols on both mixed-phase and ice clouds depends upon whether they can effectively nucleate ice.  

Typical IN are mineral dust, biological particles and possibly BC.  Although coating of BC with sulfate or organic material 

increases its ability to act as a CCN, coatings might reduce BC’s IN activity, although there is less evidence for this change.  In 

order to have an influence on ice particle formation, it is not enough that BC have the capability to serve as IN; it must also be 

equally or more efficient than other types of aerosols.   

6.5.1.  Laboratory evidence for BC effectiveness as IN 
   [51]   The mechanisms by which BC can affect ice clouds require that it activates heterogeneously.  In general, IN need to be larger 

than 0.1 µm in order to have ice-active sites [Marcolli et al., 2007].  Such sites can be thought of as imperfections that aid ice 

nucleation and may result from surface roughness or crevasses.  IN activity is thought to be favored for hydrophilic particles, 

particles with crystallographic structure or with chemical bonds similar to those of water [Pruppacher and Klett, 2010].  These 

requirements mean that dust and crystalline sulfate are good IN and organic carbon or sulfuric acid are poor IN.  The IN behavior of 

BC is open to question.  Two parameters are commonly reported to convey the effectiveness of IN.  First, the ice nucleation 

threshold is the supersaturation with respect to ice at which the IN activates (e.g., a threshold of 1.5 means that the particle initiates 



A
cc

ep
te

d 
A

rti
cl

e
 

 

nucleation of ice crystals at a relative humidity with respect to ice, RHi, of 150%).  Second, the ice-active fraction is the fraction of 

particles that serve as IN under any conditions.   

   [52]   Figure 6.2 summarizes laboratory studies that have examined IN activity of BC-containing samples as a function of 

temperature.  It includes particles from various sources and with different degrees of aging or processing [Kärcher et al., 2007].  

The figure shows the nucleation threshold of each material, and the dashed (solid) curves indicate the point where supercooled 

solution droplets (pure water droplets) activate by homogeneous nucleation.  In order for BC to compete with solution droplets such 

as sulfate, it should activate at a lower threshold (i.e., those aerosols that fall below the dashed line in Figure 6.2).  Graphite spark-

generated aerosol samples (two red areas in Figure 6.2) made efficient heterogeneous IN [Möhler et al., 2005a], but they are 

probably least chemically similar to atmospheric BC-containing particles.  The remainder of the samples lie near the homogeneous 

nucleation line.  Thus, despite differences in nucleation threshold definitions and other aspects between studies, the vast majority of 

studies suggest that combustion particles from a large number of sources are inefficient ice nuclei, regardless of the mode of 

nucleation [Kärcher et al., 2007].  

   [53]   While some studies suggest that coatings reduce the ice nucleation efficiency of BC [Möhler et al., 2005a; Crawford et al., 

2011], others find that they do not significantly alter the IN behaviour of BC [Friedman et al., 2011] or even enhance it [DeMott et 

al., 1999] or that the influence of sulfuric acid coatings depends on the organic matter within the soot [Crawford et al., 2011].  This 

contrasts with BC CCN activity in liquid clouds, which is always enhanced by coating.  

   [54]   Extensive comparisons of the IN and CCN activity of BC-containing aerosol were reported by Koehler et al. [2009], using 

samples of different hygroscopicity and surface porosity.  Larger particles were more ice-active than smaller ones, although the size 

range investigated was limited.  The processes that promote water adsorption facilitated both CCN activation and ice nucleation.  At 

233K, no combustion aerosol particles nucleated ice better than did aqueous solutions of similarly sized particles.  At 216–221K, 1 

in 100 particles of oxidized combustion aerosol and 1 in 1000 particles of non-oxidized combustion aerosol and aviation kerosene 

promoted heterogeneous nucleation of ice.  BC particles coated with soluble material behaved like fully soluble particles with the 

same liquid volume and water activity.  This suggests, overall, a limited role for BC in promoting ice nucleation.  

   [55]   Biomass burning emissions, composed of BC and OA, also have limited IN activity, due to inhibition by organic carbon.  

DeMott et al. [2009a] found that biomass-burning aerosol from controlled laboratory burns had the same or lower nucleation 

activity when compared with liquid solution particles.  Aerosol with high OC:BC ratios impeded heterogeneous ice nucleation most 

strongly.  A similar impact has been reported for organic coatings on emissions from propane flames [Möhler et al., 2005b].  At 

warmer temperatures, significant IN activity of polydisperse samples of small biomass burning particles (number mode diameters 

60–140 nm) has been observed only when they have low organic carbon fraction and high water-soluble ion content, associated 

with flaming fires [Petters et al., 2009].  At warmer temperatures (i.e., greater than 240 K), dynamic cloud chamber studies of 

acetylene combustion emissions suggest no significant IN activity [DeMott, 1990], in agreement with the biomass burning aerosol 

studies.  

   [56]   In contrast, many laboratory studies suggest that mineral dust particles are good to moderate IN as long as they remain 

uncoated with soluble material [Kärcher et al., 2007, Section 4.2 and references therein].  The IN activity of dust particles decreases 

once coated with soluble material, so that the few processed mineral dust particles reaching the upper troposphere and lower 

stratosphere (UTLS) are likely those with moderate IN activity [Wiacek and Peter, 2009].  Therefore, dust is a major competitor for 

BC with regard to ice formation.  Other competitors include some crystalline inorganic and organic phases within partially soluble 

aerosols such as ammonium sulfate [Abbatt et al., 2006], oxalic acid [Zobrist et al., 2006], biological particles [Pratt et al., 2009], 

or mineral dusts with lead [Cziczo et al., 2009]. 
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   [57]   The laboratory studies summarized in Figure 6.2 employed a wide array of combustion sources and surrogates of BC-

containing particles for measurements of IN activity.  These studies do not provide fully conclusive information about the behaviour 

of BC in the atmosphere for two reasons.  First, not all studies provide sufficient information to judge their relevance for cloud 

formation (i.e., ice active fractions and presence of solutes).  Second, most studies have not investigated potentially important 

atmospheric processes that could affect the particles’ IN activity, such as surface oxidation or cloud processing.  Moreover, a 

fundamental understanding of the physico-chemical nature of ice nucleation is lacking, although there is some progress in linking 

source-dependent surface properties of BC-containing aerosol and their ability to adsorb water [Popovicheva et al., 2008]. 

6.5.2.  BC effects on mixed-phase clouds 
   [58]   Mixed-phase clouds occur at temperatures between 0°C and approximately -35ºC because water droplets and ice crystals can 

co-exist at these temperatures.  The water vapor pressure in a mixed-phase cloud lies between water and ice saturation, so the cloud 

is supersaturated with respect to ice.  In these clouds, an increase in IN promotes ice nucleation, and subsequently large ice particles 

grow in the supersaturated environment.  Eventually this cloud completely becomes an ice cloud (glaciate).  This process is called 

the Bergeron-Findeisen process.  As the ice crystals grow in a supersaturated environment, they grow rapidly and start to sediment.  

The overall effect may be a reduction in cloud cover, causing a positive forcing (Figure 6.1, case MC1).  Reduction in IN may cause 

the opposite effect (case MC2). 

6.5.2.1.  Mechanisms  
   [59]   Ice formation in mixed-phase clouds occurs by heterogeneous freezing, with the aid of insoluble IN [Pruppacher and Klett, 

2010].  Heterogeneous freezing can be initiated either by collision of a supercooled cloud droplet and an IN (contact mode), or from 

within a cloud droplet on an IN that is immersed in it (immersion mode).  Condensation freezing refers to the condensation of water 

vapor onto a nucleus followed by freezing.  Immersion and condensation freezing are conceptually similar and are not easily 

distinguishable in measurements.  At relative humidities below 100% with respect to water but above 100% with respect to ice, 

nucleation of ice directly on bare IN could take place (deposition mode).  Based on lidar observations of Saharan dust particles, 

Ansmann et al. [2008] argue that the time available for deposition nucleation may be too short and, hence, is negligible for mixed-

phase clouds.  Contact nucleation is initiated at higher temperatures than immersion nucleation [e.g., Shaw et al., 2005; Fornea et 

al., 2009], but it is limited by collision rates, especially for accumulation mode particles that are large enough to serve as IN.  

Therefore, the immersion mode may be the most important ice-forming mechanism in mixed-phase clouds.  

6.5.2.2.  Experimental studies 
   [60]   Laboratory and field measurements give conflicting views on the viability of BC as an effective IN.  As summarized above, 

laboratory results indicate that BC appears to be one of the least efficient IN in the atmosphere, because it nucleates ice at colder 

temperatures than IN with natural sources such as mineral dust and biological particles.  Laboratory studies also suggest that 

deposition nucleation of ice on most types of BC particles is not important above 243 K and below water saturation [Dymarska et 

al., 2006].  In contrast, in-situ observations of lower tropospheric mixed phase clouds find an enrichment of BC in ice particle 

residuals [Cozic et al., 2008; Targino et al., 2009], so there must be some mechanism for BC to enter ice clouds.  BC may act as a 

contact IN at temperatures between 245 and 251 K [Diehl and Mitra, 1998; Fornea et al., 2009].  

6.5.2.3.  Modeling results 
   [61]   Parameterizations have been developed to represent ice formation affected by mineral dust and BC particles in both contact 

and immersion modes [Diehl et al., 2006; Phillips et al., 2008].  A GCM study using the parameterization of Diehl et al. [2006] 

found that BC did induce a glaciation effect.  However, the importance of BC acting as a contact IN, and hence the glaciation effect, 

decreases in the presence of natural aerosols such as dust that are more efficient IN than BC [Lohmann and Diehl, 2006].  The 

glaciation effect also decreases with increased sulfate coating thickness.  The results also depend on the model’s parameterization of 
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the Bergeron-Findeisen process.  Taking into account all these uncertainties, the glaciation effect of all BC emissions on mixed-

phase clouds was estimated as +0.12 and +0.20 W m-2 for two different parameterizations [Lohmann and Hoose, 2009; see also 

Table 6.2]. 

   [62]   Storelvmo et al. [2011] also studied BC impacts on mixed-phase clouds, including the opposing effects of albedo and 

lifetime.  The magnitude and sign of the forcing depended on the ice-active fraction of BC and the parameterization chosen.  

Forcing became negative when another parameterization [DeMott et al., 2010] was used, but this treatment led to ice crystal sizes 

that did not agree with observations.  When using an intermediate case for ice-active fraction, this study found a forcing of +0.16 ± 

0.08 W m-2, which is used in this assessment in calculating our central estimate of the BC effect on mixed-phase clouds.  Yun and 

Penner [2012] also studied the anthropogenic effects of BC and OM on mixed-phase clouds.  The effect depends greatly on the 

contact freezing parameterization; it is +0.15 W m-2 when a parameterization from Phillips et al. [2008] is used, but +0.83 W m-2 

when the older and simpler Young [1974] version is used.  However, in the latter treatment, this study also allowed OM to 

participate in contact nucleation of ice. 

   [63]   While other model studies have not produced forcing estimates, they generally agree that BC addition reduces mixed-phase 

clouds through enhanced glaciation.  Ekman et al. [2007] studied the influence of BC particles on continental convective clouds 

using a cloud-resolving model.  They found that BC increased heterogeneous ice nucleation, thereby increasing the latent heat 

release and updraft velocities in the convective plume.  As a result, total precipitation increased and clouds were reduced.  One 

regional climate model study found that externally mixed BC aerosols increase riming and enhance orographic precipitation and 

cloud loss [Muhlbauer and Lohmann, 2009].  In contrast, internally mixed BC aerosols decreased riming rates and orographic 

precipitation.  

   [64]   Our estimate for mixed-phase cloud indirect effects due to modeled emissions is +0.15 ± 0.16 W m-2 based upon estimates of 

Lohmann and Hoose [2009], Storelvmo et al. [2011] and Yun and Penner [2012] using the Phillips et al. [2008] freezing 

parameterization.  Sensitivity experiments in Storelvmo et al. [2011] (experiments BC, BC10, and BC01) show that forcing is 

approximately proportional to the log of ice-active nuclei.  To account for the increased industrial-era emissions reported in Section 

5, we scale the forcing according to the relationship between these studies, and retain the same relative uncertainties, for a forcing of 

+0.18 ± 0.18 W m-2. 

6.5.3.  BC effects on ice-phase clouds 
   [65]   Pure ice-phase clouds (cirrus clouds), wich form at temperatures below -35ºC, often reside at high altitude and usually exert 

positive forcing.  As discussed in Section 6.5.1, BC IN activity may either increase or decrease this forcing. 

6.5.3.1.  Mechanisms 
   [66]   In cirrus clouds, there are no water droplets and, therefore, no contact nucleation, so heterogeneous ice nucleation in these 

clouds can only occur in the deposition, immersion, or condensation modes.  In these clouds, the total concentration of nucleated ice 

crystals may either increase or decrease depending on temperature, cooling rate, and number of BC particles [Kärcher et al., 2006].  

If heterogeneous nucleation dominates unperturbed clouds (especially in slowly cooling air masses), BC could contribute to this 

nucleation by increasing the number concentration of IN and thereby decrease the mean size of ice crystals.  This leads to longer 

lifetimes of high clouds that exert a net warming effect, resulting in a positive forcing (case IC2, Figure 6.1; Kärcher et al., 2006).  

At higher cooling rates, adding IN tends to retard or even prevents homogeneous freezing, which decreases the number of ice 

crystals, resulting in a negative cloud forcing (case IC1, Figure 6.1; Kärcher et al., 2006).  In the UTLS, airborne measurements of 

relative humidity and cirrus indicate that the latter scenario occurs preferentially under typical atmospheric conditions [Haag et al., 

2003].  
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   [67]   Figure 6.3 shows the results of an IN parameterization demonstrating how the number concentration of combustion aerosol 

affects the total concentration of nucleated ice crystals in the presence of dust IN and liquid background aerosols.  Updraft velocities 

govern the rate at which a developing cloud is cooled and, therefore, the formation rate of new ice crystals, so they play an 

important role in the initial cloud properties.  The two panels show different cloud updraft speeds, where the updraft rate increases 

the cooling rate.  If all IN are combustion aerosols and their concentration decreases (black curves), ice-crystal number 

concentration is determined by homogeneous nucleation and unaffected by the addition of BC.  As more IN are added, more of 

them nucleate heterogeneously and take up water.  As a result, fewer ice crystals form homogeneously and the total ice-crystal 

number concentration decreases.  (This reduction in ice crystals with IN, corresponding to case IC1 in Figure 6.1, contrasts with 

liquid clouds where addition of CCN causes increased CDNC.)  The resulting larger particles have a shorter atmospheric lifetime, 

leading to a decrease in cirrus clouds and negative longwave forcing.  IN can consist of either combustion particles or dust (Figure 

6.3, colored curves).  When IN are numerous enough, heterogeneous nucleation dominates the formation of ice crystals, and the 

suppression of homogeneous nucleation has little effect on the final number concentration.  Therefore, the addition of IN causes an 

increase in the number concentration of ice crystals (case IC2 in Figure 6.1).  Under some conditions, ice formation on combustion 

aerosol could entirely suppress homogeneous freezing.   

   [68]   At small updraft rates (top panel), few ice crystals form and the influence of adding IN occurs at lower combustion aerosol 

number concentration.  Large updraft velocities (bottom panel) cause the formation of a large number of ice crystals, since 

homogeneous freezing dominates ice formation (the number of aerosol droplets is not a limiting factor).  In this case, BC is not 

capable of causing a notable indirect effect.  At intermediate updraft velocities, BC depletes the air mass of moisture, causing much 

fewer (but still more than BC) background particles to freeze homogenously.  This discussion, focused largely on microphysics, 

addresses only processes that affect the initial ice crystal concentration in single air parcels.  This sensitivity study gives a first-order 

estimate of IN in young clouds, but does not quantify the changes in the cloud as it evolves and, therefore, does not reflect global 

averages. 

6.5.3.2.  Field evidence for BC acting as IN 
   [69]   Laboratory studies indicate that IN activity of BC is, at best, moderate.  Field studies, summarized below, confirm these 

findings.  They indicate that homogeneous freezing is the prevalent ice formation mode [DeMott et al., 2003; Cziczo et al., 2004a].  

This is consistent with the ubiquity of high ice supersaturations in cloud free areas of the upper troposphere [Jensen et al., 2001; 

Haag et al., 2003; Kahn et al., 2009b] and with the fact that total cirrus ice-crystal number densities often far exceed estimated IN 

concentrations [Gayet et al., 2002; Hoyle et al., 2005]. 

   [70]   Field measurements using single-particle mass spectrometry, electron microscopy, and X-ray emission or particle elastic 

scattering analysis demonstrate that BC and organic carbon are present in the troposphere and lower stratosphere [Murphy et al., 

2007; Nguyen et al., 2008].  Often the predominant particles are composed of organic carbon that originates mainly from surface 

sources.  Even particles that reach the stratosphere may have acquired small amounts of carbon during transport through the upper 

troposphere.  Some measurements suggest that BC’s effectiveness as an IN is greatest if it is uncoated, but this finding is not yet 

definitive.  Presumably, uncoated BC rarely exists in the UTLS region and, because it is difficult to detect thin coatings on BC, the 

number of such particles in this region is poorly known. 

   [71]   A constraint that could ascertain whether BC affects ice cloud formation would be direct airborne sampling of particles at 

high altitudes, along with simultaneous characterization of their chemical composition and measurements of their ice-forming 

properties.  Ice nuclei counters have been employed in several ground-based and airborne measurements [Rogers et al., 1998; 

DeMott et al., 2003; Cziczo et al., 2004b; Richardson et al., 2007; Stith et al., 2009; Prenni et al., 2009; Froyd et al., 2009].  In 

qualitative agreement with most laboratory studies, some of these field measurements support the notion that mineral particles can 
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act as IN in cirrus clouds, while BC-containing aerosol is less ice-active, although it often present in ice-nucleating aerosol.  

However, without adequate characterization of particle composition and properties, field measurements can infer correlations 

between IN components and heterogeneous ice nucleation but cannot distinguish the processes by which certain particles partition 

in cirrus ice; therefore, they cannot provide causal links.  

   [72]   This conclusion is particularly true for measurements of cirrus ice crystal residues that show enhancements in insoluble 

components relative to ambient particles, throughout the troposphere and in aircraft corridors [Heintzenberg et al., 1996; Ström and 

Ohlsson, 1998; Twohy and Gandrud, 1998; Petzold et al., 1998; Twohy and Poellot, 2005].  Inertial scavenging of BC particles by 

ice crystals in clouds was found to be more important than ice nucleation in explaining observed BC-to-ice mass ratios at 

temperatures of 228–248 K [Baumgardner et al., 2008; Stith et al., 2011].  

   [73]   Field data sets that measure IN concentrations have not distinguished BC-containing particles from other particles.  Such 

measurements may be viewed as the maximum concentrations of ice-active BC for comparison with models.  Measurements over 

continental areas and in aircraft corridors reveal highly variable IN number concentrations of 0.1–500 L-1, with 60% of data lying in 

the range 2–20 L-1 [Rogers et al., 1998].  Other data sets point to typical background northern hemispheric IN concentrations of 10 

to 30 L-1 [DeMott et al., 2003; Haag et al., 2003].  Data in the Arctic report lower values (i.e., less than 1 L-1) with local maxima of 

50 L-1 [Prenni et al., 2009].  IN concentrations of 100 to 500 L-1 are rare and have only been detected locally in dust storms [DeMott 

et al., 2009b; Stith et al., 2009].  

   [74]   The minimum BC ice active fraction present in lower and mid tropospheric biomass burning plumes required to exert 

regional impact was estimated to be 10-4 or higher [Petters et al., 2009].  A comparison of upper tropospheric refractory particle 

concentrations of about 10,000 L-1 [Minikin et al., 2003] with inferred IN concentrations of about 10 L-1 [Haag et al., 2003] yields a 

BC ice active fraction of 10-3, when assuming that BC contributed 100% by number to the refractory particles.  The latter 

assumption is likely an overestimate, so the BC ice active fraction in nature was probably smaller. 

6.5.3.3.  Modeling evidence for BC atmospheric abundance and mixing state 
   [75]   As discussed in Section 2, BC particles are commonly mixed with sulfate or organic carbon within a day.  If most BC 

particles in the UTLS are coated, then BC acting as deposition IN, in which ice forms directly on bare BC, would be rare in the 

upper troposphere.  

   [76]   Most global models are not well validated in terms of UTLS aerosol speciation and particle number concentrations, in 

particular for BC [Koch et al., 2009a; Lohmann and Hoose, 2009].  Problems in simulating tropospheric BC vertical distribution, 

mixing state, and other properties are mainly tied to poorly parameterized physical and chemical processes that affect BC lifetime, 

and, to a smaller degree, to uncertainties in emission inventories [Textor et al., 2007].  One particularly uncertain process is 

scavenging in ice clouds.   

   [77]   One climate model has specifically compared UTLS aerosol number and mass concentrations with observations [Aquila et 

al., 2011].  This model tracks the properties and distribution of potential ice nuclei (defined as the sum of dust and BC particles) 

separately from soluble particles, so that internally and externally mixed BC are explicitly represented.  The zonal mean ratio of 

externally mixed potential IN to the total potential IN number is 0.5–2% throughout most of the free troposphere.  These values are 

much smaller than suggested by observations [Schwarz et al., 2008a], but internally mixed particles are not distinguished as easily 

by the measurements as they are in the model.  Simulated transformation times from external to internal mixtures are predicted to be 

larger for dust than for BC, implying a larger (but still small) fraction of bare dust particles relative to BC in tropospheric 

accumulation mode IN.  These model results suggest the need for careful examination of observed IN mixing state. 

   [78]   For BC particles (or IN in general) to exert a significant effect on ice formation, their ice nucleation thresholds should lie well 

below the homogeneous freezing limit for fully soluble aerosol particles, and the number concentration of the ice active population 
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should be 10 L-1 or larger for typical updraft velocities and temperatures in the upper troposphere [Kärcher et al., 2006].  However, 

as summarized above, BC particles from a wide range of sources do not appear to be potent IN (see Figure 6.2).  Therefore, it is 

realistic to assume an ice nucleation threshold that is close to but below the homogeneous freezing threshold, as was chosen for the 

simulations in Figure 6.3.  While Figure 6.3 explores the effect of BC on IN, the possible range of influence of BC on cirrus 

properties depend on the details of the ice active fraction and other factors that are not included in those simulations.  

   [79]   Resolving moderate impacts of IN, where ice is formed at supersaturations slightly below the homogeneous freezing 

threshold, and validating IN impacts on cirrus will be very challenging in UTLS in situ measurements, given the present difficulties 

in measuring relative humidity and cooling rates on the scale of individual clouds.  Kärcher and Ström [2003] emphasized the 

crucial role of dynamical forcing in cirrus formation; small uncertainties in estimating cooling rates in cirrus generating cells can 

easily mask any indirect effect exerted by IN.  Furthermore, it is questionable whether the effects of IN on optically thin ice clouds 

can be unraveled by means of satellite observations [Chyìlek et al., 2006; Seifert et al., 2007; Massie et al., 2007]. 

6.5.3.4.  Global model studies of BC effects on cirrus 
   [80]   Three model studies have estimated the carbonaceous aerosol effect on ice clouds (Table 6.2).  This effect is the difference 

between present-day conditions and pre-industrial (background) conditions, and estimates of forcing are, therefore, strongly affected 

by the nucleation regime in the background atmosphere.  If homogeneous nucleation is most common in the pre-industrial 

atmosphere (left side of Figure 6.3 or an environment with few IN), BC decreases ice particle number concentration and forcing is 

negative.  If heterogeneous nucleation was dominant in the pre-industrial case (toward the upward slope of Figure 6.3 or an 

environment with more dust), BC increases ice particle number concentration and forcing becomes positive.  A predominance of 

droplets or sulfate particles corresponds to natural conditions with homogeneous nucleation, while predominance of refractory 

particles like dust would result in heterogeneous domination.  The influence of adding IN on ice formation is largely controlled by 

cloud-scale dynamics, and changes in the dynamic regime since the pre-industrial era are not fully included in this forcing estimate. 

   [81]   Penner et al. [2009] used off-line estimates from a CTM aerosol scheme coupled to the NCAR CAM3.  They used two 

parameterizations that allowed for competition between homogeneous and heterogeneous nucleation in an aerosol mass-only and a 

3-mode, 2-moment versions of the model.  Sulfate droplets were assumed to act as homogeneous freezing agents, BC was assumed 

to be coated with soluble material and, therefore, to act as immersion IN, and dust was assumed to act as IN in the deposition or 

condensation mode.  For the more sophisticated (3-mode) parameterization, two different ice nucleation schemes gave a forcing 

from fossil-fuel and biomass burning emissions of -0.3 to -0.4 W m-2.  The dominant effect was that heterogeneous IN activity of 

BC decreased relative humidity with respect to ice, inhibited homogeneous nucleation, decreased the number concentration of ice 

particles and reduced positive forcing by high-level clouds.  

   [82]   The mass-only version of the aerosol model was applied by Liu et al. [2009a] in the NCAR CAM3 global model with a 

double moment ice microphysical scheme.  Adding BC resulted in increased high-level clouds, especially over polar regions but 

also somewhat over tropical regions.  The resulting change in forcing due to BC emitted at the surface was +0.22 W m-2 or +0.39 W 

m-2 when critical supersaturations of 1.2 to 1.3 or 1.4, respectively, were assigned to BC.  The larger forcing for higher ice 

nucleation threshold is due to a larger decrease in negative shortwave contribution.  The change in sign between this study and the 

Penner et al. [2009] results reflects the large uncertainty in this forcing, stemming from the fact that cirrus clouds affect both 

shortwave and longwave radiative fluxes, and the change in each is determined by specific cloud properties.  The forcing is, 

therefore, a small value calculated by adding two large values of opposing sign, making it very sensitive to changes in the 

magnitude of either one.  Similar uncertainties are seen in the estimation of the climate effects of aviation BC emissions, which are 

not included here.  There are three major differences between this study and Penner et al. [2009].  In the pre-industrial atmosphere, 

homogeneous nucleation dominated in Penner et al. [2009] while heterogeneous nucleation dominated background conditions in 
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Liu et al. [2009a].  Liu et al. used a prognostic treatment of the ice-crystal number concentration  including source and sink terms 

while Penner et al. diagnosed ice-crystal number concentration from nucleation.  Liu et al. [2009a] included climate feedbacks, so 

that aerosols in the UTLS region tended to enhance relative humidities there; however, they were unable to reproduce the observed 

supersaturations in the atmosphere, so that the modeled supersaturations were never high enough to allow homogeneous nucleation 

(see Figure 3 of Liu et al. [2007]).  

   [83]   Gettelman et al. [2012] analyzed the BC effect on ice clouds as part of a more comprehensive study of ice nucleation in the 

CAM5 model, exploring the effect of parameterisation changes on background cloud properties and the aerosol indirect effect.  

They compared study pairs with 1850 and 2000 aerosol emissions.  One member of the pair had fixed ice nuclei as a function of 

temperature and the other used a more complete parameterization, allowing competition between heterogeneous nucleation on dust 

with homogeneous nucleation on sulphate.  The standard model used only coarse-mode dust as potential ice nuclei.  BC was 

incorporated into this scheme by assuming it had the same ice nucleation properties as dust.  The ice active fraction for BC was set 

to 0.1%, 2% and 100% in different simulations.  Only the simulation assuming a 0.1% ice active fraction gave realistic ice water 

mass and cloud radiative properties, and this simulation was used to estimate the indirect effect.  Forcings were estimated from the 

full ToA radiative-flux change, a cloud forcing change, and a cloud forcing change with a clear-sky flux change correction applied; 

the quoted result is the average of these three.  This study estimates +0.27 ± 0.10 W m-2 (1σ uncertainty) for the total ice cloud 

aerosol indirect effect.  The BC component was -0.06 W m-2 and was not statistically significant. 

   [84]   Jacobson [2010] included ice-cloud effects in a model of the effect of BC on climate.  Ice crystal sizes increased slightly due 

to BC.  The study used a temperature-dependent ice-nucleation threshold for uncoated BC (Section 6.5.1) that ranged between 1.15 

and 1.35.  These values are within the range for uncoated spark-generated soot at moderate and low temperatures, but below the 

range of coated soot in Figure 6.2.  Cloud drop and ice-crystal number concentration were calculated by simultaneously solving the 

mass balance equations for water vapor, liquid, and ice, considering all aerosol and cloud particle sizes.  BC in this model study is a 

more efficient IN than is observed in the laboratory.  In the study, relative humidity increased at high altitudes and in the Arctic, and 

ice clouds increased due to BC, which are results similar to those in Liu et al. [2009a].  Forcing due to this IN mechanism was not 

isolated, but the direction of ice-cloud changes suggests a positive forcing.  

   [85]   In a global model study by Hendricks et al. [2011], a multiple-mode ice microphysical scheme was applied in the ECHAM 

GCM to simulate IN effects on global cirrus properties.  The ice nucleation parameterization by Kärcher et al. [2006] was applied 

to simulate the competition between homogeneous and heterogeneous ice formation.  Hendricks et al. [2011] assumed that only 

small fractions of the modeled BC and mineral dust particles (0.25% and 1%, respectively) could act as IN, resulting in IN 

concentrations on the order of 10 L-1 at cirrus levels.  BC and dust-related IN had similar contributions.  Heterogeneous nucleation 

on both types of particles produced significant reductions in the mean cirrus ice particle number concentrations.  The effect was 

most pronounced in the tropics, where the zonal mean annual average ice particle number concentration decreased by up to 20%.  

Reductions in the mean ice water content, likely resulting from efficient sedimentation and precipitation of large ice particles 

generated by heterogeneous nucleation, also occurred.  This effect led to reductions in the zonal mean, annually averaged, water-

vapor mixing ratio of up to 5% at cirrus levels.  The BC contribution to these effects was comparable to that related to mineral dust 

IN only when the assumed ice nucleation threshold is significantly lower than that assumed for dust particles (threshold of 1.2 for 

BC and 1.3 for mineral dust).  When a larger critical value (ice nucleation threshold of 1.40) was assumed for BC, heterogeneous 

freezing was dominated by mineral dust particles.  

   [86]   Compared to the global model studies by Liu et al. [2009a] and Penner et al. [2009], Hendricks et al. [2011] and Gettelman 

et al. [2012] simulated a much smaller effect of BC on cirrus ice crystal number concentrations.  These differences could result 

from either a smaller availability of active ice nuclei in the Hendricks et al. [2011] and Gettelman et al. [2012] studies or from 
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differences in the representation of relative humidity and cooling rates.  Gettelman et al. [2012] found that an ice active fraction of 

0.1% gave realistic ice water content and radiative properties, and ice active fractions of 2% and 100% did not. 

   [87]   Compared with the measurements discussed in Section 6.4.3.3, the Liu et al. [2009a] and Penner et al. [2009] studies may 

overestimate UTLS BC and IN and may, therefore, overestimate the magnitude of the ice-cloud indirect effect.  Liu et al. [2009a] 

reported BC concentrations of about 300 to 3000 L-1, which when compared to a few measurements were roughly a factor of two 

too high.  Penner et al. [2009] reported reasonable agreement with measurements of IN from one field campaign, but the 

concentrations exceed those summarized in Section 6.4.3.3 for a more geographically diverse set of regions.  IN concentrations in 

the UTLS region are smaller in Liu et al. [2009a] than in Penner et al. [2009].  

   [88]   Our estimate of the BC influence on ice-cloud indirect effects is 0.0 ± 0.4 W m-2 based on the Gettelman et al. [2012] study 

and the average and range of Liu et al. [2009a] and Penner et al. [2009].  Both Penner et al. [2009] and Liu et al. [2009a] lack 

fidelity in some aspects, so that there is no clear choice between the two opposing results.  However, we use them to bound the 

uncertainty range.  Unlike all other cloud forcings, this estimate has not been scaled to our best estimate of industrial-era BC 

emission rate.  For ice-cloud effects, many factors other than emission rate affect ice-active BC concentrations in the upper 

troposphere.  Most models, including those used in the Penner et al. [2009] and Liu et al. [2009a] studies, overestimate these 

concentrations.  Therefore, the model results may represent an upper bound on the magnitude of ice-cloud impact.  In the Gettelman 

et al. [2012] study, the BC ice cloud impact was not significant. 

6.5.3.5.  Aircraft impacts on high ice-cloud properties  
   [89]   BC emissions from aviation are a very small fraction of direct forcing because they are a very small fraction of global 

emissions.  However, aviation emissions of BC provide an especially potent source of potential ice nuclei [Kärcher et al., 1996; 

Schröder et al., 1998].  The Liu et al. [1999] and Penner et al. [2009] modeling studies estimate the effect of aviation BC alone on 

ice cloud to be between -0.16 W m-2 to +0.26 W m-2.  Aviation emissions potentially have a larger effect on ice clouds than 

comparable emissions at the surface [Lee et al., 2010].  The total BC climate forcing in Figure 9.1 explicitly excludes aviation 

emissions.  We mention these studies here because they may provide additional clues about how BC particles affect cirrus clouds, 

although BC emitted from aviation may undergo less mixing with tropospheric particles and gases. 

   [90]   Although contrails would form even in the absence of BC emissions, the optical properties of the contrails and cirrus impacts 

depend on BC emission levels [Kärcher and Yu, 2009; Lee et al., 2010].  Water supersaturated conditions during contrail ice 

formation below approximately 225 K activate even rather hydrophobic BC particles into rapidly freezing water droplets [Kärcher 

et al., 1996; Koehler et al., 2009].  A decrease in ice cloud particle size for cirrus clouds altered by aircraft may imply that aircraft 

BC increases the concentration of available IN for these aged contrails or cirrus clouds [Lee et al., 2010].  Jacobson et al. [2011] 

found that an assumption of efficient ice nuclei (i.e., ice nucleation threshold of 1.35 at 185 K) was required for a good match with 

observed contrail cloud fractions. The model study of Hendricks et al. [2005] suggests that aircraft BC increases IN by 10 to 40% in 

aircraft cruise altitudes in northern midlatitudes.  However, the ice nucleating properties of aircraft exhaust for the exact 

composition and coating of exhaust particles, at the temperature and water vapor conditions in cirrus, remain poorly known.  The 

impact of aircraft BC emissions on cirrus cloud formation in the absence of contrail formation remains very uncertain. 

6.6.  Comprehensive modeling of BC cloud effects 
   [91]   Although the discussion above has separated effects on individual cloud types, one series of model results [Jacobson, 2001b; 

Jacobson, 2002; Jacobson, 2004; Jacobson, 2010] has implemented a progressively more complex treatment of BC that does not 

separate forcing by mechanism or by cloud type.  Because individual forcing values cannot be extracted from these studies, it is not 

possible to discuss them in the framework described in the remainder of the section.  However, if these models results are greatly 

different than the forcing values assembled in the remainder of this assessment, then the causes of these differences should be 
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sought.  Therefore, we evaluate these model results for consistency with our estimated forcing.  The studies give shortwave and 

longwave irradiance changes, but those values are not effective forcings because they also include climate responses.  Instead, our 

comparison is largely based on the reported temperature responses divided by the GHG climate sensitivity of the model [0.6 K (W 

m-2)-1, Jacobson, 2002].  This quotient gives an approximate effective forcing. 

   [92]   Jacobson [2004a] included direct forcing, snow forcing, and responses of liquid, mixed, and ice clouds to estimate a 

temperature increase of +0.27 K for fossil fuel and biofuel combustion emissions.  When the effective snow forcing of +0.18 W m-2 

(see Table 7.1 and Section 8) is subtracted from the total effective forcing, an effective forcing of +0.31 W m-2 is obtained.  This 

value is similar to the purely direct-forcing total of +0.36 W m-2 expected for the emission rates used in that study and the direct 

forcing of the model reported earlier [Jacobson, 2001b].  From this we infer that the balance of positive and negative forcing 

exerted by liquid, mixed, and ice clouds is near zero, comparable to the values assessed above when ignoring the cloud absorption 

effect.  On the other hand, aerosol from open biomass burning caused a negative temperature change of -0.17 K [Jacobson, 2004b].  

   [93]   Jacobson [2010] used slightly different emission rates for fossil-fuel and biofuel combustion and reported a temperature 

change of +0.38 K (i.e., equivalent to about 0.45 W m-2 after removing cryosphere forcing) when cloud absorption was ignored, 

again similar to the emission-based projection of direct aerosol forcing of +0.39 W m-2 and indicating a negligible net cloud 

influence.  However, when cloud absorption by BC in droplets was included in the simulation, the temperature change was +0.69 K, 

an increase of +0.31 K (+0.52 W m-2).  This potentially large effect was considered in Section 6.3.1. 

6.7.  Summary of uncertainties in estimating indirect effects 
   [94]   For all aerosols, model estimates of indirect effects have a much larger relative spread for indirect effects compared with 

direct effects.  For example, the uncertainty estimate for the cloud albedo effect is double that of the aerosol direct effect [Forster et 

al., 2007].   

6.7.1. Model uncertainties beyond aerosol-cloud interactions 
   [95]   Aspects of the environment beyond aerosol-cloud interactions have not been addressed nor accounted for in this section.  In 

addition to aerosol effects on clouds, atmospheric dynamics plays a decisive role in cloud formation, properties, and lifetimes 

[Heintzenberg and Charlson, 2009].  If these dynamical relationships are incorrectly represented in models, the resulting errors 

could overwhelm the magnitude of aerosol influence.  Some studies argue that offsetting mechanisms, or ‘buffering,’ may reduce 

the magnitude of perturbations caused by aerosols [Stevens and Feingold, 2009].  

   [96]   In some models, the representation of clouds themselves is inaccurate, either in total coverage, location, or optical thickness 

[Soden and Held, 2005; Bony and Dufresne, 2005; Cesana and Chepfer, 2012].  Global models also suffer from inconsistency 

between ice microphysics and cloud coverage [Kärcher and Burkhardt, 2008], and there are uncertainties in specifying subgrid-

scale vertical velocities, which control the relative roles of IN and liquid particles during cirrus formation [Kärcher and Ström, 

2003].  These factors may introduce larger uncertainties in determining the indirect effect than do assumptions about variations in 

the properties of the aerosols, but they have not been evaluated in previous literature and are not included in the uncertainty 

estimated here. 

6.7.2. Aerosol-cloud interactions  
   [97]   Uncertainties in BC’s influence on clouds are of four general types.  First, there are process uncertainties regarding the 

effects of aerosols on clouds generally and of the role of BC more particularly, and modeled aerosol microphysics and cloud 

responses have not yet been strongly constrained by observations.  A current challenge is obtaining sufficient observational 

information on aerosol number concentration, size, mixing state and chemical composition in various regions and altitudes.  Cloud-

scale measurements determining collocated relative humidity, vertical air motion, and CCN or IN activity and number concentration 

provide important constraints on these processes.  Cloud-resolving models also allow a more detailed evaluation of the importance 
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of individual processes, yet forcing values obtained from models of individual clouds have yet to be reconciled with global average 

forcing predicted by GCMs.  Many models have only recently represented aerosol microphysics and the coupling to both the vapor 

phase and cloud microphysics.  Including these factors changes the magnitude, and sometimes even the sign, of the reported effects. 

   [98]   Only a few model studies have focused on particular types of aerosol-cloud effects, and the influence of BC in those changes.  

Studies frequently lack consistent diagnostics and experimental designs for isolating effects of particular species or emission 

sectors, in particular regions, or of individual cloud impact mechanisms.  Discerning which effects are reported is sometimes 

difficult; reported liquid-cloud forcing sometimes includes semi-direct responses and even a portion of direct forcing.  This 

inconsistency causes a lack of comparability among model results that is frequently ignored when such reports are tabulated. 

   [99]   Modeling of changes in mixed-phase clouds, ice clouds, and increased absorption in cloud droplets is a relatively new 

research area.  A much smaller number of studies provide these estimates, compared with studies on liquid clouds.  Aerosol 

microphysical effects on convective clouds are poorly known and generally not included in models.  For cold ice clouds, GCM 

cloud schemes do not yet reconcile the physical treatments of fractional coverage, supersaturation and microphysics. 

   [100]   With few exceptions, modeling of aerosol influence on clouds has been illustrative and has not addressed sensitivities nor 

constrained sensitive parameters with observations.  Models agree that forcing usually increases as emissions increase, yet some 

studies do not even report the emission rates used, again making comparability difficult.  Forcing may not be linear with regard to 

emissions or other inputs such as particle size, but sensitivity studies are not available to provide more constrained scaling for cases 

when modeled aerosol concentrations differ from observed values.  Uncertainties estimated for cloud effects are obtained from 

model diversity rather than from true uncertainty propagation, as the latter has not been achieved with current models and scientific 

understanding. 

   [101]   Multiple indirect effects exist and the combination of forcings may be nonlinear.  Forcing inferred from satellite 

observations may include the combined response, but in-situ observations may be more likely to isolate individual effects.  A 

constraining approach that combines the strengths of all approaches has not yet appeared.   

   [102]   Because of sub-linearity in cloud response to increasing aerosol concentrations, the dependence of industrial-era forcing on 

assumed pre-industrial values is even greater for indirect effects than for direct effects.  To determine the impacts of future aerosol 

changes and for comparison with temperature changes in recent years, examining changes from present-day conditions could 

provide a more reliable measure than comparison with a nominal pre-industrial condition [Menon et al., 2002a]. 
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7.  Cryosphere changes: Black carbon in snow and ice 

7.1.  Section summary 

   [1]    

1. Light-absorbing particles in snow can significantly reduce snow albedo.  Because of the high albedo of snow, even aerosol 

with relatively high single-scatter albedo (e.g., aerosol with a high OA:BC ratio) causes positive radiative forcing. 

2. Small initial snow albedo reductions may have a large adjusted forcing because the resulting warming affects the snow 

morphology (grain size), snow sublimation rates, and snow melt rates, all of which enhance BC-induced snowpack albedo 

reductions, leading to an amplification of the radiative forcing. Albedo feedback triggered by this forcing drives a large surface 

temperature response (Section 8). 

3. The best estimates for all-source and industrial-era adjusted forcing by BC in snow are +0.04 W m-2 and +0.035 W m-2, 

respectively.  The all-source estimate is derived by scaling the results of a suite of model studies to achieve consistent estimates 

of forcing from all present-day sources (fossil-fuel, biofuel and biomass burning).  Measurements of the BC content of Arctic 

snow were also used to adjust two of the model studies’ derived forcing for biases in snow BC concentrations.  Industrial-era 

forcing is calculated by scaling by the ratio of industrial-era to all-source BC emissions, accounting for changes 1750 to present 

day in the fraction of global emissions from fossil-plus-bio-fuel and from open biomass burning which are deposited to snow.  

Changes in snow and ice cover 1750 to present day are not accounted for.  These central estimates also do not account for 

forcing by BC in sea ice but do account for forcing by BC in snow on sea ice 

4. The bounds for all-source snow BC adjusted forcing are estimated at +0.01 W m-2 to +0.09 W m-2 and for industrial-era forcing 

at +0.008 W m-2 and +0.078 W m-2.  These bounds include rapid adjustments in snow grain size and surface snow BC 

concentrations due to changes in sublimation and melt rates resulting from the initial snow albedo reduction due to BC.  They 

are based on results of model sensitivity studies applying low and high values of snow cover fraction, rate of snow aging and 

resulting grain size evolution, scavenging of BC out of the snowpack during melt, and BC emissions, as well as a model 

estimate of the reduction in forcing by BC caused by the concurrent presence of light-absorbing soil dust.  These bounds do not 

account for uncertainty in how forcing is affected by patchy snow cover, by uncertainties in modeled cloud cover and vegetation 

cover, or for possible biases in modeled mid-latitude snow BC concentrations.  

5. The best estimate for all-source and industrial-era radiative forcings by BC in melting snow-free sea ice are +0.012 W m-2 and 

+0.011 W m-2, respectively.  These forcings do not account for rapid adjustments that may amplify the initial radiative forcing.  

They are derived using Arctic-wide averages for sea-ice BC concentration, sea-ice area, melt pond fraction, snow cover fraction, 

and solar irradiance.  The bounds on sea-ice BC radiative forcing are +0.008 and +0.017 W m-2 for all-source forcing and +0.007 

and +0.016 W m-2 for industrial-era forcing, based on independently calculating negative and positive deviations from the mean 

given by realistic possible minima and maxima in these factors.   

6. Chemical analysis of springtime surface snow samples indicate that most BC and other light-absorbing particles in the North 

American and Russian Arctic snow and in Greenland are associated with biomass burning.  Fossil fuel plays a prominent role in 

the high-latitude Arctic Ocean and in Greenland in the summertime, but in Greenland concentrations are low.  Indirect evidence 

indicates that pollution may also play a significant role in the Arctic north of Europe, where concentrations are higher.  

7. A large fraction of particulate light absorption in Arctic snow (about 30 to 50%) is due to non-BC constituents.  Most of the 

absorption appears to be due to light-absorbing organic carbon from biofuel and agricultural or boreal forest burning.  The 
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forcing estimates given above account for only BC.  The total forcing by a source which emits both BC and light-absorbing 

organic carbon is larger than is given by BC forcing alone.  

8. In some regions, especially areas with thin and patchy snow cover or mountainous regions, soil dust significantly lowers snow 

albedo, lessening the influence of BC.  Models do not capture these potentially large sources of local dust to the snowpack and, 

therefore, may be overestimating BC forcing and this is not accounted for here. 

9. There is evidence that snow BC concentrations in the Arctic, Europe and N. America were higher in the early and mid 20th 

century than presently.  Also, snow cover is declining with time.  Thus, snow BC forcing is likely decreasing in many regions.  

10. BC in glacial snow is a concern primarily because of its possible role in altering melt cycles of glaciers in regions that rely on 

glacial melt to balance the water supply through the seasons.  Forcing due to BC in snow in the Himalaya and Tibetan Plateau is 

significant in the limited model studies available to date, but there are indications these estimates are biased high due to 

overestimates in modeled snow BC concentrations and snow cover or by not accounting for the role of dust and soil in snow 

reducing snow albedo.  The available measurements of glacial snow BC in this region show high spatial variability and a 

springtime maximum that coincides with a maximum in dust deposition to snow, emphasizing the need for accurate model 

representation of both BC and dust in snow. 

7.2.  Introduction 

   [2]   Light-absorbing particles in snow can significantly reduce snow albedo and increase the amount of absorbed solar radiation 

because the albedo of pristine snow at visible wavelengths is high and because snow scatters visible radiation very efficiently, 

producing a large photon path length that amplifies the influence of impurities [Figure 7.1; Warren and Wiscombe, 1980b; Warren, 

1982; Chyìlek et al., 1983b].  In contrast to atmospheric aerosol radiative forcing, which may be positive or negative depending on 

the underlying surface albedo and what species are co-emitted with BC, aerosols with a visible-band single-scatter albedo less than 

that of ice grains (about 0.9999+), which includes nearly all species except sulfate sea salt, exert a positive radiative forcing when 

incorporated into surface layers of optically thick pure snowpacks (Figure 7.2).  Thus, even sources with a high OA:BC ratio 

produce a warming when deposited on snow exposed to sunlight.   

   [3]   Critically, the large climate effects from BC in snow do not come from the initial change in snow albedo but from the rapid 

adjustments that follow (Figure 7.3). Increased solar heating with lower snow albedo affects the snow aging process, in general 

causing more rapid growth of the snow effective grain size through warmer snowpack temperatures.  Coarse-grained snow has a 

lower albedo than fine-grained snow (GRA in Figure 7.3), and the reduction in albedo due to BC increases with grain size (GRB in 

Figure 7.3) (see also Figure 7 of Warren and Wiscombe [1980b] and Figure 7.1) so the accelerated aging caused by the warmer 

snowpack further reduces the snowpack albedo, again increasing the amount of absorbed sunlight.  The GRA and GRB feedback 

processes lead to earlier melt onset.  (A competing effect of BC in snow may be to reduce the snowpack temperature gradient, 

which could slow the rate of snow aging [Flanner and Zender, 2006], but this effect has not been studied in-depth).  BC 

accumulates at the surface with snow sublimation, and sublimation may increase or decrease as surface air temperatures increase, 

depending on ambient humidity changes.  This either enhances or decreases surface snow BC concentrations, albedo reduction and 

warming (SBC in Figure 7.3).  When melt commences, some of the hydrophobic BC is left at the snow surface [Conway et al., 

1996; Doherty et al., 2010, Figure 10], increasing surface snow BC concentrations, further lowering the snow albedo and 

accelerating melting [Flanner et al., 2007; MBC in Figure 7.3].  Climate changes driven by reduced snow and ice albedo may affect 

atmospheric transport pathways and wet and dry deposition rates, in turn affecting snow BC concentrations, albedo, and climate 

forcing (see DAC in Figure 7.3). The magnitude and direction of the feedback is currently unknown.  On the other hand, accelerated 

melting caused by BC in snow leads to earlier exposure of the underlying surface (vegetation, soil, sea ice, etc.), which has a 

dramatically lower albedo [about 0.2 for tundra or soil, Bøggild et al., 2010; 0.3-0.6 for sea ice, Perovich et al., 2002] than snow 
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[about 0.8 for new snow; about 0.7 for melting snow; Figure 1 of Warren and Wiscombe [1985]] and thereby warms the surface and 

adjacent atmosphere, a process commonly known as the snow albedo feedback (SAF in Figure 7.3).  The SAF feedback only occurs 

when melt of seasonal snow uncovers a land or ocean surface; the melting of snow on ice sheets (e.g., on Greenland) or on 

mountain glaciers reveals an almost equally high albedo sub-layer so the strong albedo feedback is missing.   The SAF feedback 

facilitates large temperature changes (Section 8) in response to the BC snow and ice forcings discussed here.  BC-induced changes 

in snow cover occur on a weeks to months time-scale, but the climate system also has a longer-term (months to years) memory for 

snow cover [e.g., Dery and Brown, 2007]. Northern hemisphere albedo feedback is strongest in springtime when the combined 

effect of snow cover and insolation is maximum and the snowpack is at or near its melt point [e.g., Hall and Qu, 2006; Flanner et 

al., 2011].  Melt onset and local albedo feedback vary with latitude and altitude, however, for example, occurring later in the year 

on parts of the Greenland plateau that experience melt and in high-elevation mountain areas. 

   [4]   The rapid adjustments GRB, MBC, SBC, and DAC affect the concentrations of BC in the snow (MBC and SBC) or the change 

in albedo for a given BC concentration (GRB) and constitute ‘rapid adjustments’ to the initial radiative forcing, as defined in 

Section 1.3.2 and Table 1.1.  Modeled radiative forcing is the net effect of the initial radiative forcing and these rapid adjustments, 

which together constitute what we have defined here as the adjusted forcing (Table 1.1).  The rapid adjustments GRA and SAF 

affect the climate state itself (i.e., the snow cover, SAF, and snow grain size, GRA), increasing the efficacy of the adjusted forcing.  

Together the adjusted forcing and high efficacy of that forcing produce an enhanced climate forcing – the effective forcing (see 

Section 9). 

7.3.  Modeled forcing 

   [5]   Warren and Wiscombe [1985] and Vogelmann et al. [1988] originally highlighted the climatic importance of snow albedo 

reduction by pollutants by examining the potential impacts of a ‘nuclear winter’ scenario.  At around the same time, measurements 

demonstrated that sufficient BC was already present in snow around the Arctic margin to affect climate [Clarke and Noone, 1985; 

Warren and Wiscombe, 1985, Figure 2].  In contrast, concentrations in Antarctica are too small to be climatically important [Chýlek 

et al., 1987; Warren and Clarke, 1990; Bisiaux et al., 2012].  The subject received little attention again until 2004, when Hansen 

and Nazarenko [2004] and Jacobson [2004] published model studies on climate forcing by changes to snow and ice albedos.  

Hansen and Nazarenko used the small number of BC-in-snow measurements available at the time to estimate the change in visible-

wavelength (λ less than 770nm) snow albedo due to BC for the Arctic (2.5%), Greenland (1%) and other snow-covered areas in the 

northern hemisphere (5%).  The authors imposed these snow albedo changes and then calculated the radiative forcing and climate 

response.  Subsequent studies have either followed the model of Hansen and Nazarenko [2004] in applying regionally uniform 

snow albedo changes [Wang et al., 2011]; have scaled albedo changes based on model-derived BC deposition rates [Hansen et al., 

2005, 2007; and Shindell and Faluvegi, 2009, which used as input the radiative forcing from Hansen et al., 2005]; or have 

prognostically determined the concentrations of BC in snow [Jacobson, 2004; Flanner et al., 2007; Flanner et al., 2009; Koch et 

al., 2009b; Rypdal et al., 2009a; Skeie et al., 2011], then calculated the change in snow albedo and finally the forcing and climate 

response.  All of these studies (Table 7.1) indicate that BC in snow produces warming both in the Arctic and across the northern 

hemisphere and that the climate efficacy of BC in snow is about 2 to 4 times that of CO2, so that BC in snow has larger climatic 

effects than its small direct radiative forcing would suggest. 

   [6]   These studies have raised interest because they indicate that BC may be playing a significant role in two critical areas: the 

unexpectedly rapid warming of the Arctic and the retreat of mountain glaciers, particularly in areas such as the Himalaya which has 

high levels of pollution and where local populations rely heavily on a seasonally balanced hydrologic cycle with glacial melt as a 

water supply in summer [Menon et al., 2010].  BC in snow may also have contributed to the marked decline in Eurasian springtime 

snow cover since 1979, which has not been reproduced by models that only account for warming due to GHGs [Flanner et al., 
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2009].  Accurately modeling these climatic effects requires, first, accurate representation of BC deposition fluxes (i.e., the endpoint 

of emissions, transport, and deposition along the transport pathway), snow accumulation rates, meltwater scavenging of BC in the 

snowpack, and snow and sea-ice distributions and cloud cover.  All of these vary from model to model.  Second, climate forcing 

calculations must account for the feedback processes shown in Figure 7.3, not all of which are included in current studies (Table 

7.2).  Finally, the climate response to the radiative forcing and rapid adjustments must be accurately represented (Section 8, Climate 

Response).   

   [7]   Interpretation across different model studies is complicated by the fact that they differ in terms of which feedbacks are 

included in each model (Figure 7.3 and Table 7.2) and in that different sources and types of light-absorbing aerosol are used in 

different models for the baseline and forcing scenarios.  Adjusted forcing by BC in the cryosphere was calculated by Jacobson 

[2004] and Flanner et al. [2009] using as a baseline a snowpack that included light-absorbing soil dust, which lowers the initial 

albedo of the snowpack and, therefore, reduces the impact of adding other light-absorbing aerosol (Figure 7.4).  None of the other 

studies in Table 7.2 included the impact of soil dust on snow BC radiative forcing.  Some model studies calculated forcing due to 

fossil-fuel and biofuel (FF+BF) combustion emissions only [Jacobson, 2004; Rypdal, 2009a; Skeie et al., 2011], but others 

calculated the effect of all sources: fossil-fuel, biofuel and biomass burning (FF+BF+BB; Hansen and Nazarenko, 2004; Hansen et 

al., 2005, 2007; Flanner et al., 2007, 2009; Koch et al., 2009b].  Finally, while most studies have calculated the total forcing for a 

given (near present-day) year, Hansen et al. [2005, 2007], Koch et al. [2009b] and Skeie et al. [2011] focused on the change in 

forcing from pre-industrial to present, defined in these studies as 1880 to 2000, 1890 to 1995 and 1750 to 2000, respectively. 

   [8]   Here the aim is to produce best estimates of the all-source and industrial-era adjusted forcing by BC in the cryosphere and to 

put uncertainty bounds on that estimate.  Some of the sources of uncertainty in this estimate can be quantified using existing 

measurements and model studies, but for other critical factors the necessary studies do not yet exist to bound the uncertainty.  

Sections 7.3.1 to 7.3.6 discuss factors that affect snow BC radiative forcing and rapid adjustments that amplify that forcing.  

Existing measurements of snow BC concentrations are then used to calculate a best-guess estimate of all-source adjusted forcing for 

snow BC.  Model sensitivity studies are used to estimate the possible range of this forcing, based on the uncertainties that can be 

bounded.  Industrial-era forcing is calculated by scaling the all-source forcing by the ratio of industrial-era to all-source BC 

emissions. 

7.3.1.  BC concentrations in snow and sea ice and the resulting change in albedo   
   [9]   Studies have used a range of values for present-day and pre-industrial emissions of BC (Table 7.1).  Here we use observed 

snow and ice BC concentrations in the present day to account for biases in the net effects of modeled emissions, transport, wet and 

dry depositional processes, and post-depositional processes such as snow sublimation and melting. However, no such constraint can 

be placed on pre-industrial snow and ice concentrations so derived industrial-era forcing relies on quite uncertain estimates of pre-

industrial emissions (Section 3) and on modeled BC atmospheric transport, BC deposition rates, snow and ice cover, and climate in 

1750.     

   [10]   The change in albedo for a given concentration of BC is a function of snow grain size and of the presence of other impurities, 

as well as of the effective mass absorption cross section of BC in snow.  As with atmospheric BC, this cross section depends on BC 

mixing state with and the nature of other constituents in the BC-containing particles.  In snow, it also depends on whether the BC is 

incorporated into the snow or on the surface of snow grains.  Warren [1982] mentioned the possibility of a factor-of-two 

enhancement of absorption by situating BC particles inside snow grains, citing Ackerman and Toon's [1981] computation for BC 

inside sulfate aerosols.  Chyìlek et al. [1983b] then modeled this effect for snow, obtaining a factor-of-two enhancement.  Flanner et 

al. [2007; 2009] obtain about a 50% enhancement for their assumptions of the mixing state. 
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   [11]   All model studies considered here other than Hansen and Nazarenko [2004], Hansen et al. [2005; 2007], and Wang et al. 

[2011] determine deposition of BC to surface snow prognostically, accounting for time-dependent emissions, transport, in-

atmosphere chemical processing and aging, and wet and dry deposition rates that depend on aerosol hygroscopicity or age.  

However, the treatment of atmospheric aerosol processes varies considerably from model to model.  For example, Jacobson [2004] 

determines BC aging by solving coagulation, condensation, and dissolution among multiple, independent, aerosol size bins and 

resolves cloud-borne and interstitial BC within these bins, whereas other studies track BC in a single mode and assume fixed BC 

aging rates, internal mixing times, and in-cloud BC fractions [e.g., Flanner et al, 2007, 2009; Koch et al., 2009].  The DAC 

feedback in Figure 7.3 depends on modeled climate changes due to cryosphere BC forcing, as well as how modeled transport and 

deposition rates depend, for example, on mixing with other constituents, cloud properties, and precipitation patterns.  This feedback 

does not exist at all in models where albedo changes are prescribed.  These factors result in differences in modeled deposition rates 

of BC to surface snow.  Comparisons between modeled and measured surface snow concentrations are discussed in Section 7.4.  

   [12]   Calculated albedo change for a given snow BC concentration is also handled differently across models.  The Jacobson 

[2004] study explicitly calculates the changes in solar albedo of snow and snow thermal-IR emissivity as a function of zenith angle 

by solving radiative transfer through the atmosphere, snow and ice grains together, by adding a snow or ice layer to the bottom of 

the atmospheric layers, and solving for the upward divided by downward irradiance at the top of the snow layer.  The calculation is 

done for both interstitial BC particles and BC inclusions within snow grains, treated with a core-shell approximation.  Jacobson et 

al. [2004] found that the modeled effect of BC on emissivity is small, as also shown in Table 2 of Warren [1982].  Effects of BC on 

IR emissivity are disregarded in all other model studies.  The Flanner et al. [2007; 2009] studies explicitly calculate the change in 

solar snow albedo by solving radiative transfer through multiple layers of snow, based on theory from Warren and Wiscombe 

[1980b] and the two-stream, multiple scattering radiative approximation of Toon et al. [1989].  The snow albedo is then added 

interactively at each time step as a bottom boundary condition to an atmospheric model that accounts for the effects of atmospheric 

optics (e.g., aerosol, clouds, etc.) on downwelling solar radiation.  They treat sulfate-coated and interstitial BC species with coated 

BC absorbing about 50% more solar radiation per mass of BC.  Koch et al. [2009b] parameterizes the change in albedo based on the 

study of Warren and Wiscombe [1985], which treated the BC as being externally mixed with the snow and accounts for absorption 

enhancement through multiple scattering in the snow.  This parameterization provides a spectrally averaged change in albedo, with 

dependence on snow grain size and BC concentration, but it ignores the zenith-angle and atmospheric optical dependence of the 

albedo.  Rypdal et al. [2009a] and Skeie et al. [2011] use look-up tables of albedo based on snow grain size and BC concentration; 

these tables are based on Mie theory and radiative transfer calculations.  Radiative transfer calculations are done with a multi-stream 

model using the discrete ordinate method [Stamnes et al., 1988], where two snow layers have been added below their atmospheric 

layers.  Hansen and Nazarenko [2004], Hansen et al. [2005; 2007], and Wang et al. [2011] impose albedo changes so there is no 

dependence on BC concentration or other factors. 

   [13]   As with snow, BC concentrations in bare (non snow-covered) sea ice similarly depend on the amount of BC wet and dry 

deposition to the surface.  However, because sea ice is usually snow-covered in the winter to spring season, the BC concentrations 

in multi-year summer ice are likely a strong function of how much BC resides in the winter and spring snowpack and on how much 

is retained in the sea ice during melting.  A few measurements of sea-ice BC concentrations are available to test models; they 

indicate that BC in sea ice is comparable to that in snow from the same region [Doherty et al., 2010].   

   [14]   A given concentration of BC produces a larger change in albedo in sea ice than in snow, because the surface of sea ice 

behaves as large-grained snow.  However, sea ice also can contain significant amounts of other light-absorbing impurities, such as 

sediment, which as discussed below may significantly decrease the forcing by BC.   Only three studies in Table 7.1 include radiative 

forcing by BC in sea ice: Jacobson [2004], Rypdal et al. [2009a] and Skeie et al. [2011].  This may explain, in part, the relatively 
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large forcing per emission of Jacobson [2004].  However, forcing by BC in snow on sea ice and by BC in sea ice were not 

separately diagnosed so it is not possible to know how large a role these forcings played in either study.  Below independent 

estimates are made for forcing by BC in sea ice and its possible upper and lower bounds. 

7.3.2.  Snow-covered area   
   [15]   Climate forcing by BC in snow is a direct function of the amount of land or ice area covered by snow, so seasonal and sub-

gridscale variations in snow cover must be accurately represented.  Models allow for fractional snow cover within model gridboxes 

by employing snow depth dependent parameterizations.  The adjusted forcings calculated by Flanner et al. [2007] for low and high 

cases of snow cover are used here to help bound uncertainty in forcing due to errors in fraction of snow covered area. 

   [16]   The allowance for fractional snow coverage within a gridbox might not, however, account for very small-scale snow 

patchiness, which occurs particularly in areas with low snowfall amounts or broken up sea ice.  Melt rates are higher in patchy snow 

than in uniform snowpacks, and melt rates increase with degree of snow patchiness and exposed area [Liston, 1995, 1999, 2004; 

Essery, 1997].  Accounting for this patchiness is expected to have two competing effects: Patchy snow warms and starts to melt 

more quickly due to local heat advection, and when the snowpack is close to its melt point, the feedbacks enhance the effect of the 

initial direct forcing most powerfully.  On the other hand, patchy snow on land is more likely to be loaded with local soil dust, 

thereby lowering the ‘baseline’ snowpack albedo and decreasing the impact of BC (Figure 7.4).  It is not known if accurately 

accounting for these two effects would produce a larger or a smaller radiative effect by BC in snow, so this is an unbounded 

uncertainty. 

7.3.3.  Masking by clouds and vegetation  
   [17]   The planetary albedo of cloud-covered areas is relatively insensitive to surface albedo, so cloud cover must be accurately 

represented.  Similarly, BC in snow masked by vegetation contributes little to ToA forcing, so vegetative cover must be accurately 

represented.  Both cloud cover and vegetation are sub-gridscale features, complicating their representation in models.  Model 

representation of and forcing sensitivity to realistic ranges of cloud cover and vegetation have not been tested, and this is currently 

an unbounded uncertainty in cryosphere BC adjusted forcing. 

7.3.4.  Snow grain size 
   [18]   As noted above, snow albedo is highly sensitive to snow  grain size.  Further, the change in albedo for a given snow BC 

concentration is greater in larger grained snow than in smaller grained snow (Figure 7.1).  Thus, the snowpack BC concentration 

and snow-grain size must be well constrained down to the penetration depth of sunlight (about 30 cm for a typical snow density of 

0.3 g cm-3; Warren and Wiscombe [1980a], Figure 13c).  ‘Grain size’ must also be defined consistently: in field measurements, 

reported values are optical grain sizes, which are proportional to the volume-to-area ratio [e.g., Grenfell et al., 2005] and inversely 

proportional to the 'specific surface area' (e.g., Matzl and Schneebeli [2006]).  Jacobson [2004] and Rypdal et al. [2009a] and Skeie 

et al. [2011] use globally fixed snow-grain radii in their models of 150, 500 and 500 µm, respectively.  Grain radii for new snow are 

less than 150µm, and for old, melting snow they are larger than 500 µm, so the feedbacks that involve grain size (GRA, GRB in 

Figure 7.3) are not captured.  The net effect of applying a fixed snow grain size is not known.  However, Flanner et al. [2007] used 

a model to determine how a reasonable range in snow aging rate (i.e., the rate of grain size growth) affects the derived annual mean 

adjusted forcing.  These results are used to help bound the possible range of forcings by BC in snow. 

7.3.5.  Albedo dependence on downwelling radiation 
   [19]   In addition to being a function of snowpack properties, both pure and contaminated snow albedo depend on solar zenith 

angle and the fraction of direct versus diffuse solar radiation.  Models that prescribe solar-zenith-angle-independent albedos may 

have a bias in clear-sky albedo of several percent for pristine snow [Figure 6 of Wiscombe and Warren, 1980], which is of the same 
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magnitude as the albedo perturbation by BC.  Direct and diffuse solar radiation must also be accurately represented, in turn 

requiring accurate representation of cloud cover.  

7.3.6.  Concentration of BC with sublimation and melting 
   [20]   Precipitation rates and relative humidity in much of the Arctic are low, so in some areas appreciable (up to 30-50% [Liston 

and Sturm, 2004]) surface snow is lost to sublimation.  This process removes snow water but leaves BC and other non-volatile 

particulate constituents at the snow surface, increasing their concentration.  Similarly, variable fractions of BC are left behind at the 

snow surface with melt, depending on the hygroscopicity of accompanying constituents [Conway et al., 1996].  Flanner et al. 

[2009] apply a ‘scavenging efficiency’ for BC with melt of 0.2 for hydrophilic BC and 0.03 for hydrophobic BC, based on the 

Conway et al. [1996] study.  Rypdal et al. [2009a] and Skeie et al. [2011] leave all BC at the snow surface as the snow melts, and all 

other models cited here allow all BC to be washed away with snow melt water.  While there is some observational evidence of BC 

remaining at the surface during melt [Conway et al., 1996; Xu et al., 2006; Doherty et al., 2010], an appropriate BC scavenging 

ratio remains to be determined.  A model sensitivity study which applies a range of melt scavenging efficiencies is used to help 

bound this source of uncertainty. 

7.3.7.  Representation of all light absorbing particles in snow  
   [21]   Particulate matter in snow is never pure BC.  BC from biomass, biofuel and fossil-fuel burning is accompanied by varying 

amounts of brown organic carbon.  Other sources also produce light-absorbing carbon [Andreae and Gelencsér, 2006] and light-

absorbing crustal material (e.g., hematite in soil dust).  Calculation of BC effects on snow and ice albedo and melt rates must 

consider all light-absorbing constituents in the snow.  Glacial snow especially often has high concentrations of locally sourced soil 

dust and sand that significantly reduce its albedo.  While the Jacobson [2004] and Flanner et al. [2009] studies included soil dust in 

snow in their baseline calculations, these models don’t account for very local sources of coarse-grained (i.e., much greater than 10-

µm diameter) dust and sand, which have a very short atmospheric lifetime (i.e, less than a few days).  Particularly in areas with 

patchy snow cover, local soil and sand may be present in the snow at high concentrations.  This observation was made along the 

Arctic coast of Siberia (S. Warren and T. Grenfell, personal communication), in Inner Mongolia [Huang et al., 2011] and on 

summertime Arctic sea ice (B. Light and T. Grenfell, personal communication) during snow and ice sampling surveys.  The bias 

this introduces to modeled forcing cannot currently be bounded.  However, the Flanner et al. [2009] model can be used to help 

constrain the impact of including dust deposition to snow.  In this model, when dust is included the snow BC radiative forcing is 

decreased by about 25% for the global mean dust burden of 4.3 ppm calculated in the model.  This result is consistent with Figure 

7.4, which shows a snow albedo reduction of about 0.006 for a pristine snowpack with 20 ng g-1 of BC and an albedo reduction of 

about 0.005 for a snowpack with 4000 ng g-1 of dust and 20 ng g-1 of BC.  These results indicate that the albedo reduction due to BC 

is 20% less in the presence of dust.  

   [22]   Importantly, most studies that have measured [Xu et al., 2006; Ming et al., 2009] or estimated [Yasunari et al., 2010; 

Castelvecchi, 2009] BC concentrations for Himalayan glaciers have estimated a significant radiative forcing, but this was by 

comparing clean (dust- and algae- free) snow to clean snow with BC added.  In the spring season when the glacier snow starts to 

melt and when BC may have its maximum impact, it is also late in the dry season, with minimal precipitation and large dust events 

over the Tibetan Plateau and across the Himalaya [Ming et al., 2009; Marinoni et al., 2010].  In addition to being exposed to dust 

from Central Asia and the Middle East, the south side of the Himalaya can experience significant dust loading from sources in 

northern India [Marinoni et al., 2010].  Similarly, dust storms from the Sahara can account for a significant fraction of the 

impurities in Alpine snow [Thevenon et al., 2009; Haeberli, 1977], and dust from the Colorado Plateau drives a very large radiative 

forcing of snowpack in the San Juan Mountains [Painter et al., 2007].  The lower parts of many Himalayan glaciers are entirely 

hidden by thick debris cover [Nakawo et al., 2000], actually inhibiting melt.  Future studies must account for the effects of crustal 
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and other light-absorbing material [e.g., algae; Jones et al., 2001] in mountain glaciers when determining the effects of BC on snow 

melt. 

   [23]   Measurements from across the Arctic indicate that typically 30 to 50% of sunlight absorbed in the snowpack by impurities is 

due to constituents other than BC [Doherty et al., 2010].  Either organic matter or soil dust could be responsible, and the spectral 

absorption measurements can not distinguish them, but chemical analysis of a geographically diverse subset of these Arctic samples 

indicates that the non-BC light absorbing particulate matter is overwhelmingly light-absorbing OC, not mineral dust [Hegg et al., 

2010].  These samples were collected specifically trying to avoid snow that obviously contained significant amounts of soil, dust, or 

sand, so they may somewhat underrepresent the role of these particles in snow.  Regardless, these measurements make it clear that 

particles other than BC play a significant role in changing snow albedo.  While Flanner et al. [2007; 2009] did not include snow OC 

light absorption in their published forcing calculations, they did test for the effect of OC on snow albedo and found it to be 

sufficiently small that omitting it would not significantly change their results.  If organic matter is in fact a significant source of 

light absorption in snow, the forcing by sources high in OC (i.e., BF and BB) would be larger because of the addition of light-

absorbing OC.  However, if biomass burning and soil dust emissions are considered a ‘natural’ source of aerosol, this would mean 

the natural snowpack has a lower albedo, thus lessening the effect of mitigating anthropogenic sources.  On the other hand, 

mitigating biofuel-burning emissions or any burning which produces light-absorbing OC, or decreasing soil dust emissions would 

have a larger impact than would be implied by only considering the effect of BC. 

   [24]   These results highlight the importance of determining not only the concentration of snow BC but also light-absorbing OC 

and soil dust in snow.  In addition, while the wavelength dependence of absorption of BC has been studied and is relatively well-

constrained to follow λ-1, the wavelength dependence of absorption (or, equivalently, the size distribution and spectrally resolved 

indices of refraction) for light-absorbing organics and soil dust appear to be quite variable [e.g., Bond, 2001; Kirchstetter et al., 

2004; Bergstrom et al., 2007; Sun et al., 2007; Russell et al., 2010], making estimates of the impact of OC and dust on light 

absorption in snow highly uncertain.   

7.4.  Measurements of BC in snow and comparison with models 

   [25]   As shown in Table 7.1, model studies to date have used a range of assumptions about the sources and quantity of BC 

emissions.  Similarly, atmospheric transport processes differ from model to model, as do deposition rates.  For example for the suite 

in Table 7.1, the fraction of BC deposited to surface snow by wet (versus dry) deposition ranges from 71% [Koch et al., 2009b] to 

98% [Jacobson, 2004].  Measurements of snow BC concentrations can be used to test models for the combined influence of all of 

these factors.  Data are available from the Arctic and sub-Arctic, a few mid-latitude locations in the northern hemisphere and the 

Antarctic.  Here we limit model/measurement comparisons to northern hemisphere sites, because concentrations in Antarctic are too 

small (i.e., generally less than 1 ng g-1; Chýlek et al., 1987; Warren and Clarke, 1990; Bisiaux et al., 2012) to be important for 

forcing evaluations. 

7.4.1.  Measurement methods 
   [26]   BC concentrations in snow have been measured using variations of the thermo-optical method [Chýlek  et al., 1987; Cachier 

and Pertuisot, 1994; Lavanchy et al., 1999; Xu et al., 2006; Jenk et al., 2006; Hagler et al., 2007a,b; Legrand et al., 2007; Ming et 

al., 2008; Forsström et al., 2009; Ming et al., 2009; Thevenon et al., 2009; Xu et al., 2009a,b; Hadley et al., 2010] and with an SP2 

instrument [McConnell et al., 2007; McConnell and Edwards, 2008], both of which are described in Section 2.5.  They have also 

been measured using a third, filter-based method that optically analyzes BC concentrations, used first by Clarke and Noone [1985] 

in the form of the IP Spectrophotometer and later with an improved instrument, the ISSW Spectrophotometer [Grenfell et al., 2011; 

Doherty et al., 2010].  Using the wavelength-dependence of the measured light absorption on the filter it is possible, assuming 

known BC MAC, to calculate the maximum possible BC concentration, an estimated BC concentration, and the fraction of absorbed 
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solar radiation (integrated 300-750nm) that is due to species other than BC, such as light-absorbing organic carbon and crustal 

material [Grenfell et al., 2011; Doherty et al., 2010].  Here, modeled values are compared with BC concentrations from the IP and 

ISSW spectrophotometers, thermo-optical measurements and from the SP2. 

7.4.2.  Arctic and sub-Arctic snow  
   [27]   Table 7.3 gives measured concentrations of BC in surface snow for various regions of the Arctic.  Because the snow albedo 

feedback is greatest in spring, most of these measurements were of surface snow in March, April or early May; all are from snow 

that has not yet experienced melting (and therefore the feedback MBC in Figure 7.3) but which may have experienced sublimation 

(feedback SBC in Figure 7.3).  These are compared to average surface snow (top 2 cm) concentrations from the Flanner et al. 

[2009] study and to the concentration of BC deposited in snow (via both wet and dry deposition) in the Koch et al. [2009b] study.  

Model average values were calculated using the modeled concentrations from the same month and location (gridbox) as the 

measurements.  In addition, Skeie et al. [2011] include a comparison of their modeled snow BC concentrations with measured 

values reported by Forsström et al. [2009] and Doherty et al. [2010] for Arctic and sub-Arctic regions.  These comparisons are 

imperfect but allow a first-order check of how well the models are representing BC deposition to the snowpack.  The concentrations 

shown in Table 7.3 produce a change in snow albedo of less than 5%, which would not be visible to the human eye.  In common 

images of snow visibly darkened by light-absorbing impurities, the impurities are often sand and soil, not BC. 

   [28]   The comparison herein has been limited to two of the six studies which calculated snow BC concentrations (Flanner et al., 

2009 and Koch et al., 2009b; Table 7.2) for which modeled snow BC is readily available, and to discussion of the Skeie et al. [2011] 

model and observation comparison.  For reference, total, present-day BC emissions from Flanner et al. [2009] (7400 Gg yr-1) and 

Koch et al. [2009b] (8200 Gg yr-1) are between the central bottom-up all-source estimate of 7300 Gg yr-1 (Section 3) and the all-

source emissions (10100 Gg yr-1) based on a comparison of modeled and measured AAOD (Section 5).  The Hansen et al. [2005] 

total present-day BC emissions (11000 Gg yr-1) are larger than either of these estimates.  Jacobson et al. [2004] total BC emissions 

are within 5% of the total emissions of Flanner et al. [2009], though there is a higher fraction of BB emissions in Jacobson et al. 

than in Flanner et al. (44% vs. 35%), and BB emissions are less likely to be deposited to snow [Flanner et al., 2009; Skeie et al., 

2011].  The Rypdal et al. [2009a] FF+BF emissions are 13% and 18% higher, respectively, than those in Flanner et al. [2009] and 

Koch et al. [2009b] studies; Rypdal et al. [2009a] did not include BB emissions in their analysis.  The Flanner et al. [2009] study 

was specifically run for a representative biomass-burning year and so is a better comparison to measurements than the Flanner et al. 

[2007] study, which explored two extreme (high and low) BB years.  Differences in transport and deposition rates also affect the 

concentration of BC in snow, but this comparison still provides a first-order test of the models.  Broad patterns in the observed 

spatial variability of snow BC concentrations are qualitatively consistent with the model results.  Both have higher concentrations of 

BC in snow over northwestern Russia, Europe and Scandinavia than across the western Arctic and Greenland.  However, there are 

important quantitative differences. 

   [29]   The Koch et al. [2009b] modeled values are in agreement with the measured values for Arctic Canada and northern Russia, 

are biased high in the Arctic Ocean, and are biased low compared to the measurements in all regions other than Greenland, where 

they are about a factor of two too high.  In contrast, the Flanner et al. [2009] model values are somewhat lower than the measured 

values for northern Russia, Barrow, and sub-Arctic Canada but are higher than the measured values at all other sites.  The 

differences are particularly profound for the Scandinavian sites, where they are 1.6 to 3.4 times the measured concentrations.  

Notably, these sites also have the highest concentrations and so carry more weight than the other sites at similar latitudes in terms of 

global radiative forcing.  For Greenland, values are shown for both spring (April) and summer (July to August).  Only about 25% of 

the Greenland Ice Sheet is in the 'dry snow zone'; everywhere else some melting occurs during summer. There is a striking increase 

in Greenland values in the Flanner et al. model when moving from spring to summer that is also present in the measurements, but 
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not as pronounced (Table 7.3).  Based on the timing and spatial pattern of the increase it appears to be caused by the concentration 

of BC at the surface with melt, indicating that the MBC feedback (Figure 7.3) may be too strong in Flanner et al. [2009] study.  The 

timing and extent of melt is clearly critical in this process and needs to be validated against observations; the limited data presented 

here are insufficient.  Furthermore, improved model treatment may be needed for particle accumulation in perennial snow and ice-

sheets, where (in the absence of glacier dynamics) snow either accumulates year after year or is ‘capped.’ 

   [30]   Skeie et al. [2011] prognostically determined snow BC concentrations from all sources (FF+BF+BB) and compared these to 

measured concentrations.  Their forcing was calculated for the FF+BF sources only, but biomass burning only accounted for 4 to 

12% of BC in snow north of 65°N.  Their comparison with the Forsström et al. [2009] measurements indicates that the modeled 

snow BC concentrations for 2001 to 2008 vary over about the same range as the measured concentrations in 2007 in Ny Ålesund, 

Svalbard.  However, Doherty et al. [2010] find concentrations in this region that are about a factor of two higher than that measured 

by Forsström et al.  The Skeie et al. modeled concentrations are much lower than is observed by Forsström et al. at the 

Scandinavian sites Pallas, Tromso and Abisko, sometimes by more than a factor of four and typically by a factor of two.  The 

exception is in the later spring when the snow starts to melt and in the model all BC consolidates at the snow surface.  At this time, 

modeled surface snow BC concentrations increase by approximately 10-fold.  The comparison with the geographically broader 

snow BC data set of Doherty et al. [2010] only includes snow samples that had not yet experienced springtime melt.  This 

comparison shows reasonable agreement for the Canadian and Alaskan Arctic and for Greenland, it indicates a low bias in the 

model over the Arctic Ocean, and it shows large model underestimates for the Canadian sub-Arctic, across Russia and in Svalbard.  

Model underestimates vary from about a factor of two (Svalbard) up to a factor of five (Eastern Russia).  Notably, this is the region 

where BC concentrations (and, thus, forcing) are expected to be largest.  

7.4.3.  Mid-latitude snow measurements 
   [31]   Few measurements of mid-latitude snow exist, despite the fact that the climate impacts of BC in snow at these latitudes may 

be larger than for Arctic snow because of the combination of higher BC concentrations and higher insolation.  Flanner et al. [2007] 

include a comparison of their modeled values for 1998 and 2001 to those measured in the 1980’s and 1990’s at select mid-latitude 

sites in North America and Europe (see their Table 2).  Modeled concentrations at some sites are about one third to one half the 

measured values (rural and urban Michigan, USA, and in Lithuania).  At other sites they are about equal to the measured values 

(Cascade mountains in Washington State in the USA and the French Alps in Europe) or are higher by factors of about 1.5 to 7.7 

(West Texas and New Mexico in the USA and Halifax, Nova Scotia, in Canada).  Hadley et al. [2010] measured snow BC 

concentrations at three remote sites in Northern California and found they were a factor of two to four lower than predicted by 

Flanner et al. [2007] and Qian [2009].  The sparseness of these data and the mismatch between the years modeled versus the time 

of the measurements makes it difficult to draw conclusions. 

   [32]   A snow survey described by Huang et al. [2011] provides the possibility of a more robust comparison of mid-latitude snow 

concentrations.  Huang and colleagues sampled snow across north China, reporting concentrations, for example, in northeast China 

of 600 ± 300 ng g-1 at latitudes of 41 to 46°N that decreased to about 40 ng g-1 at more northerly latitudes (51°N).  These values are 

based on visual estimates of filter samples; estimates for samples from central and western China were not provided. 

   [33]   No other geographically broad data set exists of mid-latitude snow BC concentrations, so it is not possible at this time to 

bound how well models represent mid-latitude snow BC albedo reductions. 

7.4.4.  BC in mountain glaciers 
   [34]   BC in mountain snow and glaciers is of concern primarily because of the potential for affecting melt rates and, therefore, the 

seasonality of trends in water supplies.  The effect of BC in glacial snow differs from BC’s effect on seasonal snow because in the 

former melting does not lead to exposure of the underlying Earth surface, except perhaps at the very margins of the glacier which 
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are anyhow often loaded with light-absorbing soil dust.  Thus, the powerful albedo feedback present for seasonal snow (SAF in 

Figure 7.3) is absent.  On longer time-scales, if BC leads to glacial retreat, a positive albedo feedback would likely accelerate 

warming and melt near the glacial terminus. 

   [35]   Few measurements exist of BC in mountain glaciers, and in most cases they do not permit separation of the role of local 

versus remote sources, nor are they accompanied by coincident measurements of other light-absorbing impurities.  Using a global 

model to determine snowfall and aerosol deposition to glaciers is particularly difficult because of their small size relative to a model 

gridbox (Table 7.1), allowing for only one BC concentration per gridbox, regardless of, for example, the dramatic altitude variations 

in mountainous regions.  As discussed above, forcing by BC in snow also depends on accurate representation of snow and glacier 

cover.  The coarse resolution of most models makes this representation quite difficult in mountainous areas and in areas with sparse 

snow cover, such as the Tibetan Plateau (e.g., Figure 2 of Qian et al., 2011). 

   [36]   Ice cores from the European Alps provide historical time series but don’t reach present-day and are reflective of glacial ice 

concentrations, not snow concentrations.  Nonetheless, they provide information on the trends in BC deposition to the European 

Alps and some indication of near-present-day levels.  Jenk et al. [2006] found a 1900-1940 average BC concentration of 31 ng g-1 

(range: 9 to 22 ng g-1); Thevonon et al. [2009] found a 1950-1980 average of about 20 ng g-1; and Legrand et al. [2007] reported 

concentrations for 1960-1990 of about 10 to 17 ng g-1, with the peak concentrations around 1960 and a decline thereafter.  These 

studies also indicate a shift in the dominant source of BC from biomass burning in the 19th century to coal and later to non-coal 

fossil fuel.  Modeled snow concentrations for present day from Flanner et al. [2009] gridboxes corresponding to the measurement 

sites in these studies range from approximately 115 to 160 ng g-1 in January through March, then decline to about 10 to 50 ng g-1 in 

April.  Summertime (May-August) concentrations are zero, because all surface snow is assumed to have melted and BC in the 

glacier itself is not accounted for.  In contrast, BC in the deposited snow in the Koch et al. [2009b] model increases from about 20 to 

25 ng g-1 in January to about 50 ng g-1 by early summer, much more in line with the measured concentrations in mid-20th century 

glacial ice. 

   [37]   Analysis by Xu et al. [2006], Xu et al. [2009a,b] and Ming et al. [2009] of surface snow samples taken June-October in the 

Himalaya and in the Tibetan Plateau region yield typical concentrations of BC in surface snow of about 10 to 40 ng g-1.  Excluding 

samples collected from a site where the surrounding rock is rich in coal, the highest average surface snow concentration was 107 ng 

g-1 and the lowest less than 1 ng g-1.  However, samples from deeper in the glacial snow [Xu et al., 2006; Ming et al., 2009] and 

glacier cores [Xu et al., 2009a,b] show that BC concentrations are a factor of about 3 to 6 higher outside the summer monsoon 

(October-May) than during the monsoon (June-September).  BC concentrations are highest when snow cover is also highest 

(October-May), but the concentration maximum also corresponds to a maximum in dust deposition in this region [Ming et al., 

2009], so the impact of the BC on snow albedo is moderated.  The only measurements from the south side of the Himalaya were 

from the East Rongbuk glacier on Mt. Everest, with concentrations of about 10 to 20 ng g-1 [Xu et al., 2009b; Ming et al., 2009]. 

   [38]   Snow samples in these studies were from summer and early fall, but in the model study of Flanner et al. [2009] almost all 

gridboxes corresponding to the sample sites are snow free from May through September.  However, a qualitative comparison is 

possible of monthly averaged model snow BC concentrations from October-April for the gridboxes corresponding to the sample 

sites.  Concentrations in the Flanner et al. [2009] model study decrease with latitude across the plateau, with the lowest 

concentrations corresponding to the measurements sites in northwest China.  In contrast, this was where some of the higher 

concentrations were found in the measurements.  Concentrations also are a strong function of season, increasing from about 20 to 30 

ng g-1 in September (where there is snow) to a high of 70 to 500 ng g-1 (median 250 ng g-1 ) in February.  Concentrations remain 

high in March, but drop by about a third in April and by May are back to about 10 to 40 ng g-1.  Thus, both the measurements and 

the models show maximum concentrations in the spring, but the concentrations in the model are notably higher than in the 
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measurements.  The Koch et al. [2009b] modeled median concentrations are lower (January-May monthly median across sample 

sites of 30 to 45 ng g-1), they don’t exhibit a systematic latitudinal dependence, and they show only a moderate seasonal 

dependence, peaking in March-April.  Thus, they are in better general agreement with the median measured concentrations but 

perhaps miss strong peaks in springtime BC concentrations seen in some of the measurements.  Kopacz et al. [2011] compare their 

modeled snow BC concentrations with this same measurement data set and find both over- and under-estimates at individual sites 

but no overall systematic bias in the modeled values. 

7.4.5.  Trends in Arctic snow BC 
   [39]   While most model studies (e.g., as given in Table 7.1) have focused primarily on the role of BC in recent warming trends, 

anthropogenic emissions of BC in some regions were much higher in the past and are declining, while in others they are rapidly 

increasing above historical levels.  A small number of ice core records of BC are available to test models’ historical representation 

of BC trends, and atmospheric BC trends for the Arctic can be used as an indicator of likely trends of BC deposition to snow in this 

region, though atmospheric and snow concentrations are not directly related. 

   [40]   Near-surface atmospheric measurements since 1989 at Alert, Ellesmere Island [82°30′N 62°19′W; Sharma et al., 2006a; 

Gong et al., 2010], and since 1998 at Ny Ålesund, Svalbard, Norway [78°55′N 11°56′E; Hicks and Isaksson, 2006; Eleftheriadis et 

al., 2009; Forsström et al., 2009] show that Arctic atmospheric BC concentrations have been declining in recent decades.  

Measurements starting in 1989 at Barrow, Alaska [71°19′N 156°37′W; Sharma et al., 2006b] show moderate declines in 

atmospheric BC up to 2003, then a possible slight increase from 2003-2006.  Hirdman et al. [2010a] argue that only a fraction of 

these trends is driven by changes in transport and that most of the observed trends are attributable to emissions changes in source 

regions, especially northern Eurasia. 

   [41]   Ice cores from the Greenland plateau provide insight to longer-term Arctic trends.  The Greenland cores reflect free-

troposphere concentrations of BC and are most strongly influenced by fires and anthropogenic activity in North America 

[McConnell et al., 2007].  These records indicate that Greenland snow, preceding any human activity, had BC concentrations of 

about 1.1 to 2.5 ng g-1 [i.e., 4-6,000 ybp; Chýlek et al., 1987], or about half the concentrations for the past few decades (1 to 4 ng g-

1) [Cachier and Pertuisot, 1994; Chýlek et al., 1995; Table 7.3].  Ice core analyses by McConnell et al. [2007] and McConnell and 

Edwards [2008] that span the industrial era show that from 1788 to about 1850 Greenland had relatively low concentrations (about 

2 ng g-1) of BC associated with biomass or biofuel burning and then a rise occurred to an average of about 10 ng g-1 (D4 core) or 

about 20 ng g-1 (ACT2 core), peaking around 1910.  After this, BC concentrations declined steadily through the 1940s, finally 

dropping sharply in 1952 to nearly pre-1850 values.  This post-1850 peak in BC was associated with coal burning, with the decline 

in BC in the mid-1900’s associated with air pollution controls, improved combustion and a fuel shift from coal to oil and gas.  An 

ice core on Mt. Logan in the St. Elias range, Yukon, Canada [Holdsworth et al., 1996], shows a similar BC increase starting in the 

mid-1800’s, though these data only extend to about 1950 so it is not possible to determine if there was a subsequent decline.  An ice 

core from the St. Elias range is being analyzed and may help elucidate century-timescale trends on that side of the Arctic (J. 

McConnell, personal communication).    

   [42]   Notably, the early 20th century peak in BC in the Greenland ice core (about 1890-1950) leads by about 20 years a period of 

strong positive regional surface-air temperature anomalies from 1920 to 1965 [e.g., see Figure 2 of Polyakov et al. [2002]; Figure 3 

of Shindell and Faluvegi [2009]].  It is expected that the full climate response to a forcing lags the imposed forcing, because of the 

ocean’s heat capacity, for example, so this does not necessarily negate the possibility that the high BC concentrations led to the 

observed warming.  This warming has generally been attributed to solar and natural variability.  However Shindell and Faluvegi 

[2009] point out that, in their model, only about half of the early 20th century Arctic (60° to 90°N) temperature rise can be attributed 

to the combined effects of GHGs, natural forcings and tropospheric O3.  Natural variability is unable to account for the remainder in 
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most models, implying that a portion of the warming should be interpreted as due to aerosol climate forcing.  In a model study of 

historic aerosol impacts on climate, Koch et al. [2011b] calculate a maximum in BC deposition to Arctic snow around 1950 and a 

peak BC radiative forcing between 1940 and 1970, with declines since then.  The peak in radiative forcing correlates well with the 

Greenland trends of McConnell et al. [2007].  Skeie et al. [2011] modeled trends in snow BC radiative forcing by fossil-fuel and 

biofuel sources, reporting forcing relative to year 1750 in the year 1850 and then once per decade from 1900 to 2000.  Forcing 

relative to 1750 is about 0.005 Wm-2 in 1850, more than doubles between 1850 and 1900 to about 0.013 Wm-2 and increases 

steadily from 1900 to 1960 to about 0.019 W m-2.  After this, forcing varies by about 0.03 W m-2 with no apparent trend from 1960 

to 2000 [Skeie et al., 2011, Figure 16b].  Thus, this study does not show a forcing peak in the mid-1900’s, but it does indicate that 

snow BC forcing has not appreciably increased since 1960. 

   [43]   In summary, both observations and model studies indicate that BC may in fact have played a significant role in the observed 

early 20th century Arctic warming.  Further, radiative forcing by BC in Arctic snow likely has not increased since the mid-1900’s 

and may instead be declining.  

7.4.6.  Trends in mountain snow 
   [44]   Several ice core studies from the European Alps provide insight into trends and sources of BC in snow through the industrial 

era.  These data show two features:  first, a sharp increase in BC starting in the late 19th century and, second, a transition to fossil 

fuel as a significant source of BC.  At the three locations studied, concentrations increased from the turn of the century to 1940-

1950, with peak concentrations of about 15 to 25 ng g-1 [Jenk et al., 2006; Legrand et al., 2007; Thevenon et al., 2009].  Only two of 

the three records extend past 1940 with one showing a slight increasing trend and the other showing a declining trend.  These 

differences may be due to differences in exposure to local pollution sources. 

   [45]   Trends in BC deposition to the Himalaya or Tibetan regions have been measured using ice cores from Mt. Everest [Ming et 

al., 2008; Xu et al., 2009b] and at four other sites on the Tibetan Plateau [Xu et al., 2009b] using the thermal-optical method, with 

records extending about 1952-2004.  These records show a great deal of spatial and temporal variability in concentrations, reflecting 

the variations in source regions and meteorology.  Values typically average about 10-40 ng g-1.  However, some commonalities are 

apparent:  all but the easternmost site show elevated concentrations from about 1950 (the earliest part of the record) to the early to 

mid-1970s, which Xu et al. attribute to eastern European sources.  Concentrations then remain somewhat lower up until about 1990-

1995, after which concentrations at most sites indicate increasing but variable concentrations.  Thus, unlike the Arctic, it appears 

that BC radiative forcing may be increasing in the Himalaya. 

7.5.  Sources of BC to Arctic and Himalayan snow 

   [46]   Currently, there are few sources of pollution within the Arctic itself so almost all BC is transported there from the mid-

latitudes.  In the winter and spring seasons, when BC deposition to snow is most climatically important, a ‘dome’ of cold air over 

the Arctic makes it difficult for air from lower latitudes to enter the Arctic troposphere.  Typically, the front formed by this dome 

reaches to lower latitudes on the Eurasian side of the Arctic than on the North American side, making it easier for Eurasian sources 

to influence the Arctic troposphere [Stohl, 2006].  In order for air masses to cross the Arctic front, they must originate in cold, dry 

locations and, typically, follow surfaces of constant potential temperature into the Arctic [Iversen, 1984; Law and Stohl, 2007].  

Thus, air masses originating along the relatively warmer, moister North American and Asian east coasts can not readily enter the 

Arctic troposphere.  While they can be lifted (e.g., in warm conveyor belts) to high altitudes where they can be transported over the 

Arctic, this pollution is unlikely to be deposited to the snow surface via wet or dry deposition, except on the high Greenland plateau. 

   [47]   A model study by Koch and Hansen [2005] evaluating regional contributions to the Arctic haze found that Asian sources 

dominated total atmospheric column aerosol load, but near-surface concentrations were dominated by sources in Europe and Russia.   

Stohl [2006] also found lower tropospheric aerosol sources to be dominated by European and Russian emissions.  This was 
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reinforced by a multi-model study of pollutant transport to the Arctic from the source regions of North America, Europe, South Asia 

and East Asia, which found that the greatest impact on surface-deposited BC in the Arctic comes from European emissions 

[Shindell et al., 2008], but this study did not include northern Eurasia as a source region.  Hirdman et al. [2010b] used a 

Langrangian particle dispersion model and reanalysis data and found northern Eurasia to be the dominant source region associated 

specifically with high atmospheric concentrations of BC at Barrow, Alert and Svalbard.  This finding is consistent with the Koch 

and Hansen [2005] and Stohl [2006] model studies and with other studies of the source of atmospheric BC at Barrow [Polissar et 

al., 2001] and Svalbard [Eleftheriadis et al., 2009]. 

   [48]   In the springtime, when deposition of BC to snow is climatically important, there is extensive agricultural burning in western 

Russia and widespread forest fires, particularly in the east.  The former is clearly an anthropogenic source, and it may be that a 

significant fraction of the latter may be as well [Mollicone et al., 2006].  Given this result, the high latitude of this region (50 to 

70°N), the tendency of the Arctic front to drop to lower latitudes in the Russian sector, and the model findings cited above, the 

impact of northern Eurasian biomass burning emissions to Arctic-wide BC (and OC) in snow may be significant.   

   [49]   Indeed, biomass burning appears to be the source of high-concentration plumes observed in the Arctic in recent years, with 

Russian biomass burning playing a particularly prominent role during the measurements of the International Polar Year (2007-2008) 

[Stohl et al., 2007; Warneke et al., 2009; Paris et al., 2009; Jacob et al., 2010].  Chemical analysis of snow samples from 36 sites 

across the Arctic (Alaska, Canada, Greenland, Russia, and the Arctic Ocean near the north pole) also indicates that the majority (in 

most cases, greater than 75%) of the BC in surface snow is associated with biomass or biofuel burning [Hegg et al., 2009; Hegg et 

al., 2010].  Those analyses are from a geographically broad but limited number of samples, all from 2007 to 2009, and they do not 

yet include samples from the Scandinavian sector of the Arctic, where both models and measurements [Forsström et al., 2009; 

Doherty et al., 2010] indicate that concentrations are relatively higher and more influenced by fossil-fuel burning than in the rest of 

the Arctic.  These factors may be biasing the conclusions of Hegg et al. [2009 and 2010] toward the role of biomass or biofuel 

burning emissions in Arctic BC.  The model experiments of Flanner et al. [2007] attribute 4.5 ng g-1 BC in Arctic snow to FF 

sources, 1.7 ng g-1 to BF sources, and 1.9 to 4.7 ng g-1 to BB sources, depending on the strength of the boreal fire year, also 

suggesting a potentially dominant contribution from biomass or biofuel sources.  However, Skeie et al. [2011] attribute only about 

10% of snow BC to biomass burning sources, and Flanner et al. [2009] attribute only 25% of present-day snow BC forcing to 

biomass burning in a “typical” biomass-burning year.  Despite the uncertainty, it is important in the context of mitigation decisions 

to recognize that biomass and biofuel burning emissions may be a significant source of BC to Arctic snow.   

   [50]   Consistent with Greenland’s physical location, the Shindell et al. [2008] multi-model study determined that surface-

deposited BC in Greenland comes predominantly from North America and Europe in the fall and winter.  In the spring, synoptic 

systems in Asia loft pollutants to higher altitudes, where they can be transported long distances.  Accordingly, they calculated that 

for the Greenland Ice Sheet – most of which is at high altitudes – BC deposition is most strongly influenced in the spring by East 

Asian emissions.  Hirdman et al. [2010b] similarly found that the surface air at Summit, Greenland, was strongly influenced by East 

Asian emissions in the summer, whereas other Arctic sites were not.  They emphasize that the high altitude of the Greenland plateau 

makes it unique in the Arctic in being exposed to free troposphere air.  Consistent with these findings, chemical analysis of surface 

snow samples from the Greenland plateau indicate that the BC is largely from biomass or biofuel burning sources in the spring and 

that fossil-fuel sources dominate in the summer [Hegg et al., 2009, 2010].  In any case, as noted above, the Greenland Ice Sheet has 

very low concentrations of BC in its surface snow (i.e., typically less than 3 ng g-1) and so the radiative forcing by BC in Greenland 

snow is likely small, except during the melting season when BC becomes concentrated at the surface (Figure 10a of Doherty et al. 

[2010]). 



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [51]   At lower latitudes, sources of BC in snow can be either local or the end-point of long-range transport and can be highly 

variable not only with season but even within a day, due to the influence of, for example, thermal winds in lifting pollution from 

populated areas up onto the high mountain glaciers [Marinoni et al., 2010].  Local sources of BC, terrain, and meteorology are 

sufficiently varied that it is difficult to make generalized statements about the sources of BC to Himalayan snow using a global 

model.  Acknowledging this, Kopacz et al. [2011] used a chemical transport model to determine the seasonally resolved source of 

BC in year 2001 to the atmospheric column above one site on Mt. Everest and four sites across the Tibetan Plateau.  They found 

that BC in the atmosphere above the Everest site was predominantly from India, China and Nepal; at the eastern Tibetan Plateau 

sites it was primarily from western China, secondarily from India, and also influenced by emissions in Nepal, the Middle East and 

Pakistan; and at the western Tibetan Plateau site it was primarily from western China and secondarily from Pakistan and the Middle 

East.  At all sites, source regions varied with season, with atmospheric BC concentrations at a minima in the summer, consistent 

with measurements [Xu et al., 2006; Xu et al., 2009a,b; Ming et al., 2009].  Lu et al. [2012] used a combination of emissions data 

and modeling to study the source regions and types for BC transported to the boundary layer over the Himalaya and Tibetan Plateau 

region as a whole for the period 1996 to 2010.  They found that India, other South Asian countries and China were the dominant 

source regions, but there were also significant contributions from biomass burning in Russia and from the Middle East.  The 

majority of the BC came from residential fuel combustion, with industry and land transport playing secondary roles, agricultural 

burning a small but significant role and, in some years, open forest burning made a notable contribution.  Over the period studied, 

total contributions of BC to the region increased by over 40%, which they link to emissions increases in China and India.  

   [52]   These studies focus on the source of BC to the atmosphere, either the entire column [Kopacz et al., 2011], or the boundary 

layer [Lu et al., 2012].  Forcing due to reduced snow albedo is driven by BC deposited to snow, which is determined not only by 

atmospheric BC distributions but by their incorporation into precipitation and inclusion in the surface snowpack. It remains to be 

seen if the sources of BC in snow on the Himalaya and Tibetan Plateau are the same as for the atmosphere above it.  Further, 

because of the extreme terrain variations in this region, accurate representation of BC distributions, sources and deposition to snow 

will likely require the use of a high-resolution regional model. 

7.6.  Estimate of forcing by BC in the cryosphere 

7.6.1  Adjusted forcing by BC in snow 
   [53]   Forcing by BC in snow results from the radiative forcing due to the initial albedo reduction when BC is deposited in snow 

and the rapid adjustment to that forcing through the positive feedbacks MBC, SBC and GRB (Figure 7.3), resulting in the adjusted 

forcing.  Comparable values of global, annual average forcing by BC in snow are calculated by scaling forcing as derived in model 

studies to the common base of present-day forcing due to all sources (FF+BF+BB).  The Flanner et al. [2009] and Koch et al. 

[2009b] modeled adjusted forcings are then scaled based on the biases found in the measurement-model comparison of snow BC 

concentrations.  From these, a representative central estimate is determined.  In addition, all studies are normalized to forcing per 

emission (µW m-2 per GgC yr-1) to isolate differences in total emissions from differences in all other model processes that lead to 

cryosphere BC climate forcing (Table 7.2).  For studies that do not report present-day forcing by BC emissions from FF+BF only, 

the adjusted forcing is calculated by scaling total to FF+BF emissions, in order to provide comparable forcings for what roughly 

might be considered the minimum ‘anthropogenic’ BC.  Industrial-era (1750 to 2010) forcing is estimated by scaling total present-

day forcing based on the ratio of present-day to pre-industrial BC emissions.  In scaling by emissions, we use two model studies to 

account for differences in the amount of biomass burning versus fossil and biofuel burning emissions that are deposited to snow.  

Finally, the model sensitivity studies of Flanner et al. [2007] and runs from Flanner et al. [2009] are used to establish low and high 

uncertainty forcing bounds based on uncertainties in emissions, rate of snow aging (grain size), the efficiency with which BC is 
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scavenged from surface snow during snow melt, snow cover fraction, the light absorption efficiency of BC, and the reduction in 

snow BC radiative forcing due to the presence of dust in the snow. 

   [54]   This analysis does not encompass all sources of uncertainty in snow BC adjusted forcing, only those where information is 

available to set bounds.  There are two weaknesses in this approach.  First, forcing does not scale linearly with snow BC 

concentration.  This affects both our uncertainty analysis and the scaling of all-source to industrial-era forcing, which is based on 

scaling by emissions.  As with other agents, the forcing increase per unit mass of additional BC decreases with increasing BC 

amount, as indicated in Figure 3a of Flanner et al. [2007].  Second, snow BC concentrations do not scale linearly with global, 

annual average changes in BC emissions, since the amount of BC deposited in snow from any given source depends on its location 

and season – i.e., a large increase in sub-Saharan Africa biomass burning has very little effect on BC concentrations in Arctic snow.  

We attempt to account for this using information from models on the relative role of biomass burning in snow forcing versus its 

fraction of global, annual emissions.  However, there are likely significant but unquantified uncertainties associated with this 

adjustment, especially for pre-industrial snow BC forcing. 

   [55]   The relative roles of biomass burning, fossil fuel and biofuel burning in BC cryosphere forcing is a function of their relative 

emissions, seasonal timing of emissions, and of the fraction of each that are deposited to surface snow and ice.  The present-day 

fraction of emissions due to BB reported in the studies in Table 7.2 range from a low of 30% in a low BB year (2001; Flanner et al. 

[2007]) to a high of 47% in a high BB year (1998; Flanner et al. [2007]), with the rest falling in the range 35 to 45% (all other 

studies in Table 7.1).  Flanner et al. [2009] attributed 25% of present-day BC-in-snow forcing to biomass burning emissions.  

However, Skeie et al. [2011] attribute only 10% of the present-day BC in snow north of 65°N to BB.  In both studies biomass 

burning is about 35% of global, annual average present-day BC emissions, so this discrepancy must be due to differences in 

modeled source locations, aerosol transport, BC mixing ratios in falling snow, and dry deposition rates from BB versus BF+FF 

sources, and to feedbacks included in the two models (Table 7.2).  Seasonality and non-linearities in forcing per change in snow BC 

concentration may also be contributing, since Flanner et al. [2009] report the fraction of forcing whereas Skeie et al. [2011] report 

the fraction of BC in snow due to BB.  The source attribution analyses of Hegg et al. [2009; 2010] indicate that both of these studies 

may be underestimating the fraction of cryosphere forcing by BC from biomass burning.  Further, the 35% of total emissions 

attributed to BB by Flanner et al. [2009] and Skeie et al. [2011] is at the low end of the range (35-45%) by all studies in Table 7.1.  

Therefore, the higher value of 25% is selected as the best estimate of the fraction of present-day BC cryosphere forcing due to 

biomass burning.  Skeie et al. [2011] also reported that in the year 1750, 20% of snow BC north of 65°N was from biomass burning 

sources.  For consistency with the assumption that present-day cryosphere forcing due to BB is higher than reported by Skeie et al., 

we estimate that approximately 30% of pre-industrial (i.e., before 1750) forcing by BC in snow was due to BB. 

   [56]   As noted earlier, Hansen and Nazarenko [2004] conducted a sensitivity study based on uniformly imposed albedo changes.  

Wang et al. [2011] followed this approach, applying similar fixed, snow albedo changes within a few broadly defined regions.  

Thus, there is no basis for applying adjustments for emission sources or amounts to these two studies’ reported forcings.  The focus 

of these studies was understanding the climate response to the imposed albedo change, rather than on accurately modeling the 

forcing.  Therefore, these two studies are not included here in determining the estimate or bounds on BC cryosphere forcing.  

   [57]   Jacobson [2004] did not report a forcing value in his study, only the climate response.  The adjusted forcing value of 0.06 W 

m-2 for FF+BF emissions shown in Table 7.1 is an estimate based on this study provided by M. Z. Jacobson.  Biomass burning was 

included in the baseline, with fossil-fuel and biofuel burning emissions as the forcing agents.  All-source adjusted forcing is 

estimated as 0.08 W m-2 using the assumption that 25% of present-day BC cryosphere forcing is due to BB emissions.  This all-

source forcing is used to calculate forcing per emission, based on the emissions reported by Jacobson [2004].  
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   [58]   Hansen et al. [2005] (whose radiative forcing distribution was used directly by Shindell and Faluvegi, 2009]) followed the 

approach of Hansen and Nazarenko [2004] of imposing a snow albedo change, rather than prognostically calculating snow BC 

concentrations.  However, in this updated study they scaled the imposed albedo based on the deposition rates from the study of 

Koch [2001].  Hansen et al. [2005] note they use the emissions of Koch [2001] in this context, but emission amounts were also not 

reported by Koch [2001].  The FF emissions provided by D. Koch (private communication) for this study were based on global, 

annual averages from Penner et al. [2001] for year 2000, with 1880 emissions approximated as 10% of the year 2000 emissions, 

and both biomass and biofuel burning emissions were taken from Liousse et al. [1996] (D. Koch, personal communication), 

resulting in the BC emissions shown in Table 7.1.  To get atmospheric abundances, Hansen et al. [2005] scaled these BC emissions 

by a factor of 1.9, so that their global, annual average direct (atmospheric) radiative forcing by BC matched the 1 W m-2 given by 

Sato et al. [2003] based on AERONET observations.  The model-measurement discrepancy could result from a bias in emissions, 

deposition rates or BC mass absorption efficiency, so it is not clear how the model might be biased in terms of light absorption by 

deposited aerosol.  It is specified that the “…resulting albedo effect in the region of Arctic sea ice in our present model is only 

several tenths of 1%, as opposed to the 1.5% spectrally integrated (2.5% visible wavelengths) albedo change assumed by [Hansen 

and Nazarenkeo (2004)].” [Hansen et al., 2005; also, see their Figure 16].  The Hansen and Nazarenko [2004] and Hansen et al. 

[2005] studies did not include the feedbacks MBC, SBC or GRA (Table 7.2), so their forcing is a direct radiative forcing due to the 

initial albedo change alone.  This albedo change results in a preindustrial-to-present (1880 to 2000) radiative forcing by BC in snow 

of 0.08 W m-2, which was later revised down to 0.05 W m-2 after correcting for a programming error that caused the modeled albedo 

change in Hansen et al. [2005] to be too high in partially snow-covered land gridboxes and too low for snow on sea ice [Hansen et 

al., 2007].  In Table 7.1, the present-day adjusted forcings for FF+BF+BB and for FF+BF only are calculated based on the corrected 

0.05 W m-2 forcing value.  Scaling is done by accounting for the change in emissions 1850 to 2000 and by assuming that the 

fraction of snow BC forcing due to BB is 30% in 1880 and 25% in 2000.  Forcing per emission is calculated from this all-source 

forcing. 

   [59]   The studies of Flanner et al. [2007, 2009] calculated present-day adjusted forcing for all emission sources (FF+BF+BB) as 

well as calculating forcing for (FF+BF) emissions only, as given in Table 7.1.  Koch et al. [2009b] report both preindustrial-to-

present (1890 to 1995) and present day (1995) adjusted forcing for all sources (FF+BF+BB).  Present-day forcing from FF+BF only 

is calculated by assuming that 75% of present-day forcing is due to these sources. 

   [60]   Rypdal et al. [2009a] do not include biomass burning emissions in either their baseline or forcing scenarios, including BC 

emissions only from fossil-fuel and closed-container biofuel burning.  The amount of open- versus closed-container biofuel BC 

emissions is not sufficiently constrained to apply an adjustment to account for this missing source of BC.  Total present-day forcing 

including biomass burning is calculated by scaling the reported FF+BF forcing, assuming the latter accounts for 75% of total 

present-day forcing.  Forcing per emission is calculated using the sum of the Rypdal et al. [2009a] reported FF+BF emissions and 

the Flanner et al. [2009] ‘typical year’ BB emissions of 2700 GgC yr-1.  

   [61]   Skeie et al. [2011], using the same model as Rypdal et al. [2009a], reported an industrial-era (1750 to 2000) forcing by FF 

and BF of only 0.016 W m-2.  This gives a forcing per emission for FF+BF of 3.9 µW m-2 (GgC yr-1)-1, which in turn yields FF+BF 

forcing of 0.018 W m-2 for present-day (year 2000) emissions.  Assuming 25% of present-day BC cryosphere forcing is due to 

biomass burning emissions, present-day all-source forcing is 0.024 W m-2.  This implies an industrial-era forcing by FF+BF+BB of 

0.021 W m-2. 

   [62]   With all studies adjusted to the common metrics of all-source forcing and forcing per emissions, a greater degree of 

convergence is reached.  Total present-day adjusted forcings from the five most recent studies that prognostically calculated forcing 

span a range of a factor of two (0.024 to 0.050 W m-2).  The Hansen et al. [2005] and Jacobson [2004] forcings are notably higher 
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at 0.07 and 0.08 W m-2, respectively.  However, when normalized to forcing per emission, all but the Jacobson [2004] study fall in 

the range of 3 to 7 (µW m-2)(GgC yr-1)-1.  If the high biomass-burning year (1998) of Flanner et al. [2009] is excluded, this range 

narrows to 3 to 6 (µW m-2)(GgC yr-1)-1. 

   [63]   The Jacobson [2004] study stands out in two regards:  it includes forcing by BC in bare (non-snow-covered) sea ice as well 

as by BC in snow, and it includes UV and blue absorption of certain types of OC in the derived forcing.  Rypdal et al. [2009a] and 

Skeie et al. [2011] also include forcing by BC in sea ice but otherwise all other studies discussed only include light absorption by 

BC and only in snow (not sea ice).   Other studies include BC in snow on sea ice, but not in the sea ice itself.  Flanner et al. [2007] 

excluded light absorption by OC in snow because a sensitivity study indicated that snow forcing from OC was a factor of 200 

smaller than BC but acknowledged that modern optical measurements of light-absorbing OC could alter this conclusion.  The 

inclusion of BC in sea ice and OC absorption might explain why the forcing per emission of the Jacobson [2004] study is higher 

than in the other studies.  However, the forcing provided is estimated, not calculated, so it is not possible to know the fraction of 

forcing due to BC in sea ice versus snow or due to OC versus BC, and it is difficult to know quantitatively how much these factors 

account for the comparatively high adjusted forcing and forcing per emission of the Jacobson [2004] study.  The Rypdal et al. 

[2009a] forcing per emission is more in line with that from the other studies, though again it is not known what fraction of this 

forcing is due to BC in snow versus bare sea ice.  On the other hand, forcing per emission in the Skeie et al. [2011] study, which 

also included BC in sea ice, are lower than in the other studies. 

   [64]   The comparison of measured versus modeled snow BC concentrations (Section 7.4) allow us to make a first-order 

adjustment for biases in the Flanner et al. [2009], Koch et al. [2009b] and Skeie et al. [2011] studies for all-source adjusted forcing.  

The results of this comparison (Table 7.3) indicate that the Flanner et al. [2009] model tends to overestimate snow BC 

concentrations, particularly in locations with relatively higher concentrations (e.g., Scandinavia).  There are also indications that this 

model may exaggerate the enhancement of surface snow BC concentrations with melt, and therefore feedback process MBC (Figure 

7.3).  The Koch et al. [2009b] model, on the other hand, tends to underestimate snow BC concentrations (Table 7.3), and it does not 

include the MBC feedback at all.  Some data indicate that this feedback is significant (Dye-3 Greenland samples of Clarke and 

Noone [1985] and work in Norway, Greenland and Alaska [Doherty et al., 2010; Doherty et al., unpublished results]), if perhaps not 

as large as is given by Flanner et al. [2009].  The Skeie et al. [2011] comparison indicates that the model tends to underestimate 

surface snow BC concentrations in many locations by a factor of approximately two to five for cold snow.  Once the snow starts to 

melt the modeled MBC feedback leads to large increases in surface snow BC amounts because none of the BC is washed away with 

the melt water.  Based on these data, the all-source adjusted radiative forcing for FF+BF+BB from Flanner et al. [2009] is scaled 

down from 0.047 W m-2 to 0.04 W m-2, and the forcing from Koch et al. [2009b] is scaled up from 0.03 W m-2 to 0.04 W m-2.  The 

Flanner et al. [2009] study accounted for dust impurities in the snowpack (which lessens the impact of adding BC) and so should be 

a more accurate representation of snow BC forcing than is given by Flanner et al. [2007].  Applying a correction factor to the all-

source forcing derived from the reported Skeie et al. [2011] industrial-era FF+BF forcing based on the comparison to observations 

is somewhat more difficult.  The low bias in modeled concentrations, especially in areas where forcing is expected to be greatest, is 

both large and variable.  While forcing is likely biased low by at least a factor of two for cold snow (i.e., winter to early spring), 

once the surface snow starts to melt it is assumed that all meltwater BC remains at the snow surface, maximizing the MBC feedback 

(Figure 7.3).  Thus, adjusted forcing is likely underestimated initially but overestimated once the model snowpack warms to the 

point of melting.  It is unclear what the net effect on adjusted forcing would be of increased cold snow BC concentrations coupled 

with a more realistic, reduced MBC feedback.  However, an approximate doubling of the all-source radiative forcing from the Skeie 

et al. [2011] study from 0.024 W m-2 is reasonable given the reported large underestimates in snow BC concentrations across much 

of the Arctic.  A comparison of snow BC concentrations is not made for the Rypdal et al. [2009a] study, but notably the emissions 
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and forcing are intermediate to the Flanner et al. [2009] and Koch et al. [2009b] values.  With this suite of information, the best 

estimate of all-source adjusted forcing by BC in snow is estimated to be 0.04 W m-2.  This yields a forcing per emission of 5 (µW m-

2)(GgC yr-1)-1 for the spatial and temporal emission patterns applied in the models. 

   [65]   Industrial-era adjusted forcing is estimated from the total present-day forcing through scaling by the ratio of industrial era to 

all-source BC emissions, accounting for changes in the relative fractions of FF+BF versus BB from the industrial era to present day 

and accounting for differences in the fractions of FF+BF versus BB emissions that are deposited to snow.  Caveats in this scaling 

are that significant uncertainties are associated with the pre-industrial BC emissions, especially from biomass burning; that forcing 

does not necessarily scale linearly with emissions; and that for forcing by BC in the cryosphere the forcing-per-emission is very 

sensitive to the season and location of the emissions.  Biomass-burning emissions in 1750 were of the emissions.  Biomass-burning 

emissions in 1750 were approximately 39% of present-day biomass-burning emissions and industrial-era FF+BF emissions were 

approximately 4% of present-day emissions (see “scaled” values in Table 5.3).  In present-day, about 25% of the BC-in-snow 

forcing is due to biomass-burning emissions and 75% to fossil-fuel and biofuel-burning emissions, and in 1750 the split was about 

30%/70% (Section 7.6.1, para. [55]).  Thus, biomass forcing in 1750 was about 0.005 W m-2 (0.04 W m-2 × 0.25 × 0.39 x (30/25)) 

and FF+BF forcing was 0.001 W m-2 (0.04 W m-2 × 0.75 × 0.04 x (70/75)), for a total forcing in 1750 of 0.006 W m-2.  This yields 

an industrial-era forcing from all sources of 0.034 W m-2.  This forcing is the difference between present-day forcing and forcing in 

1750.  As noted earlier, snow (and likely sea ice) forcing in the later 1800’s and early 1900’s may have been greater than in 1750 or 

present-day. 

   [66]   As noted earlier, it is not possible at this time to account for all known sources of uncertainty in model calculations of the 

radiative forcing and feedbacks that amplify that forcing as rapid adjustments.  However, it is certain that snow BC radiative forcing 

is greater than zero (Section 7.1; Figure 7.2).  Further, it is amplified by the rapid adjustments GRA, SBC and MBC (Section 7.1; 

Figure 7.3).  Thus, the bounds on snow BC forcing are asymmetric about the best estimate. 

   [67]   Flanner et al. [2007] calculated ranges of global-mean adjusted forcings resulting from plausible uncertainty bounds of 

different factors.  Ranges of BC emissions produced a forcing range of -46% to +100% of their central estimate; ranges of snow 

aging (effective grain size): -42% to +58%; ranges of the fraction of BC scavenged from the snowpack with melt: -31% to +8%; 

ranges of snow cover fraction: -17% to +8%; and ranges of BC mass absorption efficiency -12% to +12%.  From these results, 

uncertainty in three of the factors that directly affect snow BC radiative forcing (emissions or, equivalently, snow BC 

concentrations; BC absorption efficiency; and snow cover) can be determined, as well as for two of the feedback processes that 

amplify snow BC radiative forcing (MBC and GRA; Figure 7.3).  Some bounds can also be placed on the uncertainty in BC radiative 

forcing due to the presence of soil dust using the Flanner et al. [2009] study model, where including dust deposition decreased BC 

adjusted forcing by 20% relative to adding combustion aerosol to a pristine snowpack.  Based on this result, the role of dust in 

reducing BC forcing is allowed to be as low as 10% or as high as 40%. 

   [68]   The lower (upper) bounds on snow BC adjusted forcing are calculated by adding in quadrature the forcing from low (high) 

bounds in emissions, rate of snow aging, BC mass absorption efficiency, and snow cover fraction, and using the high (low) bounds 

in the efficiency of BC scavenging with melt and in the role of dust in reducing snowpack albedo.  The resulting lower and upper 

bounds on the forcing are calculated by subtracting 79% and adding 117% of the central estimate, giving an all-source adjusted 

forcing uncertainty range of 0.01 to 0.09 W m-2 with a central estimate of 0.04 W m-2 and an industrial-era forcing of 0.034 W m-2 

with a range of 0.007 to 0.074 W m-2.  These bounds do not account for uncertainty in how forcing is affected by patchy snow cover 

or by uncertainties in modeled cloud cover and vegetation cover.  They also do not account for possible biases in modeled mid-

latitude snow BC concentrations. 

7.6.2.  Radiative forcing by BC in sea ice 
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   [69]   As noted above, both the Jacobson et al. [2004] and Rypdal et al. [2009a] studies include forcing by BC in bare sea ice in 

their calculated climate impact of BC in the cryosphere.  However, since these studies don’t separate forcing by BC in snow versus 

in sea ice they cannot be used to estimate forcing by BC in sea ice, and the other studies considered don’t include forcing by BC in 

bare sea ice.  Therefore, an independent first-order estimate of this forcing is provided here.  This estimate only accounts for the 

direct radiative forcing by BC in sea ice, and does not include feedbacks that may alter sea ice BC concentrations as the ice warms. 

   [70]   After the snow melts in June on Arctic sea ice, the surface then consists of a mixture of puddles (‘melt ponds’) and drained 

hummocks.  The hummocks have a surface granular layer that resembles coarse-grained snow, with effective grain radii about 2 

mm.  The BC content of the surface granular layer has been measured in several summer expeditions; it is similar to that of the 

springtime snow that recently covered it.  The median is about 8 ng g-1 with estimated bounds of 3 and 15 ng g-1 from tables in 

Doherty et al. [2010].  The corresponding broadband albedo reductions under overcast sky (the normal situation in summer) are 

0.010 and 0.028, respectively. 

   [71]   The radiative forcing of BC in sea ice is bounded as follows.  Only the months June, July, August, and September are 

considered because the ice is assumed to be completely snow-covered in all other months.  (New ice forming in winter is not 

immediately snow-covered, but it is exposed to very little sunlight in the dark winter.) 

1. The upper bound on sea ice area is taken as the average for 1978 to 1987 (Figure 3.1.45 of Gloersen et al., 1992]; the lower 

bound as that of the extreme summer of 2007 (Table 1 of Comiso et al., 2008].  These estimates of ‘ice area’ are of ice only; they 

are smaller than the tabulated ‘ice extent’ because the extent includes areas of open water within the ice pack.    

2. Melt-pond fractions are given in Figure 3 of Fetterer and Untersteiner [1998]; 100% uncertainty is assumed to get upper and 

lower bounds for each month. 

3. The average snow depth for each month is given in Figure 13 of Warren et al. [1999]; using these data the snow-cover 

fractions are estimated and an approximately 50% uncertainty assumed to get upper and lower bounds. 

4. The year-to-year variability in downward solar irradiance is mainly determined by varying extent and thickness of the 

widespread stratus clouds covering the Arctic Ocean in summer.  The mean monthly values of surface solar irradiance are 

adopted, as given in Figure 5 of Fletcher [1968] and tabulated in Table 1 of Maykut and Untersteiner [1971]; 15% is added or 

subtracted to get upper and lower bounds. 

These values are shown in Table 7.4 and used to estimate the lower and upper bounds on all-source radiative forcing by BC in bare 

sea ice.  The uncertainties are combined in quadrature.  For example, for June the relative standard deviations for ice area, non-

ponded fraction, non-snow-covered fraction, downward solar flux, and albedo reduction are 0.095, 0.02, 0.33, 0.15, and 0.5, 

respectively, giving a combined relative standard deviation of 0.625.  The bounding values for global annual radiative forcing at the 

surface are 0.008 and 0.017 W m-2.  The central estimate is 0.012 W m-2.  As for BC in snow, the industrial-era sea-ice forcing is 

estimated to be 85% of the all-source forcing (i.e., 0.010 W m-2 with bounds of 0.006 and 0.015 W m-2). 

7.6.3.  Forcing by BC in snow in the Himalaya and Tibetan Plateau  

   [72]   The Himalaya and Tibetan Plateau comprise a large area of seasonal snow cover and a high concentration of glaciers.  This 

region is also in close proximity to East and South Asia, where BC emissions are large (Figure 3.3) and increasing (Section 3.8), 

consistent with observed increasing concentrations of BC in glacial snow at some sites [Ming et al., 2009, Xu et al., 2009a, Lu et al., 

2012].  These aspects have led to the hypothesis that greater than average warming rates [Xu et al., 2009a] and observed 

acceleration of glacial melt rates [Lau et al., 2010] in this region may be in part caused by BC in snow. 

   [73]   Indeed, the model study of Flanner et al. [2009] found that the largest annual average forcing due to BC in snow is over the 

Tibetan Plateau, namely 1.3 W m-2 averaged over the whole region.  The forcing averaged only over snow-covered surfaces reached 

a maximum of about 10 to 20 W m-2 in spring.  These forcings are adjusted forcings in that they include the feedbacks MBC, SBC 
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and GRB (Figure 7.3).  This model study also included reduction in snow albedo due to dust, which moderates the forcing by BC.  

However, this model may be over-estimating snow BC concentrations in this region, especially in spring (Section 7.4.4), as well as 

overestimating snow cover on the Tibetan Plateau [Qian et al., 2011], both of which would lead to a high bias in modeled radiative 

forcing.  Modeled snow dust concentrations have not been evaluated.  

   [74]   Using snow BC concentrations that show general agreement with measured values, Kopacz et al. [2011] calculate snow-

cover averaged radiative forcing at the sites measured by Xu et al. [2006], Xu et al. [2009a,b] and Ming et al. [2009] of 4 to 16 W m-

2, with minima in the winter (4 to 8 W m-2 across the different sites) and maxima in summer (8 to 16 W m-2).  Total surface forcing 

(i.e., accounting for snow covered area) is not calculated, and the reported forcings are instantaneous, not adjusted forcings.  The 

forcing is also calculated as the difference between radiative fluxes for clean snow and for snow with BC only; reduction in albedo 

due to dust or soil in the snow is not accounted for.   

   [75]   A robust estimate of forcing by BC in snow in the Tibetan Plateau region is thus hindered by limited measurements of snow 

BC concentrations, which show large spatial and seasonal variations; limited knowledge of snow dust concentrations in a region 

subject to dust storms that occur in the same season as maximum deposition of BC to snow; and the inherent difficulty of using a 

global model to accurately represent snow cover and atmospheric transport and deposition of BC and dust in a region that is 

mountainous and in close proximity to a range of intense BC and dust emission sources. 
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8.  Climate response to black carbon forcings 

8.1.  Section summary 

   [1]    

1. The BC direct, in-snow and in-sea-ice radiative forcings cause the troposphere and the top of the cryosphere to warm, which 

induces further rapid adjustments and climate response in the form of cloud, circulation, surface temperature, snow cover and 

precipitation changes.  BC microphysical effects on clouds also induce adjustments and climate response but models have not 

yet separated the full climate responses to these complicated and uncertain climate forcing mechanisms and their adjustments 

(see Section 6). 

2. BC direct radiative forcing causes a surface warming that is concentrated in the Northern Hemisphere but may exhibit a 

different pattern to that of the forcing.  In-cloud absorption by BC, semi-direct effects and the efficacy of high latitude BC-in-

snow and BC-in-sea-ice forcings need to be properly accounted for in the overall climate forcing estimate of BC.  This can be 

done through the concept of the effective forcing, which scales a radiative or adjusted forcing with its climate efficacy. 

3. Climate models show that effective forcing and adjusted forcing are equal within their respective uncertainties for most effects 

other than snow and ice forcing.  This justifies deriving the radiative effects associated with the semi-direct effect from the 

efficacy of the radiative forcing by atmospheric BC. 

4. There is a three-fold range across model studies in temperature response per radiative forcing but only a two-fold range in 

temperature response per adjusted forcing.  Therefore, differences in rapid adjustments included in different models account for 

a fraction of the range of reported temperature responses.  

5. The all-source BC-in-snow adjusted forcing (0.01 to 0.09 W m-2 globally averaged) drives equilibrium climate warming of 

0.05 to 0.20 K in recent climate model studies.  Climate response is greatest during local spring and over mid-to-high northern 

latitudes.  The efficacy of this adjusted forcing is much greater than 1 primarily because all radiative energy is deposited directly 

within the cryosphere, causing earlier melt of snowpack and driving strong albedo feedback.  The adjusted-forcing efficacy is 

estimated to be 3 with a range of 2 to 4.  

6. Various studies suggest regional circulation and precipitation changes in response to the BC climate forcing.  These changes 

include a northward shift in the Inter-Tropical Convergence Zone and changes in Asian monsoon systems where concentrations 

of absorbing aerosols are large. 

7. The suggested impact of BC on glacier melting is potentially important but no model studies sufficiently resolve the glacier 

energy budget, aerosol transport and circulation changes in regions of complex topography to assess the importance of this 

process.  

8.2.  Introduction to climate forcing, feedback and response 

   [2]   A climate forcing is a mechanism that induces a change in the climate system.  Most climate forcings are radiative forcings, 

whereby the induced climate change originates from a modification in the radiative budget of the Earth.  More specifically, a 

radiative forcing is defined by the IPCC as the change in ToA net radiation caused by a climate agent, after stratospheric 

adjustment, but with everything else being held fixed [Forster et al., 2007].  There also exist some rapid adjustments (e.g., some 

aspects of land use, microphysical effects on precipitation, or the CO2 physiological forcing).  Such forcings do not have an initial 

radiative driver but after a rapid adjustment lead to a radiative energy change in the climate system.  We term radiative forcings and 

rapid adjustments as ‘adjusted forcings’ (see Table 1.1 and Section 1.3).  
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   [3]   The climate system responds to a radiative imbalance through a complex set of mechanisms (called feedbacks), eventually 

returning to a near equilibrium state [Boer and Yu, 2003; Soden and Held, 2006].  Climate models show that the equilibrium global 

temperature change in response to a climate agent is generally linear in radiative forcing, and the proportionality coefficient 

between these two quantities, denoted λ, is called the climate sensitivity (unit K (W m-2)-1).  Climate models further show that, 

although the climate sensitivity is model-dependent, it is relatively independent of the climate agent under consideration (within ±20 

to 30%, except for snow albedo forcings discussed below).  One can define the climate efficacy of a climate agent as the ratio of the 

climate sensitivity for this climate agent to that for the forcing by CO2 [Hansen et al., 2005].  Efficacies can be defined for either 

radiative forcing or adjusted forcing (Table 1.1). 

   [4]   Some studies have shown that climate responses can be categorized into fast feedbacks, also known as rapid adjustments, 

which respond to forcings on a short timescale (typically days), and slow feedbacks, which are associated with the global surface 

temperature response and respond on longer timescales [Gregory et al., 2004; Andrews and Forster, 2008].  Different climate 

agents can induce very different rapid adjustments, whereas slow feedbacks appear to be less dependent on the climate agent.  BC 

affects climate in a number of ways, but those discussed in Sections 5 to 7 may all be considered either radiative forcings or rapid 

adjustments.  The direct effect is a radiative forcing.  The microphysical effects on clouds are partly radiative forcings and partly 

rapid adjustments.  The cloud semi-direct effect cannot easily be dissociated from the direct effect that causes it and should be seen 

as a rapid adjustment to the direct radiative forcing rather than a separate forcing, although it can be quantified as a change in 

radiative flux (i.e., a climate forcing).  However, in this assessment the semi-direct effect is included in a single liquid-cloud effect 

(which also includes BC microphysical effects on clouds) because modeling procedures make the two difficult to separate (see 

Section 6).  This calculation also uses the climate efficacy of the direct-effect radiative forcing to determine the semi-direct effect, 

assuming the efficacy of the adjusted forcing would be one.  The snow albedo effect is a combination of radiative forcing and 

adjustments, some rapid and some less rapid, which tend to amplify this initial forcing (Figure 7.3).  The rapid adjustments can be 

combined with the radiative forcing to produce an adjusted forcing.  This amplified forcing produces further changes in snow cover 

that drive a snow albedo feedback; this amplifies the temperature response, leading to a high efficacy even when an adjusted forcing 

is used in determining efficacy. 

   [5]   The response of climate to a relatively uniform radiative forcing such as that of long-lived GHGs, although still uncertain, has 

been studied in many models and aspects of its response pattern are consistent among climate models.  The response to more 

heterogeneous radiative forcings is less well understood and there has been little work in the literature to compare different climate 

models.  Although, there is no direct relationship between the patterns of climate response and the patterns of radiative forcing, 

except on large scales [Forster et al., 2000].  Shindell et al. [2010] performed a multi-model analysis to quantify these scales, using 

the results of four GCMs.  They found that inhomogeneous aerosol forcing caused an impact locally in those GCMs, but the impacts 

were not confined to those areas and extended quite far in the zonal direction - at least 12000 km - while extending only about 3500 

km (or 30° longitude) in the meridional (consistent with modeled transport and modeled removal timescales in the atmosphere).  

This relationship is illustrated in Figure 8.1, which shows the geographic distributions of BC emissions, burden, direct radiative 

forcing and surface-temperature response for a particular model.  The climate response to a regional radiative forcing, such as that 

by BC, has a regional and a global component.  While the patterns of burden and direct radiative forcing are quite similar, there is 

no correspondence between the fine-scale patterns of radiative forcing and the surface temperature response.  However, both the 

forcing and the surface temperature response are concentrated in the extratropics of the northern hemisphere. 

8.3.  Surface temperature response to atmospheric black carbon 

8.3.1.  Global-mean temperature change 



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [6]     Earlier studies on the climate effect of large injections of smoke and dust aerosols (i.e., so-called nuclear winter) are relevant 

to understanding forcing by BC.  Cess et al. [1985] showed that for increasing smoke loadings there is a transition from a surface-

troposphere heating, induced by the convective coupling of the surface and the troposphere to a surface cooling when this 

convective coupling breaks down as the vertical structure of the atmosphere is modified.  The climate response to BC may differ 

from a nuclear winter because the aerosol is concentrated in the lower atmosphere and, if the presence of co-emitted species is 

limited, it may be more absorbing than smoke.  Cook and Highwood [2004], Hansen et al. [2005] and Ban-Weiss et al. [2011] 

added BC to different altitude ranges and showed that radiative forcing was not an effective measure of determining the surface 

temperature response to BC.  The efficacy of the radiative forcing term could even change sign.  In contrast, the efficacy of the 

adjusted forcing that accounted for semi-direct effects was much closer to unity [Shine et al., 2003; Hansen et al., 2005; Crook et 

al., 2011; Ban-Weiss et al., 2011]. The most consistent forcing measure appears to be calculated by allowing tropospheric response 

but no global mean surface temperature response, either from fixing surface temperature everywhere [Shine et al., 2003] or using a 

regression method [Ban-Weiss et al., 2011].  Hansen et al. [2005] further showed that for BC in snow the large efficacy of the high-

latitude forcing needs to be properly accounted for (see below).  The adjusted forcing implicitly accounts for some of the variable 

efficacy of the direct radiative forcing.  The adjusted forcing or the effective forcing (i.e., forcing weighted by efficacy (see Table 

1.1)) is a more appropriate measure of BC’s ultimate effect on global average temperature.    

   [7]   Table 8.1 reports BC radiative forcing, adjusted forcing, effective forcing, and surface-temperature response from various 

climate models.  Note that these experiments are generally based on unrealistic BC perturbations and, as such, they are 

representative of sensitivity rather than the expected magnitude of temperature change or forcing.  Therefore, the results in Table 

8.1 should be used qualitatively.  Quantitative temperature changes are estimated in Section 9, employing our revised forcing 

estimate.  The different models vary in their experimental designs (e.g., BC alone versus BC and co-emitted species, slab ocean 

model versus fully coupled ocean-atmosphere model), emission rates, and treatment of the effects of BC on climate.  Some have a 

more sophisticated treatment of BC optics, some are better documented in their ability to simulate the present-day climate and the 

historical period, and some simulate better cloud properties than others.  Nevertheless, these results show that effective forcing and 

adjusted forcings from a single model agree to within their respective uncertainties, justifying our approach for calculating the semi-

direct effect.  While there is a large range in equilibrium temperature responses across the studies the spread in temperature 

response per radiative forcing is smaller, covering a three-fold range.  When the forcings are appropriately scaled to account for 

rapid adjustments agreement is even better, with only a two-fold range in temperature response per adjusted forcing.  This finding 

suggests that differences in rapid adjustments or aerosol processes included in each model are responsible for some of the difference 

in global average temperature change. 

   [8]   The climate models clearly differ in their cloud responses.  For instance, fossil-fuel BC causes an increase in high-level clouds 

in the model of Jacobson [2010] due to an enhancement of upper-tropospheric water vapor due to surface warming and evaporation 

and a decrease in low clouds due to enhanced BC warming, including that within cloud drops and interstitially between cloud drops, 

as discussed in Section 6.3.3.  These experiments, unlike most other studies, considered OA and other co-emitted species, and 

included the microphysical effects of BC on liquid and ice clouds. 

8.3.2.  Regional surface temperature change  
   [9]   As discussed in the introduction, the pattern of surface temperature response can be quite different from the pattern of forcing.  

The temperature response to BC is a combination of regional response and hemispheric response, with polar and land amplification. 

There is a reasonable agreement among models that the BC warming is concentrated in the Northern Hemisphere with some polar 

amplification (Figure 8.2).  However, there is disagreement on the relative warming of the different continents, with some models 

showing significant warming over North America and Eurasia while others do not.  It is unlikely that the differences in 
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experimental setup and range of BC effects included in the four models presented in Figure 8.2 are sufficient to explain the diversity 

of results.  Some of the model differences could be due to differences in forcing and climate efficacy (or sign of the semi-direct 

effect).  It is difficult, however, to attribute the differences among the models to a particular process or reason without performing a 

more comprehensive intercomparison.  While some models include more BC forcing mechanisms that have been evaluated at 

different scales (e.g., GATOR), others have been more thoroughly tested regarding their ability to represent the global historical 

temperature record and climate variability (e.g., NCAR CAM, GISS, and HadGEM2). 

   [10]   There are few systematic studies of the regional impact of BC aerosols from different regions with the exception of the work 

by Shindell and Faluvegi [2009], who looked at the regional impact of atmospheric BC from four latitudinal bands in the GISS 

climate model.  A summary of their results relevant to BC is shown in Figure 8.3.  BC in the 28°N-60°N band is most efficient at 

inducing warming in the 60°N-90°N band and vice versa.  Tropical (28°S to 28°N) BC warms all latitudinal bands, with forcing 

efficiency increasing in moving from lower to higher latitudes.  Finally, it should be noted that atmospheric BC in the 60°N-90°N 

band cools the surface in that region, possibly because the coupling between the atmosphere and the surface is not strong enough to 

overwhelm the decrease in solar radiation at the surface induced by BC or because of resulting changes in northward heat transport 

due to a decreasing latitudinal temperature gradient.  These experiments account only for forcing by atmospheric BC; in this same 

model, when surface forcing from BC deposited to snow and ice is accounted for, the total forcing by BC in the 60°N-90°N latitude 

band is positive (warming).  

   [11]   It has been further suggested by Ramanathan and Carmichael [2008] that absorbing aerosols could have contributed to the 

observed melting of snowpacks and glaciers in the Himalayan region on the basis that layers of BC aerosol (the so-called 

atmospheric brown cloud) heat the atmosphere at altitudes up to 3 to 5 km.  Evidence for the effectiveness of this mechanism 

remains elusive.  Menon et al. [2010] simulate a small decrease in snow and ice cover over the Himalaya associated with the 

increase in emissions from 1990 to 2000.  However their simulations use observed climatological sea-surface temperatures and 

neglect any response from the ocean.  Moreover it is unclear to what extent the precipitation changes in their simulations are 

statistically significant.  Kuhlmann and Quaas [2010] used lidar measurements from the CALIPSO satellite to assess the importance 

of aerosols for atmospheric heating rates.  They found that i) in higher layers the shortwave heating was partly balanced by 

longwave cooling, ii) the contribution of aerosols to atmospheric heating rate over the Tibetan Plateau was relatively small 

(typically 0.02 K day-1) as compared to neighboring regions (0.2 K day-1), and iii) a large fraction of the aerosol was dust, or at least 

classified as such by CALIPSO.  However, Kuhlmann and Quaas did not estimate the impact of the aerosol on the surface energy 

balance.  While it is possible that atmospheric BC aerosols have contributed to the melting of snowpack and glacier in the 

Himalayan region, appropriate testing of the hypothesis would require robust ensembles of high-resolution simulations that can 

resolve the complex atmospheric flow and surface radiative budget over this region. 

8.4.  Precipitation changes due to black-carbon direct and semi-direct effects 

   [12]   The separation between rapid adjustment and slow feedbacks is particularly useful for examining precipitation responses to 

forcing.  Andrews et al. [2010] studied the rapid adjustment associated with a range of climate agents, including BC.  They showed 

that the rapid adjustment in global-mean precipitation correlates negatively with the atmospheric radiative forcing (i.e., the 

difference between ToA and surface radiative forcing) while the slow response is proportional to the global-mean surface 

temperature change.  Since BC aerosols are responsible for significant atmospheric radiative forcing through absorption of solar 

radiation, the reduction in precipitation due to the rapid adjustment can dominate over the increase due to the slow feedback.  One 

model showed a global reduction in precipitation of around 0.7% from BC rapid adjustments [Andrews et al., 2010].  This result has 

been confirmed by Ming et al. [2010] who found that the decrease in precipitation due to atmospheric heating could dominate over 

the increase in precipitation due to surface warming for some vertical distributions of the BC aerosol. 
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   [13]   Both Wang [2007] and Jones et al. [2007] found that BC strengthens the Hadley cell in the Northern Hemisphere but 

weakens it in the Southern hemisphere.  This leads to a northward shift in the Inter Tropical Convergence Zone (ITCZ), which 

appears to be a robust feature of the climate response to BC also supported by earlier experiments [Roberts and Jones, 2004; Chung 

and Seinfeld, 2005]. 

   [14]   A number of studies have investigated the regional climate responses to BC in particular regions of the world, generally 

focusing on precipitation changes.  Many of these studies examine Asia because of the large concentrations of absorbing aerosols 

there.  Using the GISS model, Menon et al. [2002b] simulated a surface warming over most regions in response to absorbing 

aerosols but a moderate cooling over China.  The model also simulates increased precipitation in southern China and over India 

with a band of decreased precipitation to the south.  Zhang et al. (2009b) obtained the opposite result using the Community 

Atmosphere Model (CAM3) when considering carbonaceous aerosol (BC + OC) together.  In this case, surface temperature 

increased in southern China and India and total cloud cover and precipitation decreased.  Using the same model, Liu et al. [2009b] 

found that sulfate and BC aerosols have the effect of weakening East Asia monsoons in both the summer and winter seasons. 

   [15]   Lau et al. [2006] used the GEOS GCM with fixed sea surface temperature to show that absorption of solar radiation by dust 

heats the air on the northern and southern slopes of the Tibetan Plateau, which can then rise and create a positive temperature 

anomaly in the mid-to-upper troposphere over the Tibetan Plateau.  On the southern side, the atmospheric heating is reinforced by 

anthropogenic emissions of BC over the Indian subcontinent.  This can lead to an intensification of the Indian summer monsoon and 

surface warming over the Tibetan Plateau.  While Lau et al. found that the effect of BC is important in initiating the monsoon 

rainfall anomalies over India, it is not enough to produce statistically significant change in the monsoon regime on its own (i.e., 

without the synergy with dust absorption).  Like most of the other earlier studies looking at the regional climate response to BC, this 

study was performed with an atmosphere-only model, which is a significant limitation because sea surface temperatures are not 

allowed to respond to the forcing by BC.  One could imagine anthropogenic aerosols causing a decrease in sea surface temperature, 

for example, during the winter monsoon over the Indian Ocean, with consequences for the summer monsoon. 

   [16]   Wang et al. [2009a] used the NCAR Community Climate Model version 3 (CAM3) coupled to a slab ocean model to 

investigate the response of the Indian summer monsoon to scattering and absorbing aerosols.  They found that absorbing aerosols 

cause a northward shift in rainfall (both during the onset of the monsoon and averaged over the monsoon period) that is only weakly 

offset by the effect of scattering aerosols.   

   [17]   Meehl et al. [2008] performed a six-member ensemble of 20th-century simulations with a fully coupled ocean-atmosphere 

climate model, which confirmed some of the earlier results found with atmospheric models coupled to a slab ocean.  In their 

experiments, BC and OA aerosols increase lower tropospheric heating over south Asia and reduce the amount of solar radiation 

reaching the surface during the dry season, enhancing precipitation over India in the months of March-April-May.  With the onset of 

the monsoon, the reduced surface temperatures in the Bay of Bengal, Arabian Sea, and over India that extend to the Himalaya act to 

reduce monsoon rainfall over India itself, with some small increases over the Tibetan Plateau.  Precipitation over China generally 

decreases due to the BC effects.  Analysis of single ensemble members from the multiple-forcings experiment suggests that the 

observed increasing precipitation trends over southern China appear to be associated with natural variability connected to surface 

temperature changes in the northwest Pacific Ocean.  Rotstayn et al. [2007] suggest that the effects of Asian aerosols on rainfall 

could be seen in Australia with an increase in cloudiness and rainfall during the period 1951 to 1996, especially in northwestern 

Australia.  Bollasina et al. [2011] and Shindell et al. [2012] investigated the impact of aerosol forcing on the South Asian monsoon 

in the GFDL and GISS GCMs, respectively.  Shindell et al. found distinct perturbations to the South Asian monsoon as well as to 

precipitation in the Sahel and southern Europe.  Bollasina et al. found similar changes and suggested that the changes were part of 
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large-scale circulation changes and had little to do with direct local forcing.  Shindell et al showed that the precipitation responses 

were in many places similar to those induced by GHGs, but with much greater amplitude per unit forcing. 

   [18]   Tosca et al. [2010] also applied the NCAR CAM3 model with a slab ocean model to explore effects of biomass burning 

emissions over the western equatorial Pacific during intense El Niño episodes, such as the 1997-1998 event.  They found that BC 

and OA emissions from extreme fire years caused sea surface temperature to cool and the atmosphere to warm and that this reduced 

precipitation by about 10% over greater Indonesia, potentially exacerbating local drought conditions because evapotranspiration 

reductions were smaller than precipitation changes.  

   [19]   Generally, these studies show that atmospheric heating by BC can have significant effects on precipitation, causing a global 

reduction via rapid adjustment processes.  Model studies have also shown that BC can alter regional precipitation by about 10% and 

affect circulation patterns such as the monsoon. 

8.5.  Climate response to the snow albedo effect 

   [20]   BC deposited to snowpack can significantly reduce snow and ice albedo because of the approximately five order-of-

magnitude difference in mass absorption cross section between ice and BC, and strong multiple scattering within snow, which 

enables small mixing ratios of impurities to absorb a disproportionate amount of radiative energy (e.g., Warren and Wiscombe, 

1980].  BC-induced snow albedo changes exert a small global-mean forcing through radiative forcing and rapid adjustments (i.e., 

all-source adjusted forcing range of +0.01 to +0.09 W m-2 in Section 7), but models indicate that snow albedo forcing is unusually 

effective at warming climate, even when rapid adjustments are accounted for.  The high efficacy of the adjusted forcing stems from 

the following factors: 

1. By definition, all of the forcing energy associated with this mechanism is deposited directly within the cryosphere, a 

component of the Earth System responsible for strong positive feedback [e.g., Budyko, 1969] through the snow (and ice) albedo 

feedback (SAF in Figure 7.3).  Warming of snow and sea ice by deposited BC exacerbates this feedback mechanism in 

comparison to forcing mechanisms that distribute energy more evenly throughout the planetary envelope, such as GHG forcing. 

2. The mechanism operates mostly at high latitudes, which are uniquely susceptible to surface energy forcings because of stable 

atmospheric conditions.  Smaller lapse rates in high-latitude regions induce shallower mixed layers that permit surface energy 

forcings to drive larger surface temperature changes.  In stratified conditions, the mass of air responding to a surface energy 

forcing is small, and the energy is not transferred efficiently throughout the system.  This condition breaks down with strong 

warming, however, so that larger forcings have smaller efficacies.  It is weaker during summer, when insolation (and therefore 

radiative forcing via darkening of snow or ice) is greatest [Forster et al., 2000]. 

3. In some studies, feedbacks driven by changes in snow grain size may also contribute to larger efficacy [Flanner et al., 2007] 

(GRA in Figure 7.3).  The reasoning for this result is that BC absorption warms snowpacks so that they age more rapidly, which 

lowers snow albedo in the near-infrared spectrum.  A key uncertainty associated with this process is that snowpack temperature 

gradient is often a greater controller of snow age than mean temperature [Flanner and Zender, 2006], and the influence of 

absorbing impurities on temperature gradient depends on many factors, including the vertical distribution of impurities and solar 

absorption, snowpack thermal conductivity, and snowpack-atmosphere coupling. 

The relative roles of these three factors are uncertain.  Bellouin and Boucher [2010] obtained a large climate efficacy in idealized 

model experiments that do not include the third factor.  

   [21]   Climate response to BC in snow is particularly strong during boreal spring (March-May) over mid- to high-latitudes [Flanner 

et al., 2009; Wang et al., 2011].  Increasing springtime insolation and widespread snow cover in the Northern Hemisphere drive the 

greatest radiative forcing during this season, and climate response and efficacy are large when the mechanism induces earlier snow 

melt, as the contrast in albedo between snow-covered and snow-free surfaces is generally much greater than the reduction in albedo 
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caused by BC.  A source of enhanced springtime forcing is the retention of impurities at the snow surface during melt (MBC in 

Figure 7.3; Section 7.3.5), but the importance of this effect is largely uncertain and likely varies considerably with location and type 

of snowpack.  Koch et al. [2011b] have suggested that, even absent the MBC feedback (Table 7.2), 20% of Arctic warming and 

snow–ice cover loss is a consequence of the BC albedo effect. 

   [22]   Table 8.2 reports estimates of the BC snow albedo forcing, surface temperature response, and climate efficacy from different 

model studies.  The equilibrium change in global-mean surface temperature ranges from +0.06 to +0.20 K for the trustworthiest 

experiments.  The climate response is more localized than for the BC direct and semi-direct effect with most of the warming over 

the Arctic region and the Tibetan Plateau and Himalaya.  Equilibrium Arctic temperature responses reported from three simulations 

[Flanner et al., 2007; Koch et al., 2009b] are 0.50, 0.50, and 1.6 K (the latter occurring with strong boreal fire BC emissions in 

1998).  Climate efficacy for the adjusted forcing is much larger than 1 in all models with most models showing values of 2.0 or 

more.  Based on the spread of adjusted-forcing efficacies given in Table 8.2, the efficacy of the adjusted forcing by BC in the 

cryosphere is estimated to be 3, with a range of 2 to 4.  These efficacies are used in Section 9 to derive effective forcings due to BC 

in snow and sea ice (Table 1.1). 

   [23]   Most studies of the climate impact of BC in snow have focused on the global, annual impact or on impacts in the Arctic.  

However, because most of the energy from this forcing directly impacts snowpack temperatures, local impacts may be large, 

especially where snow melt is relied upon as a water source.  Recognizing this, Qian et al. [2009] applied the Weather Research and 

Forecasting (WRF) regional model to study the influence of BC deposition on western North America snowpack.  They found the 

largest response during late winter and early spring, with increased net solar radiation caused by reduced snow cover, and 

subsequent increases in surface air temperature.  Climate changes and deposition of BC on snow were both largest over the central 

Rockies and southern Alberta, where shifts in regional stream flow were also found.  An experiment with doubling of regional BC 

emissions showed a much greater-than-linear climate response in this region. Qian et al. [2011] used a global model to look at the 

influence of BC and dust on the Tibetan Plateau snowpack with a specific focus on the impacts on the Asian hydrological cycle and 

monsoon climate.  In this study, BC and dust in snow were found to produce 5 to 25 W m-2 adjusted forcing during spring, reducing 

spring snowpack over the Tibetan Plateau more than does warming by anthropogenic CO2 and atmospheric BC.  However, Qian et 

al. acknowledge that the global model used grossly overpredicts snow cover in this region (their Figure 2) and, therefore, likely also 

forcing by BC and dust in snow.  These studies highlight the possible strong regional impacts of BC in snow, but also emphasize the 

need for studies that can account for the large variations in terrain, snow cover and BC deposition, especially in mountainous 

terrain. 

8.6.  Detection and attribution of climate change due to black carbon 

   [24]   As Sections 8.3 to 8.5 have outlined there is evidence of regional climate responses to BC that is manifest in observations.  In 

particular, there is some evidence for a BC effect on:  1) regional temperature and precipitation changes [e.g., Menon et al., 2010], 

2) Arctic temperatures and snow-ice cover [e.g., Flanner et al., 2009; Koch et al., 2011b], 3) monsoon and other circulation changes 

[e.g., Rotstayn et al., 2007; Bollasina et al., 2011; Shindell et al., 2012] and 4) Himalayan and North American snow and ice cover 

[Qian et al., 2009; Qian et al., 2011].  However, it should be noted that none of these studies formally attribute changes to BC in a 

statistically rigorous sense.  

   [25]   It is desirable to find a confirmation of the model results on the climate response to BC in the observational climate records.  

Methods have been developed to detect and attribute climate change to particular climate agents by regressing the spatial and 

temporal patterns of climate change simulated by the models against the observed patterns.  Scaling factors that maximize the fit to 

the observations provide a measure of whether a particular forcing is detected, by testing the hypothesis that the scaling factors are 

consistent with a value of zero.  When a particular combination of forcings is detected, the scale factors can be used to reconstruct 
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the contribution of each individual forcing to temperature change.  Detection and attribution methods have established that the 

anthropogenic “…greenhouse gas forcing has very likely caused most of the observed global warming over the last 50 years.”  The 

cooling due to sulfate aerosols could also be detected [Hegerl et al., 2007].  However, it has proven to be more difficult to detect the 

warming due to BC.  

   [26]   Jones et al. [2005] included fossil-fuel BC in a detection and attribution analysis with GHG and sulfate aerosols.  While the 

introduction of BC did not affect the attribution of the warming to GHGs, it was not possible to detect the pattern due to BC because 

it was too similar to the cooling pattern of sulfate aerosols.  The influence of carbonaceous aerosols (BC and OA from fossil-fuel 

and biomass burning sources) was detected by Nagashima et al. [2006] in the mid part of the 20th century.  However the relative 

contribution from BC cannot be deduced from this study.  

   [27]   Jones et al. [2011] revisited their earlier work using an ensemble of HadGEM1 model simulations that include different 

combinations of the GHGs, sulfate aerosols, BC, and natural radiative forcings.  They used their detection and attribution method to 

examine the climate influence of BC from fossil-fuel and biofuel combustion sources.  The BC forcing included the direct and semi-

direct effect but not the snow albedo effect.  The climate response to BC was obtained as the difference between a simulation with 

all forcings and a simulation with all forcings except that from BC.  BC was found to have a detectable contribution to the warming 

over the period 1950-1999 but not over the period 1900-1999 or 1957-2006.  The attributed climate change due to BC was 0.41 

K(century)-1 (range 0.20 to 0.60 K(century) -1) for the period 1950-1999.  This corresponds to a warming of about 0.20 K (range 

0.10 to 0.30 K) for the 50-year period.  Global warming by industrial-era BC would be about twice as large because 1950 emissions 

of BC were about half of present-day emissions.  Moreover, any committed warming would add only slightly to the equilibrium 

climate response.  Accounting for the snow albedo effect would possibly improve the detection and narrow the uncertainties in the 

scale factors but would not necessarily result in a larger contribution of BC to the observed warming because the scale factor can 

compensate for the missing warming in the climate simulations.  For the period 1957-2006, the attributed climate change due to BC 

–not statistically significant– is 0.10 K(century) -1 (range -0.03 to 0.21 K(century) -1).  Failure to detect the climate response to BC 

over this period can be due to the discontinuities introduced in the simulations by merging the historical emission inventories until 

2000 with the SRES emission projections after 2000. 

   [28]   In conclusion it can be said that the global warming due to BC can be detected in the observational temperature record but 

the detection remains very sensitive to the modeling assumptions.  The deduced contribution of BC to the observed warming is 

comparable to that obtained from models alone but it is not accurate enough to constrain further the various estimates obtained from 

the models so far.  Inclusion of the pattern of warming due to the snow albedo effect and regression of the simulated patterns against 

both the observed surface and vertical temperature change patterns could contribute to a better detection of the BC signal.    

8.7.  Conclusions  

   [29]   Figure 8.4 summarizes our knowledge on the effects of BC on climate.  There is agreement among climate models that BC 

causes a warming that is essentially located in the northern hemisphere.  Existing studies have different experimental configurations 

and consider different processes by which BC affects climate, making comparisons between them difficult.  However, there is a 

smaller range in surface temperature response per unit effective forcing than in effective forcing. Climate models also consistently 

simulate a northward shift in the Intertropical Convergence Zone in response to BC forcing.  Other changes in precipitation are 

likely, especially the Asian monsoon systems as these regions experience large burdens of BC.  However, there is no agreement 

among models on the patterns of rainfall changes in these regions.  High-resolution simulations with coupled ocean-atmosphere 

models over the Asian region could better address the issue of circulation and precipitation changes due to BC.  Darkening of snow 

and ice surfaces by BC is associated with enhanced melting and an amplification of the surface temperature response in these 

regions, but the role of BC on glacier melting in the Himalayan and Tibetan Plateau region remains unclear.  The climate response 
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to the indirect effect of BC on liquid and ice clouds has not been studied in isolation of the direct and semi-direct effects and 

remains largely unknown.  Detection and attribution studies, which seek the expected patterns of the climate response to the BC 

forcing in the observational records, have had some limited success, probably because of imperfect modeling assumptions but also 

because of the disruptive effect of sulfate aerosols. 
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9.  Synthesis of black-carbon climate effects 

9.1.  Section summary 

   [1]    

1. The industrial-era (1750 to 2005) climate forcing of BC is made up of components from its direct radiative forcing, its effect on 

cloud microphysics, rapid adjustments to its atmospheric heating, and the effect of BC deposited on snow and sea ice. 

2. Employing radiative forcing alone is inadequate for assessing the climate role of BC in terms of its globally averaged, surface 

temperature response.  In particular, semi-direct effects and the efficacy of high-latitude forcing terms need to be properly 

accounted for. 

3. The level of scientific understanding of these components is generally assessed as low or very low, making their uncertainty 

bounds difficult to characterize accurately.  It is also difficult to quantify how uncertainties of different terms are correlated, 

making errors difficult to combine. 

4. With these caveats the industrial-era total climate forcing of BC is assessed to be +1.1 W m-2 with a 90% uncertainty range of 

+0.17 to 2.1 W m-2, allowing for the correlation of emission uncertainty.  This climate forcing has a larger uncertainty range and 

is likely greater than the radiative forcing from the BC direct effect (+0.71 W m-2 with a 90% uncertainty range of +0.08 to 

+1.27 W m-2). This best estimate of black carbon forcing ranks it as the second most important individual climate-warming 

agent after carbon dioxide when both direct and indirect effects are included. 

5. In terms of equilibrium global-mean surface temperature change the total BC climate-forcing estimate for the industrial era 

would correspond to a warming between 0.1 and 2.0 K.  Note that not all this warming has been realized in the present day as 

the climate takes more than a century to reach equilibrium and many co-emitted species have a cooling effect, countering the 

global-mean warming of BC.  

6. In addition to the direct radiative forcing of BC, adding the positive climate forcings and accounting for the efficacies of BC in 

snow and BC in sea ice increases the best estimate of forcing.  Semi-direct and liquid-cloud effects add negative climate forcing, 

and cloud absorption and mixed-cloud changes add positive climate forcing.  The total of BC cloud effects is estimated to be 

positive.  Including these effects makes the estimate of total BC climate forcing estimate considerably more uncertain than that 

of direct radiative forcing.  In particular, the two positive cloud terms have a very low level of scientific understanding.  Without 

these terms, BC total climate forcing would be +0.65 W m-2 with a 90% uncertainty of +0.03 to +1.1 W m-2. 

7. The components of BC climate forcing in addition to the direct radiative forcing are cloud, cloud droplet inclusions, and semi-

direct effects (+0.23 W m-2 with a 90% uncertainty range of -0.47 to 1.0 W m-2); and BC in snow and BC in ice (+0.13 W m-2 

with a 90% uncertainty range +0.04 to +0.33 W m-2).  See Table 0.1 for a further breakdown of forcing components. 

9.2.  Introduction 

   [2]   Earlier sections have discussed emissions of BC, the mechanisms by which BC affects the Earth’s radiative balance and BC’s 

various effects on climate.  Here we synthesize these discussions to provide best estimates and uncertainty bounds for the role of BC 

in the current climate using the metric of globally averaged climate forcing.  Section 8 pointed out that regional changes and 

especially changes to the hydrological cycle are how we experience climate change, and that such impacts are not represented by 

global forcing metrics.  Nonetheless, in this assessment we have chosen to use a global forcing metric as it is more comparable 

across mechanisms and better constrained than other choices.   

9.3.  Global climate forcing definition 
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   [3]   We are ultimately interested in quantifying the impact of BC emissions on the Earth’s climate. The definition of radiative 

forcing employed in IPCC reports [Forster et al., 2007] is the change in net energy (down minus up) at the tropopause since 1750 

due to a given mechanism or climate forcing agent, after allowing stratospheric temperatures to adjust to radiative equilibrium.  As 

discussed in Section 1.3.2, we retain this definition of forcing relative to a base year, but use the term ‘industrial-era forcing’ to 

indicate that the forcing is based on time rather than wholly attributable to anthropogenic activity. The overall global climate 

response to BC (encompassing direct, snow, sea-ice and cloud effects) is also very different from the response to other forcing 

agents such as the long-lived GHGs (Section 8).  BC emissions affect clouds, snow and sea ice (see Sections 6 and 7).  In IPCC 

reports, some of these effects are classified as part of the cloud albedo effect or represented separately as BC snow albedo forcing, 

while others are considered part of the climate response.  In this assessment ‘rapid adjustments’ to the forcing are included in the 

total climate forcing term.  Rapid adjustments are where the atmosphere, land or cryosphere responds to the forcing on a relatively 

short timeframe compared to that of the global-mean temperature response (see Table 1.1 and Section 1.3).  In addition for both BC 

in snow and BC in sea ice we implicitly include both the rapid adjustment of the snowpack and the climate response to the BC snow 

and ice albedo changes (i.e., the snow albedo feedback) by accounting for the efficacy of BC snow and ice albedo change in our 

climate forcing estimate, employing the concept of ‘effective forcing’ discussed next. 

   [4]   The notion of effective forcing means that the radiative forcing is scaled by an efficacy which incorporates the relative 

strengths of climate feedbacks.  This effective forcing is then more representative of the actual radiative impacts of BC [e.g., 

Hansen et al., 2005; also see Table 1.1 and 8.1].  Alternatively, forcings can be calculated from fixed sea-surface temperature 

experiments or regression techniques [Hansen et al., 2005, Andrews et al., 2010].  In practice, diverse forcing definitions are used in 

the different studies we assess and care is required when comparing reported forcings (see Section 8 and Table 8.1).  For example, 

the separation of BC forcing into direct, cloud-albedo forcing and semi-direct forcing is not straightforward (see Section 6).  In this 

assessment we have been particularly careful to include all relevant terms when assessing the total climate forcing from BC without 

double counting (see Section 1.3.2).  

9.4.  BC global climate forcing components and uncertainties  

   [5]   In this section, we summarize the best estimates of individual climate forcing components for global BC emissions in 2005, 

compared to 1750.  These values are shown in Figure 9.1 along with 90% uncertainty range estimates.  The combined climate 

forcings represent the known direct and indirect (cloud, snow and ice) radiative forcings from BC changes plus all known rapid 

adjustments of clouds and the snowpack (Section 7.4).  They also capture the high efficacy of high-latitude snow and ice forcings.  

The sum of these terms represents the total climate forcing of BC.  Table 9.1 summarizes each of the terms evaluated, describes 

their relation to the forcing definitions described in Section 1.3.2, explains how the uncertainty range was determined, and identifies 

where in this assessment the radiative forcing is estimated in detail.  It also presents our general level of scientific understanding, 

which, following IPCC terminology [Forster et al., 2007], is based on an assessment of the nature of assumptions involved, the 

uncertainties prevailing about the processes that govern the forcing, and the resulting confidence in the numerical value of the 

estimate.  The following sections review these choices. 

9.4.1.  BC direct forcing  
   [6]   The best estimate and range of the direct BC radiative forcing arises from scaled AeroCom model results based on 

observationally constrained estimates of BC AAOD from AERONET sites (see Section 5).  The finding that large increases in 

modeled concentrations are warranted in some regions is broadly consistent with comparisons with in-situ measurements and space-

based observations (Sections 4.5.1 and 5.9.2).  Emission factors may be the cause of low biomass-burning emissions (Section 

3.7.2.3).  The reason for apparent underestimates in energy-related emissions is unknown, but they occur preferentially in regions 

with lower emission regulations and sparse combustion source measurements.  The uncertainty range comes from a 60 to 70% 
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uncertainty in BC AAOD and a 50% uncertainty in absorption forcing efficiency, due to uncertainties, respectively, in the amount 

of atmospheric absorption attributed to BC and dust and in the underlying reflectivity of the surface and atmosphere, particularly the 

presence of clouds below BC (Section 5.7).  Our assessment of the direct radiative forcing from BC is a +0.71 W m-2 best estimate 

with a 90% uncertainty range of +0.08 W m-2 to 1.27 W m-2.  Fossil-fuel BC emission contributes approximately +0.29 W m-2, 

biofuel +0.22 W m-2, and open burning +0.20 W m-2 (see Section 10).  Figure 9.1 also presents the pre-industrial background plus 

industrial-era direct forcing from BC.  This is comprised of emissions from all anthropogenic and natural sources.  This all-source 

climate forcing is evaluated to be +0.88 W m-2 with a 90% uncertainty range of +0.17 to +1.48 W m-2. 

9.4.2.  BC cloud indirect effects 
   [7]   BC effects on clouds, discussed in Section 6, are particularly poorly constrained.  Many GCM cloud schemes do not reconcile 

treatments of clouds with small-scale cloud models.  The vertical location of BC-containing particles relative to clouds is not well 

modeled. BC must be collocated with clouds for microphysical effects, and the sign and magnitude of semi-direct effects depend on 

the BC location relative to the cloud and cloud type.  There are general uncertainties regarding the microphysical effects of all 

aerosols on clouds, and effects of individual species are even more uncertain. Only a few model studies with appropriate diagnostics 

have focused on the role of BC on these cloud effects.  Modeled aerosol microphysics and cloud responses have not yet been 

closely constrained by observations or comparison with cloud-resolving models.  The magnitude of aerosol-induced cloud changes 

is small compared to the spatial and inter-annual variability in modeled cloud forcing, so quantifying changes due to aerosol forcing 

is difficult.  Our best attempt at assessing likely ranges for these cloud effects is discussed below.  These ranges are based on a 

combination of model results and subjective assessment (see Table 9.1 and Section 6).  Modeling of aerosol influence on clouds has 

not elucidated sensitivities to all factors, so it is not possible to develop a true uncertainty as we have for other forcing terms.  

Instead, the uncertainty is based on model diversity. 

9.4.2.1.  Liquid cloud and semi direct effects 
   [8]   The semi-direct effect follows from the in-situ heating of the atmosphere from the direct radiative forcing of BC.  Heating 

causes several observed and modeled effects on cloud properties and their distribution, via changes in atmospheric stability and 

regional circulation.  These cloud rapid adjustments can be quantified in W m-2.  There is good agreement in models that realistic 

distributions of BC have a semi-direct effect that yields a negative forcing.  Our best estimate of the climate forcing from the semi-

direct effect (-0.10 ± 0.2 W m-2) is based on two modeling studies that explicitly calculate the forcing and on five model studies that 

calculated a reduced radiative-forcing efficacy of BC direct forcing.  The reduced efficacy was interpreted as being an adjustment in 

cloud distributions resulting from BC direct forcing and, therefore, a semi-direct forcing.  Semi-direct effects are more properly 

associated with the ‘rapid adjustment’ component of the direct radiative forcing term.  Yet, for consistency with how the cloud 

indirect effects are estimated in climate models, this forcing is combined with the warm liquid-cloud forcing estimate. 

   [9]   Climate forcing due to changes in warm liquid clouds occurs principally from changes in cloud microphysics.  Uncertainty 

results from lack of constraint on particle size, number and composition.  A small amount of BC may reduce CCN by suppressing 

new particle formation.  BC with co-emitted OA make more and better CCN, causing increased cloud albedo and an overall 

negative radiative forcing.  This estimate is based on a limited number of microphysical models that have isolated the effect caused 

by BC.  

   [10]   BC also causes additional rapid adjustments to cloud, inducing both semi-direct and cloud lifetime changes.  These semi-

direct and lifetime effects are also included in the estimate of the warm liquid-cloud climate forcing, as the models used to estimate 

this effect have not separated the microphysical component.  The main uncertainty arises from the fact that lifetime effects are 

inferred from total anthropogenic aerosol studies and the impact of BC aerosol on cloud lifetime has not yet been isolated.  The 
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climate forcing for the BC effect on liquid cloud including rapid adjustment and semi-direct effects is assessed to be -0.2 W m-2 

with a 90% uncertainty range of -0.61 to +0.10 W m-2. 

9.4.2.2.  BC inclusion in cloud drops 
   [11]   BC, when present in cloud drops, changes their absorption characteristics and increases absorption within a cloud.  A small 

number of studies have assessed this radiative forcing and have explored assumptions about the optical properties of mixed particles 

and their shape.  Uncertainties arise due to different optical representations of the BC and droplet combination, which affects in-

cloud heating rates, leading to rapid adjustments.  This adjustment would be separate from other semi-direct effects.  The climate 

forcing for the effect of BC inclusion in cloud drops, including their rapid adjustment, is assessed to be +0.2 W m-2 with a 90% 

uncertainty range of -0.1 W m-2 to +0.9 W m-2. 

9.4.2.3.  Mixed-phase cloud effect 
   [12]   Climate forcing through changes in mixed-phase clouds is a mixture of radiative forcing and rapid adjustments.  BC acts as 

an ice nucleus and can thereby produce increased glaciation rates, changes in precipitation, and changes in lifetime (Section 6.6.2).  

The forcing estimate is based on a range of three studies employing anthropogenic BC emissions that has been scaled to total BC 

emissions in year 2005.  Confidence in this forcing value and range is very low as the physical processes are not properly 

understood.  Major uncertainties are that this estimate is based largely on a single model and does not have any observational 

constraint.  The climate forcing for the BC effect on mixed phase cloud is assessed to be +0.18 W m-2 with a 90% uncertainty range 

of +0.0 to +0.36 W m-2. 

9.4.2.4.  Ice cloud effect 
   [13]   BC may affect ice clouds via two mechanisms.  First, BC could increase the number of ice particles, which can lead to 

increased cloud amounts and positive forcing.  Second, it can lead to increased numbers of supercooled solution droplets, thereby 

reducing the atmospheric relative humidity and cloud cover, and resulting in negative forcing.  Both these effects are seen in 

modeling studies.  Our estimate of the BC influence on ice-cloud is based on two modeling approaches that lead to forcings of 

different signs for total BC emissions, and a third modeling study that found no significant effect (see Section 6.5.3.4).  This climate 

forcing term is also a mixture of radiative forcing and rapid adjustment.  The climate forcing for the BC effect on ice-cloud is 

assessed to be 0.0 W m-2 with a 90% uncertainty range of -0.4 to +0.4 W m-2.   

9.4.3.  BC in snow and cryosphere changes 
   [14]   The BC-in-snow forcing estimates arise from changes in snowpack reflectivity and rapid adjustments to that forcing, 

constituting an adjusted forcing.  The best estimate and range is based on a number of model results adjusted based on comparisons 

to observations of Arctic snow BC concentrations (Section 7.4 and 7.6.1).  The lower (upper) bounds on snowpack BC forcing are 

calculated by adding in quadrature the forcing from low (high) bounds in emissions, rate of snow aging, BC mass absorption 

efficiency, and snow cover fraction, and using the high (low) bounds in the efficiency of BC scavenging with melt and in the role of 

dust in reducing snowpack albedo.  The range in forcing does not account for uncertainty in the patchiness of snow cover or 

uncertainties in modeled cloud cover and vegetation cover.  It also does not account for possible biases in modeled mid-latitude 

snow BC concentrations.  

   [15]   The climate forcing for snowpack shown on Figure 9.1 scales the adjusted forcing by an efficacy of 3 (2 to 4 range) to give 

an effective forcing that accounts for both rapid adjustments in the snowpack, the strong impact of this forcing on near-surface 

temperature and the strong snow albedo feedback (see Section 8).  The industrial-era effective forcing for BC in snow is assessed to 

be +0.11 W m-2 with a 90% uncertainty range of +0.016 to +0.31 W m-2.  The all-source effective forcing is assessed to be +0.12 W 

m-2 with a 90% uncertainty range of +0.02 to +0.36 W m-2. 

9.4.4.  BC in sea ice 
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   [16]   Radiative forcing by BC on summertime sea ice after snow has melted (bare sea ice) is assessed separately and only includes 

forcing by the direct change in ice albedo with the inclusion of BC; unlike BC in snow this forcing does not account for rapid 

adjustments to the snowpack and, thus, is a radiative forcing.  Most model studies to date have not included this forcing by BC on 

bare sea ice, and those that have do not separately diagnose this forcing term.  While snow BC forcing is dominant in the spring, 

bare sea-ice forcing arises due to the enhanced absorption of sunlight in June-July-August-September in the Arctic Ocean.  The 

radiative forcing bounds presented in Section 7 are based on estimates of sea-ice coverage, melt-pond area, area of sea ice covered 

in snow, sea-ice grain size, cloud cover and average solar irradiance (Section 7.6.2).  The climate forcing in Figure 9.1 scales the 

direct radiative forcing of sea ice by an efficacy of 3 (2 to 4 range).  Currently, no modeling study has explicitly calculated this 

efficacy for BC in sea ice so we assume the same efficacy as for BC-in-snow effects, as forcing by BC in sea ice directly warms the 

sea ice and leads to ice melt and, thus, also leads to enhanced albedo feedback.  The industrial-era effective forcing for BC in sea ice 

is assessed to be +0.033 W m-2 with a 90% uncertainty range of +0.014 to +0.064 W m-2.  The all-source effective forcing is 

estimated to be +0.036 W m-2 with a 90% uncertainty range of +0.016 to +0.068 W m-2.   

9.4.5.  Net effect of BC and co-emitted species 
   [17]   It is important to remember that BC is not emitted in isolation.  Co-emitted aerosol species such as organic matter, sulfate, 

and O3 precursors also affect climate, and many mitigation actions could affect all of these species.  Thus, ‘climate forcing by BC’ 

is a useful paradigm for exploring physical effects, but it is not a practical one:  this forcing could neither be measured individually 

nor removed from the aerosol mix through mitigation actions.  

   [18]   The lower two bars in Figure 9.1 demonstrate how the total climate forcing by BC (top bar), compares with the total climate 

forcing from the mix of BC and its co-emitted species (bottom bar).  These combined forcing values require estimates of climate 

forcing by non-BC species, and Section 10 describes how we estimate and combine these values based on previous literature.  These 

additional climate-forcing terms are introduced in Figure 9.1 to remind the reader of the close coupling between BC and co-emitted 

species.  The remainder of this section continues the discussion of BC alone, and Section 10 explores the question of co-emitted 

species in more depth. 

9.5. Uncertainties in BC global climate forcings  

   [19]   Uncertainties in BC global climate forcings arise from many potential sources as discussed below.  Except as noted, we have 

assumed that diversity in model results already reflects these uncertainties.  

9.5.1. Atmospheric burden, emissions, and rate of deposition   
   [20]   Concentrations of BC in the atmosphere and in snow are affected by emissions, lifetime and removal rates.  The range of 

lifetime estimates is largely due to uncertainties in wet deposition, leading to uncertain concentrations in both the atmosphere and 

cryosphere.  Uncertainties in deposition rates appear to lead to large errors in the atmospheric burden in remote areas (Section 4).  In 

the Arctic, variations in wet deposition strongly affect atmospheric BC concentrations [Garrett et al., 2010] and wet deposition rates 

directly affect surface snow and ice concentrations.  Our atmospheric direct forcing estimate is constrained by observations (Section 

5), although this constraint itself has significant uncertainties.  If modeled BC emission rates were larger, they would not have a 

great effect on forcing estimated here, as models would have a larger burden, and a lower correction to observations would result.  

A similar argument applies to atmospheric lifetime, although observational constraints are less stringent over oceans.  In-situ 

observations of surface snow concentrations have similarly been used to adjust for apparent biases in modeled surface snow 

concentrations (Section 7), though this adjustment does not account for interannual variability in snow concentrations. 

   [21]   Large uncertainties in atmospheric burden estimates may result from interpretation of observations.  It is difficult to 

distinguish absorption optical depth attributable to dust from that attributable to BC (Sections 4 and 5).  Also important for direct 

radiative forcing and cloud effects is the atmospheric vertical distribution of BC.  Vertical distribution varies between models and 
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can lead to factor of two differences in direct forcing (Section 5).  Uncertainties in BC distribution, especially aloft, may cause large 

changes in cloud effects that are affected by BC concentration (Section 6).  Although recent observations can help constrain this 

uncertainty range for the direct forcing, this has not been possible for the cloud effect terms, where this uncertainty is assumed to be 

captured by the range of model forcing results (Section 6).   

9.5.2. Selection of pre-industrial emissions   
   [22]   Industrial-era BC forcing depends on the magnitude and distribution of pre-industrial emissions and on atmospheric aerosol 

transport pathways and deposition rates in the pre-industrial climate.  Forcing by BC in the cryosphere further depends on the 

distribution of snow and ice cover in 1750.  Shifts in the latitudinal distribution of emissions affect BC atmospheric lifetimes, 

forcing efficiency, proximity to clouds, and deposition to surface snow and ice.  Pre-industrial open burning emissions are 

particularly uncertain, and changes in assumptions about both the magnitude and location of these emissions would alter the 

estimate of pre-industrial forcing.  Presently, the largest open-burning emissions are in sub-tropical Africa and South America and 

are largely anthropogenic (Section 3).  In contrast, in 1750 there was likely significant open burning from land-clearing activities at 

northern mid-latitudes.  The assumed pre-industrial level of aerosol particularly affects non-linear cloud forcing terms. 

9.5.3.  Scaling to emission rate or atmospheric burden 
   [23]   We assume in this work that the components of BC forcing generally scale with global emissions or atmospheric burdens.  

This assumption is reasonably valid for direct forcing.  For cloud and cryosphere forcing (see Sections 6 and 7), this scaling may be 

valid for small deviations from the modeled state, but it has not been properly evaluated for many of the effects considered here.  In 

particular this linear scaling may not hold over highly polluted regions or for large estimated changes.  For cryosphere BC forcing, 

changes in the latitudinal distribution of BC emissions between pre-industrial and present-day makes scaling by emissions to 

estimate pre-industrial forcing particularly uncertain.  This is accounted for using modelled estimates of the fraction of total 

emissions from biomass burning deposited to snow in 1750 versus in present-day. 

   [24]   Emissions of co-emitted species and other aerosol, such as dust, also affect direct forcing, cloud forcing and snow and ice 

forcing by BC.  Uncertainties in the regional pattern of emission are also important for global forcing, as BC emitted in different 

regions can give different climate forcing per emission due to longer atmospheric lifetime, snow deposition, or above-cloud 

fraction.  

9.5.4.  Dependence on atmospheric and surface state 
   [25]   Climate forcing estimates depend on the latitudinal distribution of BC, background clouds, surface albedo, the presence of 

other aerosol, and especially on the relative vertical distributions of clouds and BC.  Underlying surface reflectivity, particularly 

from distributions of snow and ice, are important both for BC-in-snow forcing and accurate determination of the direct effect.  For 

BC in snow we use uncertainties from one model study to derive the bounds in present-day forcing, which include uncertainty in 

snow cover.  For BC in sea ice, bounds are calculated based on a range in sea-ice cover, snow cover on sea ice, melt ponds on sea 

ice, and cloud cover.  Changes in snow and ice cover from pre-industrial to present-day are not accounted for in the industrial-era 

estimates of BC cryosphere forcing (Section 7).  For the other terms, uncertainty due to atmospheric state has not been explicitly 

estimated, but it is assumed to be captured by the range of model results employed. 

9.6.  Total forcing estimates and comparison with previous work 

   [26]   The total climate forcing value and uncertainty in Figure 9.1 are estimated by combining the estimates and uncertainties of 

the individual forcing terms.  The construction of this error is shown in Figure 9.2, which shows the error analysis for individual 

terms (top panel), the role of semi-direct effects and efficacy (middle panel) and the aggregate climate forcing terms (bottom panel).  

To combine errors we make a number of assumptions, outlined below. 
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1. We assume that the total climate forcing of BC is represented by the sum of individual forcing terms.  Efficacies are explicitly 

included in the individual bars for the BC-on-snow and BC-on-sea-ice terms, but not explicitly included for the other terms (see 

center panel of Figure 9.2).  Our summation, therefore, assumes that the efficacy of the combination of the direct radiative forcing 

terms and the adjusted forcing from the cloud effects and semi direct effects would be equal to one and, therefore, comparable to 

the effective snow and sea-ice forcings.  This implies that all rapid adjustment effects are accounted for and the resulting 

geographical pattern of forcing would not be that different to an equivalent forcing from CO2 to make a material difference to the 

efficacy.   

2. To account for covariance between errors in component terms, we assume that emission uncertainties provide the only 

commonality between the uncertainties of each term.  We also assume that emission uncertainty has a negligible effect on the 

cloud forcing uncertainty, as the large uncertainties are caused by differences in model processes.  Emission uncertainty accounts 

for 50% of the relative uncertainty in direct forcing (Section 5) and 32% of the relative uncertainty in snow and sea-ice effective 

forcing (Section 7).  This leads to a 0.16 correlation between the direct forcing and the snow and sea-ice terms, and a correlation 

of 0.1 between the snow and sea-ice terms themselves. 

3. We assume that uncertainties, shown by whiskers on the contributing forcings in Figure 9.1, represent a 90% (5%-95%) 

uncertainty range and construct the probability distribution functions (PDFs) in Figure 9.2 accordingly.  The uncertainty of the 

total climate forcing also assumes that the distribution of probability within a given range is formed from combining either 

normal or log-normal distributions.  Symmetric normal distributions are used for the mixed-phase cloud, ice-cloud and cloud-

droplet inclusion effects.  Asymmetric normal distributions are used for the direct effect and the liquid-cloud and semi-direct 

effects.  Asymmetric log-normal distributions are used for the BC-in-snow and the BC-in-sea-ice effects. 

   [27]   Using these assumptions a Monte Carlo model was run one million times to produce the estimate of climate forcing.  The 

random number sequences generated are used to choose a point to sample in the forcing range, based on a fraction of the area under 

the probability distribution curve.  The forcing value defined by the fractional area is then chosen to represent the forcing for that 

mechanism during the given iteration.  Correlated errors are allowed for by making the appropriate fraction of the random numbers 

generated match between the direct forcing and the snow and sea-ice terms.  To generate correlated errors a subset of the same 

random number sequences are used for the correlated forcing terms.  For example, 10% of the random number sequence for snow 

and sea ice identically match, giving their million-point forcing series a correlation of 0.1.  The PDFs for the different climate-

forcing terms are shown in Figure 9.2.  Using this methodology the individual forcing terms are combined to estimate the overall 

error shown in the total climate-forcing error bar in Figure 9.1 and the pdf (black line) shown in the bottom panel of Figure 9.2.  The 

bottom panel also shows subgroups of terms from which the least certain terms are excluded in order to highlight the role of 

uncertainty in the best estimates.  In this assessment we include all these uncertain terms in our best estimate of the total climate 

forcing of BC, acknowledging that they add large uncertainty.  

   [28]   Our assessment is that the overall climate forcing for BC is more positive and more uncertain than that from the direct 

radiative forcing alone (i.e., comparing red and solid black pdfs in the bottom panel of Figure 9.2).  Introducing additional cloud 

forcing terms increase both the median and spread of climate forcing.  Principal results from this uncertainty analysis combined 

with those in Sections 5, 6, and 7 are: 

1. Radiative forcing from the BC direct effect is +0.71 W m-2, with a 90% uncertainty range of +0.08 to +1.27 Wm-2. 

2. The estimate of all-source (i.e., 1750 background plus industrial-era) direct radiative forcing of +0.88 W m-2 with a  range of 

+0.17 to +1.48 W m-2 is similar to the +0.9 W m-2 given by Ramanathan and Carmichael [2008]. 

3. The globally averaged, industrial-era, total climate forcing from BC is +1.1 W m-2 with a 90% uncertainty range of +0.17 to 

+2.1 W m-2.  This distribution gives a 2% chance that the total effect of BC in isolation is actually a cooling effect (negative 
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climate forcing), rather than a warming.  It is, therefore, extremely likely (greater than 95% chance) that BC emissions acting 

alone lead to a present-day overall positive forcing and climate warming.  This best estimate of black carbon forcing ranks it as 

the second most important individual climate-warming agent after carbon dioxide when both direct and indirect effects are 

included.  For comparison, the radiative forcings including indirect effects from emissions of the two most significant long-lived 

greenhouse gases, carbon dioxide (CO2) and methane (CH4), in 2005 were +1.56 and +0.86 W m-2, respectively (see Table 2.13 in 

IPCC [2007]).  The Monte Carlo procedure produces a central estimate that is slightly different than a simple sum of the forcing 

terms. 

4. Considering only radiative forcings ignores the changes imposed by rapid adjustments.  For BC, all effects need to be 

considered to get a true representation of the climate forcing.  These additional effects are demonstrated in the middle panel of 

Figure 9.2, where accounting for many semi-direct effects leads to a more-negative liquid-cloud climate forcing, and accounting 

for the higher efficacies of BC-in-snow and BC-in-ice forcings leads to a more positive forcing.   

5. While there are large uncertainties in the role of BC effects on clouds, the best estimate of their combined net effect, including 

the semi-direct effect and cloud droplet inclusions, is +0.23 W m-2 with a 90% uncertainty range of -0.47 to +1.0 W m-2.  This 

value is also slightly different than a simple sum of the terms.  Therefore, studies that exclude all these cloud effects may have a 

negative bias in forcing.  Many model studies agree that semi-direct and liquid-cloud estimates are negative.  However, only a 

few studies have examined how BC affects cloud absorption and subsequent burnoff, as well as mixed-phase clouds, and these 

poorly understood effects increase the total positive forcing from +0.65 to +1.1 W m-2.  Only one group has estimated the BC 

forcing effect for ice clouds, indicating that the magnitude could be large but the sign is unknown. 

6. These cloud adjustments also significantly increase the uncertainty in their respective climate forcings and greatly increase the 

overall large uncertainty in the total climate forcing. 

7. The combined BC on snow and BC on sea-ice effective forcing over the industrial era is estimated to be +0.13 W m-2 with a 

90% uncertainty range of +0.04 to +0.33 W m-2.  The effects of BC on snow and ice is unequivocally a net positive forcing, so 

any study of BC climate forcing that does not include those effects is biased towards a smaller warming effect.  

8. Uncertainties in cloud forcing are of a different character than uncertainties in direct or snow forcing, and are determined using 

model diversity rather than the more rigorous method of identifying governing factors and propagating uncertainties in those 

factors. 

   [29]   The IPCC Fourth Assessment Report only considered radiative forcing of BC and did not consider its total climate forcing 

[Forster et al., 2007].  IPCC estimated a 1750-to-2005 fossil-fuel BC direct radiative forcing of +0.2 ± 0.15 W m-2, somewhat lower 

than our direct-forcing estimate of BC from fossil fuel of only +0.27 W m-2.  IPCC did not explicitly evaluate the direct forcing of 

other sources of BC, including biofuel combustion.  Table 2.13 of Forster et al. [2007] lists the direct radiative forcing values for 

‘anthropogenic’ BC as obtained from published studies and AeroCom models, which together yield an average of +0.34 W m-2 

(+0.09 to +0.59 W m-2 range).  This value is smaller than the best estimate found here of +0.71 W m-2 (+0.08 to +1.27 W m-2 range).  

The evolution of forcing estimates between the IPCC tabulation and the present assessment is explained as follows.   

1. Some of the studies in the IPCC tabulation used relatively larger emission estimates.  Forcing adjusted to a common bottom-up 

emission inventory would be lower, as reflected in the reported AeroCom average of +0.27 W m-2 

2. AAOD and, hence, forcing, increases by about 50% when the change in MACBC due to internal mixing is considered.  

Applying this correction to the IPCC value would give +0.41 W m-2.  

3. The apparent BC burden in the atmosphere is greater than that in the models.  The adjustment required to match industrial-era 

observations, even after the consideration of increased MACBC, is an additional factor of 1.9, giving +0.77 W m-2.  This value is 

similar to the +0.84 average in Table 5.2, but not identical, because it is not based on the same models.  
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4. The estimated model-average forcing was decreased by 15% to account for the fact that models place BC too high in the 

atmosphere.  This adjustment to the IPCC estimate gives a radiative forcing of +0.65 W m-2. 

5.  The remaining difference between the scaled IPCC value of +0.65 W m-2 and our direct-forcing estimate of +0.71 comes from 

the inclusion of model results published since the last IPCC report. 

6. The higher value of forcing presented here is supported by observations of increased MACBC and underestimated atmospheric 

absorption.  Therefore, our estimate is more robust than the purely model-based estimate in IPCC.  

   [30]   Caution is required when considering total, global-average forcing as the sole metric for expressing the impact of BC 

emissions on climate change.  The climate forcing of BC, and all aerosols, is much more regionally variable than for long-lived 

GHGs and this metric does not relate to expected precipitation changes (see Section 8).  These factors may affect the consideration 

of how BC would be included in climate mitigation strategies (see Section 12). 

   [31]   The equilibrium surface temperature change associated with the BC climate forcing can be estimated by multiplying the 

forcing values with estimates of climate sensitivity.  IPCC [2007] estimated a 5 to 95% likely range for equilibrium warming from a 

2xCO2 change of 2.0 to 4.5 K.  Using a 2xCO2 RF of 3.7 W m-2 [Forster et al., 2007] gives a climate sensitivity range between 0.54 

and 1.22 K W-1 m2.  Combining errors of sensitivity in quadrature with the industrial-era total climate-forcing range for BC leads to 

an equilibrium warming for global mean temperature in the range of 0.1 to 2.0 K.  This temperature change has not been realized in 

the present day as the Earth system takes more than a century to reach equilibrium, and many co-emitted species counter the 

warming of BC.  For comparison, the estimated equilibrium warming from the combined effects of all short-lived species from BC-

rich sources is between -1.5 and 1.4 K. 
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10.  Net climate forcing by black-carbon-rich source categories 

10.1.  Section summary 

   [1]    

1. The net climate forcing of emissions from BC-rich source categories or individual source types depends on the effects of co-

emitted species, such as organic carbon, sulfate, and gaseous constituents in addition to all effects of BC.  

2. We use previously developed forcing-per-emission values to provide a comprehensive estimate of forcing from BC-rich source 

emissions.  As for BC, large uncertainties are introduced in estimating cloud effects of co-emitted aerosols and aerosol 

precursors. 

3. Attribution of direct forcing and cryosphere changes to emitting sources is relatively straightforward.  For these effects, net 

forcing is positive for all BC-rich source categories.  

4. Attribution of forcing by cloud changes and nitrate formation to emitting sources is uncertain because effects on cloud droplets 

are non-linear and complex.  When this indirect forcing contribution is included, using a simple linear proportionality to 

emission rate, net climate forcing becomes neutral to negative for all source categories except diesel engines and, with greater 

uncertainty, some residential solid fuel.  

5. Source categories are often heterogeneous.  Individual sources within each category have different profiles of chemical 

emission components and may have relatively more positive or more negative forcing than the category average might indicate. 

6. Our best estimate of the net climate forcing in the first year after emission from BC-rich sources is -0.06 W m-2 with 90% 

uncertainty bounds of (-1.45, +1.29) W m-2.  This net forcing would be +0.22 with a range of (-0.50, +1.08 W m-2) if open 

burning emissions, which emit high levels of organic matter, were excluded.  These values include all effects lasting less than 

one year, including those from aerosols and short-lived gases.   

7. For most of these source categories, short-lived species have substantial forcing in the first year after emission, and this forcing 

is significant in comparison with forcing by emissions of all species over longer time scales.  When climate forcing by all co-

emitted species is integrated over 100 years, the magnitude of integrated forcing by short-lived species from each source 

category ranges from 5 to 75% of forcing by longer-lived species, including CH4 and CO2.  The sign of short-lived species can 

be either positive, enhancing GHG warming, or negative.   

8. Integrating net forcing by aerosols, O3, CH4, and CO2 masks complex spatial patterns in forcing that differ over time.  Climate 

forcing through effects on the CH4 system tends to offset some of the effects of short-lived species.  For diesel engines, longer-

term negative forcing via NOx offsets short-lived positive forcing; for biofuel sources, longer-term positive forcing via organic 

gases offsets short-lived negative forcing that is largely attributable to cloud effects.  

9. Reduction of aerosol concentrations by mitigating BC-rich source categories would be accompanied by small to no changes in 

short-term climate forcing.  In contrast, mitigation of other aerosol sources would increase positive short-term climate forcing.  

All aerosol that is emitted or formed in the lower atmosphere adversely affects public health, so mitigation of most BC-rich 

source categories offers a method of reducing health impacts with lower risk of adverse effects on climate. 

10.2.  Introduction 

   [2]   Until this point, we have focused entirely on how BC affects radiative and climate forcing.  However, BC is never emitted in 

isolation.  Changes in source magnitudes affect all emitted species, whether those changes are deliberately chosen for mitigation, or 

occur without intention.  Estimates of climate changes caused by BC forcing alone were summarized in the previous section, but 

those values do not reflect the net climate effect of altering sources whose emissions contain high concentrations of BC (i.e., BC-

rich sources).  
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   [3]   In this section, we estimate the net climate forcing of emissions from BC-rich sources, considering the major emitted species.  

Some species that make minor contributions to mass have been ignored.  In order to provide the net climate forcing by these 

sources, estimates of forcing by other species that are co-emitted with BC are also required.  As in the presentation for BC, we 

require consideration of all effects.  However, this assessment does not include recommendations for climate forcing by other 

species and we rely mainly on previous published summaries for these values.  Therefore, the resulting quantification should be 

viewed cautiously.  Although accounting for forcing by co-emitted species is fraught with uncertainty, ignoring these effects may 

convey a mistaken impression about the magnitude or even the sign of net climate forcing by BC-rich sources. 

   [4]   We first discuss the approach to estimating net forcing values for a particular source activity.  In Section 10.2, we describe 

methods to estimate forcing-per-emission values for each co-emitted species.  Then, in Section 10.3, we estimate the net climate 

effect of the BC-rich source categories summarized in Section 3.  These categories are aggregates of many individual source types, 

such as certain types of diesel engines or cooking stoves, whose emission component profile may differ from that of the aggregate 

category.  Estimates of forcing for a few of these individual sources are summarized in Section 10.4.  In these first sections, we 

present only forcing by short-lived species (i.e., those with lifetimes less than one year).  This near-immediate forcing is attributable 

primarily to aerosols, their precursors, and emitted O3 precursors.  In Section 10.5, this forcing in the very short term is compared 

with GHG forcing on decadal scales.  

10.3.  Approach to estimating forcing from BC-rich source categories 

   [5]   Determining the net change in climate forcing per change in emission or per change in activity is the goal of this section.  This 

quantitative measure may be thought of as the slope of a curve representing forcing versus activity, at present-day conditions.  A 

fully comprehensive measure would aggregate all effects caused by all emitted pollutants from a particular source.  Previous work 

on this topic has estimated the influence of a particular source either by summarizing direct forcing by all pollutants [Fuglestvedt et 

al., 2010], or by examining the influence of all pollutants from source sectors with a model that represents multiple climate 

mechanisms [Jacobson, 2004; Unger et al. 2010].  

   [6]   Missing in these progressive studies are systematic methods for incorporating scientific uncertainties, for incorporating 

findings from other studies that may differ, or for altering findings as knowledge advances.  Here, we present the foundations of 

such a framework.  Its essential elements are expert recommendations of the following for each chemical species emitted from a 

source: 

1. Emission factors for a source activity;  

2. Central values and uncertainties for the radiative forcings, obtained for a defined emission rate; 

3. Central values and uncertainties for rapid adjustments, fast enough to be considered as part of a climate forcing, normalized to 

a defined emission rate.  

   [7]   We begin with a source activity that emits I pollutants.  Each pollutant may have J effects that are best expressed as radiative 

forcing values, and K effects that are expressed as rapid adjustments.  To a first approximation, total climate forcing CF (in W m-2) 

caused by an emission category (such as diesel), summed across all species emitted, is  

 

  (10.1) 

 

where FC is fuel consumption by the activity in kg s-1, and EFi is the emission factor of pollutant i (kg pollutant (kg fuel)-1).  The 

bracket contains forcing terms: rforci,j is the change in radiative forcing for effect j and species i per emission rate of species i ((W 
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m-2) (kg s-1)-1), and frespi,k is the rapid adjustment for effect k and species i given in the same units.  Each effect must be carefully 

distributed among the summations to avoid double counting.  Further, this calculation assumes that forcings are additive.  Although 

slight variants of the units given here are used in this section, the principle remains the same.   

   [8]   Ideally the value rforci,j would be determined as: 

 

     (10.2) 

 

where fj is the forcing via mechanism j, ei is the emission of species i, the notation PD indicates present-day, and the partial 

derivative indicates that no other effects are operating and all other species are held constant.  The same is true for the rapid 

adjustments.  In practice, models usually provide total forcing or anthropogenic forcing, not partial derivatives.  The assumption of 

linearity with respect to emission rate is adequate for many of the effects discussed here, but it breaks down for cloud microphysical 

forcings, as noted in the last section.  Incremental changes in emissions are more realistic than removal or addition of entire source 

categories or pollutant categories.  Model studies examining smaller emission changes may clarify whether total forcing divided by 

emission rate produces reasonable estimates for rforci,j or fresp,j.  

   [9]   Two other challenges in applying Equation 10.1 are interactions between species that affect forcing nonlinearly [Stier et al., 

2006b], and dependence of forcing on the region of emission [Berntsen et al., 2006; Naik et al., 2007; see Section 11].  We 

acknowledge that further development of Equation 10.1 should provide a method to account for these dependences.  For the 

analysis here, we use total forcing divided by emission to approximate rforci,j and frespi,j for BC and all co-emitted species. 

10.4.  Climate forcing per emission for co-emitted aerosols and precursors 

   [10]   Earlier sections of this assessment examined climate forcing by BC only.  As discussed previously, we rely mainly on 

previous published summaries and analyses for forcing values of co-emitted species and have not evaluated the rigor of these 

estimates.  Table 10.1 summarizes the basis for our best estimates of forcing per emission for sulfate and organic matter, for all 

effects that were previously given for BC, and the values used are given in Appendix C (Table C.1).  The following subsections 

give more detail about the values chosen.  

10.4.1.  Direct effect for co-emitted aerosol and precursors    
   [11]   Table 10.2 summarizes global mean estimates of direct radiative forcing and radiative forcing per emission for primary 

organic aerosol (POA) from a variety of studies.  With little absorption, POA leads to a negative radiative forcing.  Radiative 

forcing by total anthropogenic POA varies widely, from -0.06 to -0.49 W m-2, with the smallest estimate coming from the study 

with one of the largest emissions.  Consequently, the relative diversity in the radiative forcing per unit emission is even greater, with 

values ranging from -0.8 to -7.4 (µW m-2)(Gg yr-1)-1.  This diversity is largely due to uncertainty in the radiative forcing per unit 

mass, which varies from -24 to -198 W m-2 g-1.  Differences in radiative forcing per unit mass are more likely caused by 

assumptions about water uptake or optical properties than by differences in its vertical distribution, as most modeling studies do not 

represent absorption by OA.  For radiative forcing by POA from fossil-fuel combustion, estimates of radiative forcing vary from -

0.01 to -0.09 W m-2, and the forcing per unit emission varies from -0.4 to -19 (µW m-2)(Gg yr-1)-1, which is somewhat larger than 

that for total POA.  A best estimate for POA radiative forcing per mass emitted with 90% uncertainty bounds is -4 ± 3 µW m-2 (Gg 

yr-1) -1, with greater magnitudes for POA from fossil-fuel combustion (-9 ± 9).  With our increased estimate of 81000 Gg yr-1 (see 

Section 10.5), POA radiative forcing is -0.36 W m-2. 
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   [12]   Forcing by light-absorbing organic carbon, known as brown carbon, has not been explicitly considered here, although some 

of the models listed in Table 10.2 assume a small amount of absorption.  Park et al. [2010] estimated that positive forcing by brown 

carbon over East Asia was about 15% as large as that of BC.  Jacobson et al. [2001b] calculated forcing of all OA with some 

absorption and found smaller negative forcing of total OA than when no absorption was assumed.  Chung et al. [2012] assigned 

about 20% of the carbonaceous aerosol AAOD to brown carbon and estimated that it had zero forcing rather than negative forcing.  

A fraction of our BC forcing estimate may in fact be attributable to brown carbon.  If brown carbon contributes to atmospheric 

absorption, its contribution should be removed from the estimate of BC AAOD that is based on observations.  The net forcing of 

brown carbon would be a combination of forcing by absorbing aerosol (presently subsumed in BC) and aerosol that is more highly 

scattering (presently subsumed in OA), and brown-carbon direct forcing would be about zero.  Thus, although we have not 

explicitly isolated the contribution of brown carbon, the total forcing by BC and OA together would remain about the same. 

   [13]   The most recent IPCC report provides a best estimate of -0.4 ± 0.2 W m-2 for direct radiative forcing by anthropogenic 

sulfate [Forster et al., 2007].  Assuming the AeroCom estimate of 109,000 Gg S yr-1 [Dentener et al., 2006], this translates to a 

range of -3.7 ± 1.8 (µW m-2)(Gg yr-1)-1 for radiative forcing per mass of S emitted.  Emissions used here are 96000 Gg S yr-1 from 

the GAINS database, giving -0.35 W m-2 direct forcing. 

10.4.2.  Liquid cloud effect for co-emitted aerosol and precursors 
   [14]   The effect of co-emitted aerosol on liquid clouds has large uncertainties, both because estimates of the total liquid-cloud 

radiative forcing of anthropogenic aerosol vary widely, and because studies that isolate the contributions of individual pollutants or 

sources are scarce.  (Exceptions are Jacobson [2002] and Bauer et al. [2010].)  We adopt a preliminary approach to estimating 

changes in liquid-cloud forcing due to co-emitted species, which we describe first before listing several cautions.  

   [15]   Our preliminary estimate of cloud climate forcing assumes that: (1) the liquid-cloud effect using AeroCom emissions has a 

central value of -0.9 W m-2 for the albedo effect and a range of -1.4 to -0.3 W m-2, as summarized by Isaksen et al. [2009]; (2) the 

lifetime effect is negligible, as inferred from comparisons between GCMs and cloud-resolving models [Wang et al., 2012]; (3) the 

liquid-cloud change in the studies contributing to the estimate is attributable to submicron species that are considered 

anthropogenic: BC, organic matter, and sulfate; (4) except for BC, the cloud effect may be apportioned among individual species by 

mass; and (5) the values of forcing per mass so determined can be used to scale to the new estimates of emission.  The latter 

assumption is approximately justified if particle size is the dominant factor determining the number of CCN, because organic matter 

and sulfate have similar size distributions.  Individual studies to determine liquid-cloud forcing may have used different emission 

rates; in particular, studies prior to the mid-2000s tended to use much higher OM emissions.  However, Quaas et al. [2009] gave 

direct plus indirect forcing values of -1.25 W m-2 for 10 models even when they used the lower AeroCom emissions. 

   [16]   Details of the liquid-cloud estimate are given in Appendix C (Table C.2 and C.3).  Indirect forcing using AeroCom emissions 

is divided as -0.58 and -0.27 W m-2 for sulfate and organic matter, respectively.  Sulfate is scaled to the total GAINS emission 

estimate and organic matter is scaled according to the regional BC scaling in Figure 5.4.  Liquid-cloud indirect effect attributable to 

96 Tg yr-1 of SO2 emissions is estimated as -0.51 W m-2, with an uncertainty range of -0.21 to -0.76 W m-2.  Liquid-cloud forcing 

attributable to 81 Tg yr-1 of organic matter is estimated as -0.74 W m-2 with an uncertainty range of -1.09 to -0.30 W m-2.  The 

apportionment by mass may overestimate negative forcing by organic matter, as its lower solubility has not been considered in the 

apportionment.  However, a relationship with aerosol optical depth, as suggested by Quaas et al. [2009], would yield the same 

apportionment between sulfate and OA.  

   [17]   Our treatment of liquid-cloud effects deserves several caveats.  We caution that the liquid-cloud estimate for SO2 and POA 

has not undergone a thorough examination as have the effects of BC.  We have chosen to present a more realistic but less rigorous 

picture for net forcing by sources that are BC-rich, rather than a physically unrealistic depiction that evaluates BC alone.  Modeling 
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studies rarely examine the validity of apportioning total liquid-cloud effects among individual species, although Chuang et al. 

[2002] showed that cloud forcing per burden differed by less than 15% for sulfate only, carbonaceous aerosol only, and the 

combination. 

   [18]   The relationship between cloud forcing, CCN, and emissions is not expected to be linear.  Cloud forcing is more sensitive to 

increased particle concentration in a cleaner atmosphere, as demonstrated for global averages by Boucher and Pham [2002].  This is 

consistent with inferences of low indirect effect over land [Ruckstuhl et al., 2010].  Therefore, our linear apportionment could 

overestimate the impact of the small fraction of total particle mass attributable to BC-rich sources.  

   [19]   Studies disagree on the importance of primary particles, and the relationship between cloud forcing and the emission of 

primary particles such as BC or POA may not even be monotonic.  One study indicates that primary particles play a larger role in 

cloud formation than other particles [Adams and Seinfeld, 2003], while others find that primary emissions suppress nucleation 

[Bauer et al., 2010], and therefore have a much lower influence on CCN than would be expected in the absence of gas-particle 

interactions [Merikanto et al., 2009].  

   [20]   The discussion above indicates that the linear apportionment used here is a zero-order estimate.  Yet, present understanding 

is insufficient to support a different apportionment.  Although there is some evidence that forcing-per-emission values may be 

overestimated, models that account for microphysical interactions [Bauer et al., 2010; Koch et al., 2011a] have indicated greater 

forcing-per-emission of POA via liquid-cloud changes than our central value.  The uncertainties given here reflect only the 

uncertainty in the magnitude of the indirect effect, not the uncertainty in apportionment, or regional differences in cloud behavior.  

10.4.3.  Other cloud effects for co-emitted aerosol and precursors 
   [21]   Other cloud effects (i.e., mixed-phase, ice-cloud and semi-direct effects) considered for BC are assumed negligible for 

sulfate and organic matter.  These two species may influence water condensation and ice nucleation activity if they are emitted with 

BC (see Sections 2.8 and 6.6).  This is particularly relevant for cold ice clouds, where BC particles do not become water droplets 

prior to ice formation.  In this case, it is not possible to separate or scale cloud effects from the amount of co-emitted species.  Two 

GCM studies [Hoose et al., 2008; Storelvmo et al., 2008] suggest that sulfate coating decreases the ability of mineral dust to act as 

IN.  This increases the lifetime of supercooled water clouds, producing negative forcing.  These effects have not yet been quantified 

and are not included here. 

   [22]   In current understanding, aerosols with minimal light absorption have little effect on semi-direct forcing.  All such changes 

are caused by light absorption that heats the atmosphere at various vertical locations (see Figure 6.1).  We also do not include the 

effects of other absorbing material within cloud droplets, although absorbing OA may also contribute to enhanced cloud-droplet 

absorption [Jacobson, 2012].  As an approximation, we have captured the effect of absorbing aerosol by attributing all non-dust 

AAOD to BC and calculating all effects for that AAOD. 

10.4.4.  Snow albedo forcing for co-emitted aerosol 
   [23]   Doherty et al. [2010] found that the light-absorbing aerosol in Arctic snow and sea ice had a strong wavelength dependence, 

and inferred from this the amount of light absorption due to BC versus other species, specifically brown carbon, mineral dust and 

soil dust.  They reported that 40% of the spectrally weighted light absorption in snow and sea ice is due to these non-BC 

constituents.  Because our estimate of snow albedo forcing was scaled to observations of BC, not of absorbing aerosol, total forcing 

must be increased to account for additional absorbing material.  Only a small fraction of this absorption is due to mineral and soil 

dust, so we estimate global snow and sea-ice forcing by organic matter from combustion as 20% that of BC.  We then scale this 

value to emissions of organic matter to produce an effective forcing per emission of 0.9 µW m-2 (Gg yr-1)-1 with a range of 0 to 3.0, 

assuming an efficacy with a central value of 3 and an upper bound of 4.  POA from solid-fuel combustion is known to absorb light, 
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while other organic matter is not.  Therefore, this forcing was applied only to POA emitted from solid fuel: biofuel, coal, and open 

biomass burning. 

10.4.5.  Forcing by co-emitted gaseous species 
   [24]   Short-lived, co-emitted gaseous species considered here include carbon monoxide (CO), volatile organic compounds 

(VOCs), and NOx.  These species produce indirect forcing by interacting with tropospheric O3 and CH4 and, for NOx, by producing 

nitrate.  Fuglestvedt et al. [2010] summarized studies on radiative forcing by these compounds for the development of metrics.  

They did not provide recommendations for central values of forcing per emission, but a later study [Uherek et al., 2010] used their 

summary to provide GWP values.  We inferred a best estimate of forcing per emission using studies cited by Fuglestvedt et al. 

[2010], as shown in Appendix C (Table C.4).  For each species, forcing is separated by mechanism, as suggested by Shindell et al. 

[2005].  All species increase O3, representing a positive forcing that occurs within the first year.  NOx increases nitrate aerosol, 

giving a negative first-year forcing.  These species also alter the lifetime of CH4, causing forcing that lasts a few decades.  CO and 

VOCs cause a positive forcing, while NOx causes a negative forcing.  

   [25]   Studies cited in Fuglestvedt et al. [2010] gave forcing values for the effects of NOx emissions on CH4 and tropospheric O3 

abundances but not for nitrate aerosol resulting from NOx emission.  We estimated a value of forcing per emission by nitrate by 

assuming that the nitrate forcing summarized by Forster et al. [2007] had the same emission base as that for O3 from NOx.  This 

method is legitimate for short-lived species, such as nitrate and O3 caused by emissions of NOx or volatile organic compounds.  

(Present-day forcing values for long-lived species result from all historical emissions that remain in the atmosphere, and cannot be 

used to estimate forcing per emission.)  While Forster et al. [2007] attributed all nitrate forcing to NOx emissions, Unger et al. 

[2010] reported that sectors with substantial ammonia emissions also affect nitrate forcing.  The nonlinearity of ammonium, sulfate, 

nitrate, and NOx chemistry means that changes in nitrate forcing are difficult to attribute to particular sectors.  We assign only 44% 

of the total nitrate forcing to NOx emissions, based on the ratio of NOx-related to total nitrate forcing reported by Unger et al. 

[2010].  

10.4.6. Climate forcing by secondary organic aerosol 

   [26]   Estimating the climate impact of sources using POA alone ignores the complex evolution of organic aerosol throughout the 

atmosphere.  Emitted precursors lead to formation of substantial quantities of SOA [de Gouw and Jimenez, 2009].  Oxygenated 

organic aerosol, thought to be equivalent to SOA, is found wherever measurements are made [Zhang et al., 2007].   SOA yields 

from diesel engines and wood stoves were estimated to be small in comparison to POA emissions [Chan et al., 2009].  However, 

observed SOA appears to be much more prevalent than could be explained by models that treat identified SOA precursor molecules 

[Robinson et al., 2007].  For that reason, mechanisms that account for SOA production have been proposed, using the fraction of 

emitted vapors with low volatility as inputs [Donahue et al., 2006].  

   [27]   SOA associated with individual sources has not been resolved in climate models.  Direct forcing is often provided for POA 

alone [Schulz et al., 2006], and models of cloud forcing have usually not distinguished POA versus SOA burdens.  Simulations by 

O’Donnell et al. [2011] gave a direct effect due to SOA of -0.29 W m-2 and an indirect effect of +0.20 W m-2.  In this model, which 

did not include the volatility representation of SOA formation, 90% of the SOA burden came from biogenic sources.    

   [28]   POA:BC ratios may underestimate the total atmospheric OA attributable to each source.  Nevertheless, in this analysis, we 

neglect direct and indirect forcing by SOA.  The single estimate of net SOA forcing given above is small, and the chain that relates 

precursor emissions to concentrations and global forcing is presently limited.  We acknowledge, however, that this omission could 

be a source of bias.  

10.4.7. Forcing in clear and cloudy skies 
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   [29]   Modeled radiative forcing has been compared with clear-sky and cloudy-sky radiative fluxes observed from space [Quaas et 

al., 2009; Lohmann et al., 2010].  For that reason, we summarize the clear- and cloudy-sky forcing here.  We assume that 30% of 

BC direct forcing takes place in clear skies [Zarzycki and Bond, 2010].  The remainder would be observed in cloudy skies.  Clear-

sky forcing includes 30% of BC direct forcing (+0.21 W m-2), all OA and sulfate direct forcing, (-0.36 and -0.35 W m-2, 

respectively), and nitrate direct forcing (-0.16 W m-2) for a total of -0.66 W m-2.  Cloudy-sky forcing over liquid clouds includes BC 

direct forcing in cloudy skies (+0.50 W m-2), BC liquid-cloud forcing including semi-direct effects (-0.20 W m-2), the cloud 

absorption effect (+0.20 W m-2), and liquid-cloud forcing by OA and sulfate (-0.74 and -0.51 W m-2, respectively) for a total of -

0.76 W m-2.  It is not clear whether the mixed-phase cloud forcing of +0.18 W m-2 would be observed in the analysis of radiances 

that primarily focus on liquid clouds.  Quaas et al. [2009] scaled model estimates according to relationships determined from 

satellite observations to obtain forcing estimates of -0.38 W m-2 for clear-sky and -0.70 W m-2 for cloudy-sky fluxes.  The total 

forcing estimated here is more negative for clear skies and similar for cloudy skies. 

10.5.  Net climate forcing by BC-rich source categories 

   [30]   Using the values developed in the previous section, total climate forcing by BC-rich source categories can be estimated.  

Forcing per emission for each effect in W m-2 (Tg yr-1)-1 is multiplied by total emissions, yielding units of W m-2.  Forcings by each 

species emitted within each category are then summed to provide the total industrial-era forcing representing the net forcing from 

each category.  Annual emissions of BC, POA, SO2, CO, non-methane volatile organic compounds (NMVOCs), and NOx from each 

source category were summarized from the GAINS database for the year 2000 for energy-related emissions.  Open burning 

estimates come from the RETRO database.  Emissions were adjusted to reflect the observationally based scale factors given in 

Section 5.7, so that energy-related emissions were scaled by factors of 1.1 to 2.5, depending on the category, and open-burning 

estimates were increased by a factor of about 1.5.  Emission rates used are given in Appendix C (Table C.5).  For energy-related 

burning, we have assumed that the most uncertain factor is levels of activity with relatively high emission rates, and have adjusted 

those emissions associated with incomplete combustion (BC, POA, CO, NMVOC) with the scale factors used for BC.  For open 

biomass burning, we assume that the cause of the uncertainty could be the low bias in emission factors of BC alone (see Section 

3.7.2.3) and adjust only the BC emissions.  Only the effects of POA are included here; some of the gaseous NMVOCs from these 

sources could form SOA after emission, adding to aerosol-driven forcing mechanisms.  This possibility is discussed in Section 

10.5.6. 

   [31]   Figure 10.1 shows forcing by short-lived emissions in the BC-rich source categories summarized in Figure 3.2.  These 

categories comprise 99% of the BC emissions, and the climate forcing includes all aerosol direct, indirect, and snow effects.  We 

also include forcing changes caused by the interaction of CO, VOCs and NOx with tropospheric O3.  These effects capture most of 

the forcing that occurs in the first year after emission.   

   [32]   The forcings shown in Figure 10.1 result from the same treatment as applied in Forster et al. [2007]: that is, the values are 

those that would be observed if year-2000 emission rates continued indefinitely.  It differs from IPCC figures because forcing is 

grouped by source category instead of by species, and because it gives total climate forcing values instead of direct forcing.  The 

species chosen for this figure exert their forcing entirely within the first year after emission.  Other emitted species or effects that act 

over longer time scales are discussed in Section 10.7.  We have not included effective forcing due to vegetation changes [Collins et 

al., 2010]. 

   [33]   The top bar in Figure 10.1 shows the forcing components that can be attributed to emissions with high confidence: direct 

forcing by aerosol and gases, effective cryosphere forcing, and cloud response to aerosol absorption.  Attribution of liquid-cloud 

forcing to individual aerosol species or to particular sources is not well developed.  We therefore segregate these forcing terms in 

the second (middle) bar, for which we have less confidence in attribution.  The combined liquid-cloud effect, including the albedo 
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and semi-direct effect, is separated from cloud effects that have larger uncertainties and were derived in fewer studies: the cloud 

absorption effect, the mixed-phase cloud effect, and the ice-cloud effect.  Also included in this low-confidence bar is the negative 

forcing due to nitrate aerosol.  The bottom bar shows estimated net forcing by each emission source, or the combination of high-

confidence and low-confidence components.  

   [34]   Uncertainties in aerosol forcing only, as discussed throughout this assessment for BC and in earlier sections for other aerosol 

species, are reflected in Figure 10.1.  Uncertainties in emission factors and gaseous forcing are also important and are not 

represented here. A bar centered on the zero line means that forcing has equal probability of being positive or negative; a bar that 

barely crosses the zero line means that there is a slight uncertainty that the forcing has a different sign than the central estimate. In 

combining uncertainties, most of the effects are assumed to be independent.  However, the best estimates and uncertainties for the 

effects of individual aerosol species on liquid clouds were derived by a simple subtraction.  These cloud uncertainties are assumed 

to be fully correlated with each other.   

   [35]   As the top bars in Figure 10.1 demonstrate, the net effect of direct and cryosphere forcing by aerosols and gases is positive 

with high confidence for many source categories.  Inclusion of cloud forcing components (middle bar for each source) makes 

forcing more negative and increases uncertainty, especially when sources have comparatively large emissions of other aerosols or 

precursors.  Cloud forcing also increases uncertainty in the sign of net forcings (lowest bar for each source).  This simple 

apportionment is subject to several uncertainties, as detailed in Section 10.5.6. 

   [36]   Positive and negative forcing components and sources of uncertainty differ among source categories, as discussed in more 

detail below.  We also compare the values in Figure 10.1 with the few studies that have examined the total impact of economic 

sectors.  This comparison must be interpreted in light of the fact that BC-rich source categories differ from total sectors. 

10.5.1.  Diesel engines 
   [37]   Forcing that can be easily attributed to diesel emissions is positive with high confidence.  Both cloud and nitrate forcing 

reduce the net forcing and increase uncertainty. 

   [38]   BC is a large fraction of aerosol emissions from both on-road and off-road diesel engines.  The relative impact of organic 

matter is low, and negative forcing in the high-confidence category comes primarily from the semi-direct effect.  In the low-

confidence group, negative cloud forcing, attributable to sulfur, approximately cancels the net positive cloud forcing by BC.  This 

impact is greater in regions where low-sulfur fuel has not been mandated.  

   [39]   In Unger et al. [2010], total cloud effects (including semi-direct effects) from all on-road engines are strongly positive and 

greater than one-half the direct BC forcing.  Bauer et al. [2010] find that diesel emissions give positive cloud forcing equal to the 

direct forcing, but this study did not include sulfur emissions.  Jacobson [2010] found a net decrease in cloud optical depth 

attributable to total fossil-fuel BC, OA, and sulfur, although this study examined the effect of only primary sulfur and aerosol 

components in order to examine the effect of end-of-pipe particulate controls.  The effects of sulfur co-emitted with diesel engines 

have not been examined. 

   [40]   Negative forcing by nitrate is also substantial in comparison with other forcing mechanisms, in agreement with Unger et al. 

[2010].  Neither Bauer et al. [2010] nor Jacobson [2010] considered changes in NOx emissions.  

10.5.2.  Industrial coal 
   [41]   Like diesel engines, industrial coal emissions (mostly from small industry) have a relatively large BC component and a small 

POA component.  These emissions also include substantial sulfur, which causes negative forcing for both direct and cloud 

categories.  These strong negative forcings agree with the results of Unger et al. [2010]. 

10.5.3.  Residential solid fuel 
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   [42]   Direct and snow forcings that are easily attributable to residential biofuel (top bar) are also strongly positive.  Although 

POA-to-BC ratios are higher than for diesel engines, negative direct forcing by POA counteracts only about 20% of the BC direct 

forcing.  This negative forcing would be greater if secondary organic aerosol was included here, but it still would not cancel BC 

forcing.  In addition, absorption by OA deposited on snow and changes in tropospheric O3 due to carbon monoxide and VOC add to 

positive forcing. 

   [43]   Because these sources also emit POA, however, large negative forcing due to liquid-cloud interactions is predicted and 

introduces very large uncertainty.  With our simple apportionment, these cloud changes are sufficient to make the net forcing near 

zero.  NOx emissions are low for these sources, so NOx effects on either O3 or nitrate forcing play very little role.  

   [44]   A critical question is whether the cloud response due to residential solid fuels offsets the strong positive direct forcing.  

Models tend to agree that cloud interactions add some negative forcing for these sources, but they disagree on the magnitude.   

Unger et al. [2010] report a positive indirect effect, citing the portion of the semi-direct effect that burns off clouds, but without 

using aerosol microphysics.  Bauer et al. [2010] added aerosol microphysics to the same GCM used by Unger et al. and found net 

negative cloud forcing three times greater than the positive direct forcing by BC.  Jacobson [2010] shows increased cloud optical 

depth due to biofuel-burning emissions (including gases), but also finds a positive ToA forcing and a warming, suggesting that the 

cloud changes do not overwhelm the direct forcing.  This study also includes ionic components of biofuel-burning emissions that 

affect water uptake and climate response. 

   [45]   Residential coal emits more BC compared to POA than do residential biofuels.  The sulfur-to-BC ratio is much higher than 

for residential biofuels, and much lower than for industrial coal.  This category has net positive direct forcing mainly attributable to 

BC, and net negative cloud forcing mainly caused by sulfur.  The result, with low certainty, is a slight net positive forcing.  

10.5.4.  Open biomass burning 
   [46]   All three categories of open biomass burning emissions contain large POA fractions.  As with residential solid fuel, the direct 

forcing by POA emissions does not fully counteract BC forcing, and forcing via O3 has a substantial positive contribution.  Once 

again, POA interaction with clouds is responsible for the large negative forcing, and large uncertainties.  Unger et al. [2010] agree 

that cloud changes are large and negative.  They also simulate a small negative nitrate forcing and a much larger POA direct forcing 

than calculated here.  

10.5.5.  Summary of BC-rich source categories 
   [47]   For almost all source categories, net forcing that is easily attributable to individual species (i.e., without clouds and nitrate) is 

positive with high confidence; that is, the lower limit of uncertainty is well above zero.  Categories that emit relatively large 

quantities of sulfur are exceptions.  

   [48]   The inclusion of forcing via clouds and nitrate makes the estimated impact of each category more negative and greatly 

increases the uncertainty.  The origins of this negative, uncertain forcing differ among source categories.  Sulfate effects on clouds 

are the primary cause for both residential and industrial coal.  For diesel engines, the possible negative forcing comes from nitrate 

and cloud interactions with sulfate.  Interactions between organic matter and clouds are the main source of uncertainty for 

residential biofuel and open biomass burning.  

   [49]  Confidence in positive net forcing is highest for categories with relatively small quantities of co-emitted aerosols or 

precursors, such as diesel engines.  Except for industrial coal, other energy-related combustion sources have a high probability of 

producing either positive or negative forcing.  These source categories are quite heterogeneous, as discussed further in Section 10.6, 

so that individual emitters may still have net positive forcing.  

10.5.6.  Cumulative sum of forcing by BC-rich source categories 
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   [50]   Figure 10.2 demonstrates the fact that BC forcing results from an aggregate of multiple sources by presenting the cumulative 

sum of source-category forcing from top to bottom.  For example, the values listed for ‘Industrial coal’ are the forcing by industrial 

coal, on-road diesel and off-road diesel.  This figure shows probability density functions for total climate forcing by BC alone (red 

line), for direct forcing by BC and all co-emitted species including organic matter and sulfate (purple line), and by all these species 

plus the forcing due to cloud changes (blue line).  The highest point of each curve is the most likely value.  The curve labeled ‘Other 

BC sources’ is the sum of all categories in Figure 10.1 and matches the total net forcing in Figure 9.1.  In addition, Figure 10.2 

includes forcing by emissions from two other source groups that emit large quantities of aerosols or precursors, but little BC (less 

than 1% of the global total). 

   [51]   Figure 10.2 repeats some messages that appear in Figure 10.1.  The best estimate of BC-only forcing is positive with high 

confidence, even when cloud forcing is considered.  The best estimate of direct and snow forcing by BC and co-emitted species is 

also positive.  However, when cloud forcing is considered, the best estimate of first-year forcing from many categories is only 

slightly positive because of the counteracting effects of co-emitted species.  The figure also emphasizes the important distinctions 

between source categories.  More than half the BC forcing in the aerosol mixture (red line in Figure 10.2) comes from diesel 

engines, industrial coal, and residential solid fuels (first six categories).  These positive forcings are accompanied by negative direct 

and cloud forcings that result in climate forcing that is close to neutral (blue line in Figure 10.2).  The remaining BC forcing comes 

from open burning, and it is accompanied by larger negative forcing.  The thick black line separates BC-rich sources from others.  

The cumulative sum of forcing for the sources above that line is -0.06 W m-2 with 90% uncertainty bounds of (-1.45, +1.29 W m-2).  

This total corresponds to the bars in Figure 9.1, which indicate the net climate effect of BC and co-emitted species.  The total of all 

BC-rich sources excluding open biomass burning (i.e., energy-related sources) is +0.21 W m-2 (-0.50, +1.08 W m-2).  This value is 

similar to the forcing estimate for energy-related emissions of BC and OA by Kopp and Mauzerall [2010].  However, this 

agreement is somewhat coincidental, as our estimate also includes direct and indirect sulfate forcing, semi-direct effects, cloud 

absorption, and mixed-phase and ice cloud effects.  For that reason, our uncertainty is much greater than the Kopp and Mauzerall 

[2010] range of (+0.02, +0.37 W m-2). 

   [52]   The bottom two source categories in Figure 10.2 are power generation and a conglomeration of other low-BC sources.  These 

categories emit very low BC amounts but are rich in sulfur and organic matter, and produce most of the net negative aerosol forcing.  

Including these two categories, forcing by aerosols, short-lived gases, and cloud changes is -0.70 W m-2 with 90% uncertainty 

bounds of (-2.32, +0.91 W m-2).  Thus, most of the net negative forcing is confined to source categories that are not BC-rich.  All 

aerosol that is emitted or formed in the lower atmosphere adversely affects public health, so mitigation of most BC-rich source 

categories offers a method of reducing health impacts with a lower risk of increasing positive climate forcing.   

   [53]   The green line in the bottom category shows the probability distribution due to aerosol sources alone, excluding short-lived 

gases.  The total is -0.95 W m-2 with 90% uncertainty bounds of (-2.57, +0.67 W m-2).  The central value is slightly less negative 

than forcing estimated using an energy-balance approach and relying on observations [Murphy et al., 2009].  However, our forcing 

estimate, which draws on ranges of modeled values, has much greater uncertainty bounds both above and below the central estimate 

than does the forcing estimate based on observations.  It is possible that the broad uncertainty range from indirect effects is 

overstated. 

10.6.  Climate forcing by selected sources  

   [54]   Figure 10.1 presents the magnitude of net forcing by sources in each category, emphasizing the sources with largest 

activities.  These aggregated source categories are not homogeneous, but are made up of individual sources with different chemical 

emission profiles and rates.  In Figure 10.3, we show forcing by individual sources that are contained within the major emitting 

categories.  To do so, we obtain values for climate forcing per mass of fuel burned by multiplying emission factors (given in Table 
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C.5), in mass of pollutant per mass of fuel burned, by the same forcing-per-emission values used for Figure 10.1 (see Table C.1 and 

C.4).  Figure 10.3 shows total climate forcing per source activity, or quantity of fuel burned, emphasizing the difference in emission 

rates within categories.  Sources with higher emission factors for a particular pollutant—usually those with the poorest 

combustion—have larger climate forcing per fuel burned.  These sources are often easier or less expensive to mitigate (see Section 

12).  This presentation contrasts with Figure 10.1, which accentuates categories with large total emissions.   

   [55]   The units of forcing in Figure 10.3 differ from those in Figure 10.1 and the standard treatment by IPCC because continuous 

emissions are not assumed.  Instead, the forcing caused by consuming one kg of fuel is integrated over time to give units of (µW m-2 

yr) (Gg fuel burned)-1.  This difference is necessary because individual sources are unlikely to continue in perpetuity.  However, the 

species or effects included in this figure have short atmospheric lifetimes, and this forcing occurs entirely during the first year after 

emission.  For this reason, the values in this figure would be the same whether they represented continuous forcing for constant 

emissions, with units of µW m-2 (Gg fuel yr-1) -1, or integrated forcing from finite consumption, with units of µW m-2 yr (Gg fuel)-1.  

Likewise, the values in Figure 10.1 could represent integrated emissions from the year 2000, with units of W m-2 yr. 

   [56]   As in Figure 10.1, the top bar for each source includes direct forcing by aerosol and gases, cryosphere forcing, and cloud 

response to aerosol absorption.  Other cloud responses and nitrate forcing are given in the middle bar, and the bottom bar shows the 

total of the two.  Uncertainties are calculated in the same manner as for Figure 10.1 and, again, uncertainties in emission factors are 

not represented.  Similar to the message in Figure 10.1, the sum of direct, cryosphere and semi-direct forcing by many source types 

is estimated to be positive.  Cloud and nitrate forcing reduce the positive forcing and increase the possibility that the net forcing is 

negative. 

   [57]   On-road diesel engines are a mix of low-emitting (controlled) engines using low-sulfur fuel and higher-emitting engines 

implemented in regions with limited regulations.  The latter typically use fuel with higher sulfur content.  Off-road diesel engines 

are presently more similar to the high-emitting engines.  Modern engines with better combustion emit more NOx and less PM, as 

seen in the positive forcing of NOx on the ozone system.  This positive forcing in the first year is counteracted by negative forcing 

in interactions with methane in later years (see Section 10.7).  In contrast, the positive forcing by less advanced engines is 

dominated by BC. 

   [58]   As in the category graph in Figure 10.1, direct and cloud forcing by sulfur are large for both residential and industrial coal 

sources.  Industrial boilers have net negative forcing, but the high BC emission rates more than balance the negative forcing by 

sulfur for brick kilns and coal cooking stoves.  This forcing is highly dependent on coal sulfur content.  For example, the brick kiln 

emissions used in Figure 10.3 were measured in India, where sulfur content is low.  The same source in a region with high-sulfur 

coal might have a different net forcing. Sources with poor combustion produce more BC compared with sulfur, and are more likely 

to have positive forcing. 

   [59]   Wood used in many heating stoves (i.e., conventional wood stoves) produces a higher POA:BC ratio than wood for cooking 

(i.e., mud cooking stoves), while larger heating technologies (i.e., ‘wood boiler’) can have low POA:BC ratios depending on the 

operation.  This difference is apparent in Figure 10.3, which indicates a lower cloud impact from cooking with wood and a near-

zero forcing.  On the other hand, the best estimate of cooking stove emissions is net positive forcing, although the uncertainty is 

high.  For this specific cooking type of stove, emission factors were taken from in-field measurements.  Its net positive forcing 

contrasts with the net negative value for the entire source category given in Figure 10.1.  This difference results from the choice of 

emission factors within the GAINS model (see Section 3.6.3).  Emission factors specific to individual technologies need to be 

chosen carefully when sources, rather than categories, are scrutinized closely to determine the net effect on forcing. 

   [60]   Profiles of field and forest burning are similar to the category graphs, with important contributions to direct forcing from 

organic matter and gases, and a net negative forcing due to cloud interactions with POA.  
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   [61]   The values in Figure 10.3 represent the total climate impact of particular sources.  They do not reflect the change caused by 

mitigation actions, which would be the difference between the current climate impact and the impact of the chosen alternative. 

10.7.  Comparison with forcing on longer time scales  

   [62]   It is important to consider contributions to climate change beyond the first year after emission.  Forcing results both from 

direct emissions of GHGs (e.g., CO2 and CH4) and from short-lived air pollutants interacting with CH4.  While CH4 is considered a 

shorter-lived pollutant in some discussions, its forcing is not contained solely within the first year after emissions as are the forcings 

of the other constituents discussed earlier in this section.  Common practice is to integrate these forcings over 100 years after 

emission, and these integrated forcings are shown in Figure 10.4 as bars.  Figure 10.4a shows the longer-lived forcings for year 

2000 emissions within each source category in Figure 10.1, and Figure 10.4b shows the total forcing per mass of fuel burned for 

each individual source in Figure 10.3.  For biofuel and open biomass burning, the contribution of CO2 may not be treated as forcing 

in traditional GHG accounting, if the biomass consumed is regrown.  Only combustion emissions are shown here, so, for example, 

refrigerants emitted from vehicles are not included.  

   [63]   Figure 10.4 also shows the estimated forcing from Figures 10.1 and 10.3 for comparison (red circles).   Because no forcing is 

exerted by these species or effects after the first year, the 100-year integral is identical to the values already given.  The two types of 

forcing in the figure are distinct:  one acts during the first year (‘first-year forcing’) and one requires longer integration times 

(‘longer-term forcing’).  These two groups form a mutually exclusive and collectively exhaustive set of forcing impacts by 

combustion emissions.  Although forcing by CH4 during the first year after emission is about 10% of its integrated forcing, we 

classify this as longer-term forcing because of the need for integration. 

   [64]   First-year forcing by BC-rich source categories is substantial but not dominant, with absolute values ranging from 5 to 75% 

of the integrated long-term forcing.  Furthermore, first-year values that appear small in comparison with long-term forcings are 

usually the small net of two larger values with opposing signs.  Thus, emissions from these sources can immediately produce 

climate forcing that is significant in comparison with the long-term forcing, even if the latter is integrated over 100 years.  

Regardless of whether any of these sources are chosen for mitigation to reduce climate forcing, changes in these emitters will affect 

the radiation budget substantially in the near future.   

   [65]   Of particular note are the opposing effects of first-year forcing and longer-term effects on CH4 for two major source 

categories.  For both on-and off-road diesel engines, the best estimate of first-year forcing is positive, although the uncertainty is 

high.  However, this forcing is countered by the negative forcing after the first year, caused by NOx emissions that reduce CH4 

concentrations.  The opposite effect is seen in another large source, biofuel used for cooking.  Its first-year forcing is estimated to be 

nearly neutral, largely due to the cancellation of cloud and direct forcing.  The interaction of short-lived pollutants with the CH4 

budget opposes this negative forcing, and the best estimate of biofuel-burning emissions impact is a slightly positive forcing from 

aerosol, O3 and CH4 interactions.  For both of these large BC-rich source categories, the combined forcing by aerosols, O3 and CH4 

is deceptively small, masking large offsetting terms that may occur during different decades. 

10.8.  Cautions regarding net forcing estimates 

   [66]   The values given here represent our best estimate of the global response to worldwide source categories, based on current 

knowledge.  Nevertheless, they should be interpreted in light of the cautions below.  

10.8.1.  Constraints on emissions of BC and co-emitted species are limited 
   [67]   Total emission estimates are acknowledged to contain uncertainty, and those used for Figures 10.1 and 10.2 are determined 

by scaling modeled atmospheric concentrations to observations.  This analysis is hampered because the regions in which the 

greatest scaling occurs have few observations.  We acknowledge that this scaling treatment is subject to many assumptions.  
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   [68]   The net forcing and total rely on our assumption that BC and other products of incomplete combustion scale equally.  This 

equal-scaling assumption, especially for OA and BC, affects net forcing in source categories where positive forcing by BC is 

balanced by negative direct and indirect forcing by OA.  The large scaling of OA awaits confirmation beyond the general finding 

that emissions from biomass burning should increase, and the treatment here has increased OA direct and indirect forcing well 

above values summarized for the last IPCC report [Forster et al., 2007].  If BC alone should be increased to match atmospheric 

absorption—perhaps due to poor measurements of BC mass at the point of emission—then all categories in Figure 10.1 would have 

greater positive forcing.  On the other hand, if larger increases in particulate matter are required to match satellite observations—

perhaps due to formation of secondary organic aerosol—then negative forcing in some categories would increase. 

10.8.2  Forcing dependence on emitting region is not captured 
   [69]   In developing the figures in this section, we applied globally averaged values of forcing per unit of emission.  Some values of 

forcing per emission depend on the emitting region.  The climate forcing per emission of short-lived pollutants depends on the 

region (and timing) of emission.  Thus, the summed climate forcing of all species for a source category emitting in a particular 

region (or season) may have a different magnitude than the global average, or even a different sign.  Atmospheric forcing per 

emission of BC may vary by about 50% [Rypdal et al., 2009a], and cryosphere forcing is quite dependent on emitting region [Reddy 

and Boucher, 2007; Shindell et al., 2008].  Bond et al. [2011] showed that direct radiative forcing by BC and OA is positive in any 

region when the OA-to-BC ratio was less than 12:1, but when cryosphere forcing was considered for regions near ice, even sources 

with an OA-to-BC ratio of 30:1 could have positive forcing.  

   [70]   Forcing per emission by gases is also regionally dependent, especially for NOx, for which values of forcing-per-emission 

vary by an order of magnitude between the tropics and higher latitudes [Wild et al., 2001].  

10.8.3  Regional impacts are not well captured by global averages 
   [71]   As discussed at the end of Section 9, the presentation here measures impact in terms of globally averaged, ToA climate 

forcing.  Globally averaged forcing does not reflect the strong regional impacts of short-lived climate forcers.  Forcing that appears 

small in the global average may be significant over a smaller area and near zero over the rest of the globe.  Such regional forcing 

may induce climate responses different than those of long-lived, well-mixed climate forcers (see Section 8). 

   [72]   ToA climate forcing does not reflect some societally relevant changes, such as shifts in precipitation.  Forcing that is zero at 

the top of the atmosphere but alters the distribution of radiation within the atmosphere may still have significant impacts.  

10.8.4.  Large uncertainties remain in deriving and apportioning cloud impacts  

   [73]   Uncertainty about the sign of forcing is most directly attributable to the uncertainty in cloud forcing by co-emitted species 

and to lack of knowledge about the magnitude of the total indirect effect itself.  This large uncertainty is not unique to BC-rich 

sources, but reflects the existing state of knowledge regarding clouds.  In this analysis, we have included an estimate of cloud 

impacts because direct forcing alone may give a misleading impression of net impact in terms of both certainty and sign of effect.  

   [74]   Using column burden to assign indirect forcing to OA or sulfate is one plausible method of apportioning the forcing and is 

consistent with some model studies.  This or other methods of apportionment have not been explored by studies combining models 

and observations.  The larger indirect effect predicted by scaling the OA burden has not been evaluated with observations, either. 

   [75]   Reconciling modeled and observed indirect effects is an area of active research.  Estimates of warm-cloud forcing have 

altered over time as models incorporate constraints from satellite measurements [Lohmann et al., 2010].  If the best estimate of 

warm-cloud microphysical interactions is later revised to be less negative, estimates of net first-year forcing will become more 

positive for transportation and solid-fuel sources, and less negative for open-burning and sulfur-rich sources.  
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   [76]   Negative forcing is ascribed to semi-direct effects of BC, but model responses may depend on BC overlying clouds, an 

assumption that is questionable in light of observations.  If estimates of this effect were weakened (becoming less negative), forcing 

by all BC sources would also become less negative or more positive. 

   [77]   Enhanced absorption within clouds is highly uncertain.  If the forcing attributable to such absorption is as great as that 

estimated by Jacobson [2010], forcing by all BC-rich sources would become strongly positive.  Forcing by sources that emit light-

absorbing OA or OA precursors, such as biofuel and open biomass burning, would also have greater effects.  This potentially large 

effect is included within our uncertainty bounds, but our central estimate has been more conservative.  

   [78]   The net effect of BC and co-emitted species on mixed-phase and ice clouds depends on the fraction of BC that is ice-active.  

If BC is found to be ice-active in the upper troposphere, then the estimate of BC effects on ice clouds may warrant increased 

positive forcing estimates.  On the other hand, if coatings or co-emitted species cause less ice nucleation, then mixed-phase cloud 

forcings may become more positive.  

   [79]   Forcing by all cloud effects may depend strongly on the region of emission, on co-emissions, or on the environment in which 

emissions occur, but no study has examined such differences.  A more robust treatment would involve examining each individual 

source with a model that includes all effects described in this assessment, and that also has the ability to examine sensitivity to 

critical model inputs.  

10.8.5.  Climate forcing by additional co-emitted species may affect total category forcing 
   [80]   Although forcing by SOA is not included here, it is known to be a large fraction of the atmospheric aerosol.  If SOA has a 

small negative forcing, as some models predict, and if BC-rich sources emit large quantities of SOA precursors, then net forcing 

estimates will become more negative.  

   [81]   Ionic species such as magnesium and calcium are small fractions of emitted mass and were not included in this analysis.  

These species are included in biofuel simulations by Jacobson [2010], but their effects have not been isolated. 
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11.  Emission metrics for black carbon  

11.1  Section summary 

   [1]    

1. The purpose of an emission metric like the Global Warming potential (GWP) or the Global Temperature Change Potential 

(GTP) is to put future climate impacts of unit emissions of compounds with different lifetimes and radiative efficiencies on a 

common scale.  Such metrics can be useful not only in legally binding agreements, but also in assessments of net climate impact 

of different mitigation options affecting emissions of many compounds. 

2. Physically based metrics like the GWP and the GTP for BC emissions can be calculated from estimates of global annual mean 

climate forcing normalized to BC emissions.  For the GTP additional information about the response times of the climate system 

are needed. 

3. Based on the total climate forcing of BC as given in Section 9, the GWP20-yr, GWP100-yr and GWP500-yr for BC are 3200, 910 and 

280, respectively.  The GTP20-yr, GTP50-yr and GTP100-yr estimates are 925, 150 and 130, respectively.  Uncertainties are (-90, 

+100%) for the GWPs and (-90, +165%) for the GTPs. 

4. The GWP and GTP metrics vary with the region where BC is emitted by about ±30% based on the results from two studies. 

5. The GWP and GTP metric values (which are all relative to CO2) increase with decreasing time horizon due to the short lifetime 

of BC (i.e., removal within a few days to weeks via precipitation and contact with surfaces).  The choice of time horizon is a 

value judgment related to the overall target of the climate policy being considered.  

6. Current climate policies seem to move in the direction of achieving some temperature target.  Under such an approach, the time 

horizon is initially long and the value of a short-lived forcer such as BC is small but grows as the temperature target is 

approached.  A stricter temperature target implies the value of BC grows faster as the temperature target is approached.   

7. BC is not well mixed in the atmosphere because of its short lifetime and has climate forcing mechanisms that differ from most 

GHGs.  Thus, regional changes and impacts on climate variables other than temperature differentiate BC from how most GHGs 

affect climate.  Metrics that attempt to place BC and GHGs on a common global scale are useful in the context of decision-

making, but because of these differences any such metric should be used with caution.  

8. Co-emission effects, discussed in Section 10, are not captured by BC metrics presented here but can be calculated in a similar 

approach.   

11.2.  Introduction 

   [2]   The United Nations Framework Convention on Climate Change [UNFCCC, 1992, article 3] carried strong statements about 

the need for comprehensive (i.e., across all components and sectors) measures that are also cost effective.  To achieve this goal, 

climate policies may target not only CO2 but also other compounds leading to warming of the system.  To facilitate the evaluation 

of multiple species, a measure that puts climate impacts of emissions of different compounds on a common scale, or a metric, is 

needed [IPCC, 1990; Kandlikar, 1996; Fuglestvedt et al., 2003; Forster et al., 2007].  In this context, climate impacts are 

understood as all future impacts imposed from the time of the emission.  Since BC has such a short lifetime compared to the long-

lived GHGs, the length of time over which future impacts are evaluated (e.g., through the choice of a time horizon in the common 

metric, the GWP, or through a discount rate) strongly influences the metric value.  This is an inevitable challenge in constructing 

metrics as it fundamentally involves value judgments with respect to how one treats short-term versus long-term climate impacts 

[e.g., O’Neill, 2000; IPCC, 2009].   
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   [3]   Reductions are often presented in terms of total ‘CO2-equivalent’ emissions.  Based on a metric value MBC for BC and the 

emissions of EMBC of BC, CO2-equivalent emissions that can be compared with similarly calculated emissions of other species, are 

calculated through 

 

  (11.1) 

 

   [4]   This CO2-equivalent value means that emitting EMBC kg  of BC would have the same effect (in terms of the impact parameter 

used in the metric definition) as emitting EMCO2-eq kg of CO2 at the same time.  In a multi-component climate agreement, such as the 

Kyoto Protocol, a set of metric values are decided for each component included in the agreement.   Note that the Kyoto Protocol 

does not include BC or other aerosol components. The overall commitments are given in terms of reductions in total CO2-equivalent 

emissions, summed up over the all components included in the agreement, and it is then up to each party to the agreement to decide 

the composition of the total mitigation, depending on the costs of reducing the individual components.  An alternative to this 

‘basket’ approach would be to agree on commitments for individual components.  The role of a metric would then be to provide 

guidance with respect to how much emissions of one component should be reduced relative to another component, involving the 

same value judgments discussed above.  So-called ‘multi-basket’ approaches have also been proposed [Fuglestvedt et al., 2000; 

Rypdal et al., 2005; Jackson, 2009], where components with similar lifetimes are lumped in separate baskets.  Again metrics can be 

used to help determine the targets for each basket.    

   [5]   The use of metrics is not restricted to legal agreements, but is also very useful for comparing different policies or 

technological options [e.g., Jacobson, 2002] or in assessments of different economic sectors [e.g., Fuglestvedt et al., 2008; Boucher 

and Reddy, 2008; Berntsen and Fuglestvedt, 2008]. 

   [6]   Metrics have been defined both in terms of physical and economic impacts on climate [Kandlikar, 1996; Fuglestvedt et al., 

2003, 2010; Forster et al., 2007].  We limit the discussion here to physical metrics, especially those metrics that have already been 

used in climate change policy.  Metrics based on economics are extensions of physical metrics and the extension is of a more 

generic nature, not particularly related to BC.  Metrics based on economics can be designed to allow for cost-benefit optimization 

by taking damage cost functions into account [Tol et al., 2012].  Different metric concepts can be defined to serve specific policies 

such as those with a long-term temperature target (e.g., the maximum 2ºC as included in the 2009 Copenhagen Accord of the 

Conference of Parties-15 (COP-15) meeting) [Manne and Richels, 2001]. 

   [7]   Using Equation 11.1 to derive a value of CO2-equivalent emissions does not ensure that all aspects of climate change are 

equivalent to those from actual CO2 emissions, in particular for a very short-lived compound like BC.  Equivalence is only obtained 

with respect to the physical impact chosen in calculating the metric [O’Neill, 2000].  Different combinations of compounds with 

equal total CO2-equivalent emissions, for example, do not provide equivalence with respect to regional climate impacts or the 

temporal development of climate change.  Although these latter impacts are the key end points of concern, they are farther down the 

causal chain and, thus, are more difficult to capture with simplified and policy-friendly metrics. 

11.3.  The GWP and GTP metrics  

   [8]   Two purely physically based metrics, the GWP and the GTP, have been established in the literature.  The absolute GWP 

(AGWP) can be defined as the integrated climate forcing (F) of a unit-mass pulse emission over a time horizon H.  Using climate 

forcing can take efficacy into account as necessary.  The AGWP for a component i with an atmospheric lifetime of τi and specific 

climate forcing of Ai (forcing per unit burden change, W m-2 kg-1) can be calculated as: 
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For all forcing mechanisms involving BC, τi is much less than H.  The product Ai τi (W m-2 (kg yr-1)-1) is the specific normalized 

climate forcing at steady state for a continuous unit emission.  These values can be derived from model simulations that calculate 

the annual mean climate forcing (Fi) for a given emission, such as the values tabulated in Appendix C. 

   [9]   The generic definition of the absolute GTP (AGTP) can be given as 

 

dttHRtFHAGTP
H

ii ∫ −⋅=
0

)()()(   (11.3) 

 

where an impulse-response function for the climate system R(H-t) gives the surface temperature response at time H due to a climate 

forcing at time t [Shine et al., 2005; Fuglestvedt et al., 2010].  For both the GWP and the GTP the metric values are obtained by 

dividing the AGWPs and AGTPs by the corresponding AGWP or AGTP values for the reference gas CO2.  The AGWP values for 

CO2 for 20, 100 and 500 years time horizon of 2.47·10-14, 8.69·10-14 and 28.6·10-14 W m-2 yr (kg CO2)-1 are used to calculate the 

GWPs [Forster et al., 2007].  Joos et al. [2012] show that there is an uncertainty of about ±27% in these values due to various 

assumptions.  The AGTP values for CO2 used here [Fuglestvedt et al., 2010] are 6.8·10-16, 5.8·10-16 and 5.1·10-16 K (kg CO2)-1 for 

20, 50 and 100 year time horizons.  The GTP is commonly referred to as an end-point metric since Equation 11.3 gives the global 

mean temperature response at time H.   

   [10]   The Kyoto Protocol regulates a basket of six gases, or groups of gases, that are primarily long-lived GHGs.  The global 

warming potential with a 100-year time horizon was chosen as the metric for use in this legal agreement.  Metrics are most 

commonly defined for pulse emissions, since comparisons of future scenarios can readily be carried out by regarding each emission 

trajectory as a series of pulse emissions [Berntsen and Fuglestvedt, 2008].  A special case of a future scenario is constant sustained 

emissions.  Hansen et al. [2007] used an alternative GWP defined as change in forcing per change in emission.  Jacobson [2010] 

calculated a STRE (Surface Temperature Response per unit Emission) emission index that is defined for sustained emissions, but 

with a non-standard response function for CO2. 

   [11]   More recently some alternative physical metrics have been proposed.  Gillet and Matthews [2010] and Peters et al. [2011] 

introduced the mean GTP and the integrated GTP (iGTP), which are equal concepts, while Bond et al. [2011] introduced the 
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specific forcing pulse, which is identical to the AGWP without a time horizon and which may be applied to individual regions.  The 

iGTP is a pulse-based emission metric integrating the temperature change from the time of the emission to a given time horizon.  

There is a close relation between the GWP and the iGTP, with larger differences for short-lived forcers and short time horizons.  For 

BC with a time horizon of 20 years the iGTP is about 40% higher than the GWP [Peters et al., 2011].  Although all of these metrics 

can be calculated from forcing or effective-forcing values, similar to the GWP and GTP, each is slightly different in the assumption 

of the response function desired for comparison.  

11.4.  Calculations of metric values for BC   

   [12]   Based on Equations 11.2 and 11.3 above, metric values for BC emissions including all relevant processes can be calculated 

(i.e., the processes summarized in Section 9) when the specific normalized climate forcings and the impulse-response function are 

given.  Here we have used the impulse response function from Boucher and Reddy [2008].  The detailed method for calculating the 

AGTPs is given in Fuglestvedt et al. [2010] and is not comparable to the equilibrium temperature changes discussed in Section 8.  

Using the estimates for global climate forcing given in Section 9 (Figure 9.1) and the estimated industrial-era emissions of BC of 

13900 Gg yr-1 (Section 3), the GTP and GWP values for direct BC forcing as well as for the total climate forcing of BC were 

derived as shown in Figure 11.1.  Due to the short lifetime of all BC forcing mechanisms, the annual mean product Ai τi can be 

accurately estimated as the ratio between the annual mean climate forcings (Figure 9.1) and the annual emissions. 

   [13]   Figure 11.1 gives global GWP values for the standard 100-year time horizon, as well as values for 20 and 500 years, and 

GTP values for 20, 50 and 100 years.  Since the lifetimes for all forcing mechanisms discussed in Section 9 are much shorter than 

any of the time horizons chosen, each mechanism has the same relative contribution to either GWP or GTP.  Although the total 

forcing assessed in this report is greater than that in previous estimates, the GWP has not increased correspondingly because the 

estimate of emissions has also increased.  It should be noted that the values for GWP100 and GTP20 are about equal, which is a robust 

finding in general for short-lived climate forcers [Fuglestvedt et al., 2010].  The GWP and GTP values for the direct effect as given 

in Figure 11.1 are about a factor 2 higher than the values given in Fuglestvedt et al. [2010].  This is partly because Fuglestvedt et al. 

only considered the direct effects of BC and partly because the estimate for the radiative forcing per unit emission for the direct 

effects used here (cf. Section 5) is higher than the values used by Fuglestvedt et al.  

11.5.  Uncertainties 

   [14]   Relative uncertainties in metric values are assumed to be the same as those given in Section 9 for total climate forcing.  

Normalization of the observationally constrained climate forcing by uncertain annual emissions could in principle change the 

uncertainty range of the normalized forcing, either increasing or decreasing the uncertainty.  Since the forcing estimates are 

commonly based on combinations of model results and measurements, rigorous propagation of uncertainty is difficult to determine.  

Although uncertainties in the metric values are of little practical use in formal agreements or trading schemes, where only the 

central estimates of the metrics are used, they become important when the metric values are used as a first-order assessment of the 

net effects of different mitigation options.  For GTPs, the uncertainties are much larger than for GWPs due to uncertainties in the 

climate sensitivity and, hence, the temporal response of the climate system.  For GTPs in Figure 11.1, a factor of 2 uncertainty in the 

impulse response function is included based on the result of Fuglestvedt et al. [2010] for GTP50 of BC. 

   [15]   Uncertainties in the values of metrics can be classified as structural or scientific.  Structural uncertainties refer to the 

consequences of using different types of metrics for a given application, or to choices about key aspects of a metric such as its time 

horizon and whether discounting is applied.  Scientific uncertainties refer to the range of values that can be calculated for a given 

metric due to incomplete knowledge of the important aspects of the climate or economic system that relate some anthropogenic 

emission to climate impacts, damages, or mitigation costs [IPCC, 2009].  In previous sections of this paper we present the scientific 
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uncertainties based on the uncertainties for each of the forcing mechanisms for BC as presented in Sections 5, 6 and 7, and 

illustrated in Figure 9.1.  The structural uncertainties, which can be very large, are demonstrated by presenting numerical values for 

different metrics (GWP and GTP) and for a range of time horizons.  The range is between 95 and 2400 for the central estimate for 

GTP20, and between 120 and 1800 for GWP100.  The central value of GWP varies from 280 to 3200 for different time horizons, and 

that of GTP varies from 120 to 910.  Thus, the scientific uncertainties are of the same magnitude as the structural uncertainties. 

11.6.  Shortcomings of global metrics 

   [16]  Some important differences between BC and the long-lived GHGs are not well captured by globally averaged metrics.  

Because BC absorbs incoming shortwave radiation, BC in the atmosphere causes surface dimming and changes the vertical 

temperature profile differently than the long-lived GHGs.  The various hydrological impacts caused by the dimming from BC are 

not captured in metrics that are based on global climate forcing or global mean surface temperature change.   

   [17]   Another issue for BC and other short-lived climate forcers is that metric values for global impact (global mean climate 

forcing for the GWP and global mean temperature for the GTP) depend on the region of the emissions and also on the timing of the 

emissions due to the short lifetime of BC.  Since there have been no studies of the climate forcing due to emissions during different 

seasons, metric values cannot be differentiated according to when the emission takes place.  Two studies have calculated normalized 

radiative forcings or GWPs for the direct effect and the snow albedo effect for regional emissions [Rypdal et al., 2009a; Bond et al., 

2011].  They both find a regional variability of ±30-40% for the direct effect, with the largest forcings typically found for emissions 

from regions located at low latitudes since there is more solar radiation available.  For the snow albedo effect the regional variation 

is much larger with higher values for high latitude regions where the emitted BC is more likely to be deposited on snow surfaces.  

The snow albedo effect ranges from practically zero for emissions in the tropics to values that reach 30 to 60 % of the direct effect 

for emissions in Russia and the former Soviet Union [Rypdal et al. [2009a] and Bond et al. [2011], respectively], not including an 

enhanced efficacy factor for the snow albedo effect.  Since there is a certain cancellation effect depending on the latitude of the 

emissions (i.e., high direct forcing occurs with low snow-albedo forcing and vice versa) the total of the two mechanisms shows less 

regional dependence.   

   [18]   In addition to the potential for different global impacts resulting from BC emitted in different regions, the impact on climate 

in a given region may depend on where the climate forcing occurs [Shindell and Faluvegi, 2009].  So far there has only been one 

GCM study on this topic, but if it proves to be a robust finding, the location where emission reductions occur to achieve a designed 

climate benefit will not be completely flexible [Sarofim, 2010].   

11.7.  Choice of time horizon 

   [19]   The choice of time horizon for either the GWP or GTP metric is essentially a value judgement, conceptually related to 

discounting future costs of the impacts of climate change.  As discussed by several authors [Aaheim et al., 2006; Bradford, 2001; 

Johansson et al., 2006; Manne and Richels, 2001; Shine et al., 2007], for a cost-effective policy that sets a long-term limit on the 

allowed change in global temperatures [e.g., COP-15, 2009], the relative importance of different emissions (i.e., the metric values) 

will depend on how far into the future that threshold is likely to be reached.  Thus, if the global temperature continues to increase, 

the metric values of short-lived components will increase as global temperatures get closer to the temperature constraint.  If a metric 

with a dynamic time horizon were incorporated in legally binding agreements or trading schemes, it would be important for the 

stakeholders to know not only the metric values at the time of the investment in emission reductions, but to have information about 

the potential change of the metric values over the lifetime of the investment due to shortening of the time horizon as global 

temperatures get closer to the temperature constraint.  Once a threshold is set (e.g., as the 2°C threshold agreed upon in the 

Copenhagen Accord [COP-15, 2009]) it is possible to estimate, with uncertainties, what is the relevant timeframe and how the 
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metric values will evolve over time [e.g., Manne and Richels, 2001].  This information can be communicated to decision makers, so 

that it is taken into account when there are investments in new long-lasting equipment (e.g., power-plants that will be in operation 

for 40–50 years). 

   [20]   There has been some concern that a policy that increases the focus on short-lived climate forcers like BC would reduce the 

focus on reduction of CO2 and other long lived GHGs, with possible severe irreversible long-term climate effects.  An assessment 

by the U.S. National Academy of Sciences went so far as stating that CO2 emission mitigation and short-term forcing emission 

mitigation are “…separate control knobs that affect entirely distinct aspects of the Earth’s climate, and should not be viewed as 

substituting for one another” [NRC, 2011].  If a metric with a dynamic time-horizon were to be applied to all climate forcers in a 

cost-effective framework with a long-term temperature constraint (e.g., in accordance with the Copenhagen accords [COP-15, 

2009]), it can be shown that within this framework short- and long-lived climate forcers can be treated in a common framework and 

that an increased mitigation of BC does not displace additional CO2 mitigation [Berntsen et al., 2010].  This is because in a cost-

effective framework increased mitigation of BC is only consistent with a higher metric value for BC, which is equivalent to a 

shorter time horizon.  In this framework the only political decision that can shorten the time horizon is to lower the acceptable 

temperature threshold.  The key to this argument is that with a lower threshold the total CO2-equivalent emissions must be reduced 

significantly more.  Due to the dominant role of CO2 this means that even if the relative reductions of BC are enhanced, the absolute 

CO2 reductions must also be greater if the temperature threshold is decreased [Berntsen et al., 2010]. 

11.8.  Towards metrics for the net effect of mitigation options 

   [21]   As shown in Section 10 and further discussed in Section 12, any mitigation strategy targeting BC reductions will inevitably 

also change emissions of other species that affect climate.  Metrics are suitable tools to make first-order estimates of the net effect 

of all emission changes [Berntsen et al., 2006; Boucher and Reddy, 2008].  Using pre-calculated metrics for all the relevant species 

allows for much quicker assessments.  Simulating the broader climate effects, including end-point risks and impacts, requires  Earth 

system models which include full coupling between chemistry, radiation, dynamics, clouds, vegetation, etc.  However, even if such 

an Earth system model is applied, the question of how to weigh responses occurring at different times in the future remains.  

   [22]   Section 10 presented the net effect of short-lived emissions from individual source categories.  This analysis required 

estimates of normalized climate forcing for individual species (Appendix C), largely drawing on the comprehensive review of 

Fuglestvedt et al. [2010] but also including the cloud forcing attributable to aerosols and precursors.  Although this section presents 

metric values only for BC, GWPs and GTPs can be derived for the other species by dividing by the appropriate value of AGWP or 

AGTP for CO2. 
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12.  Mitigation considerations for BC-rich sources 

12.1.  Section summary 

   [1]    

1. Prioritization of BC mitigation options is informed by science questions such as the magnitude of BC emissions by sector and 

region (Section 3), net climate forcing by categories including co-emissions (Section 10), impacts on the Arctic (Section 7), and 

direct effects on precipitation (Section 8.4).  In addition, information on technical and financial feasibility, costs and benefits of 

mitigation, policy design, and implementation feasibility also inform mitigation options.  The major sources of BC are presently 

in different stages of evolution with regard to technical and programmatic feasibility for near-term mitigation actions.   

2. Regardless of net climate forcing or other climatic effects, all BC mitigation options bring health benefits through reduced 

particulate matter exposure. 

3. The quality of cost estimates of BC mitigation vary, ranging from robust estimates, for example, for diesel retrofits in 

industrialized countries to poor estimates for sources such as improved brick kilns in developing countries or open burning. 

4. Diesel engine sources of BC appear to offer the best mitigation potential to reduce near-term climate forcing.  In developed 

countries, retrofitting older diesel vehicles and engines is a key mitigation strategy; in developing countries, transitioning a 

growing vehicle fleet to a cleaner fleet will be important. 

5. Mitigating emissions from residential solid fuels may yield a reduction in net positive forcing, especially when the longer-term 

effects on the methane budget are considered.  The net effect remains uncertain because of uncertain knowledge regarding the 

impacts of co-emitted species on clouds.  Furthermore, for biomass use, technology and programs to accomplish mitigation are 

still emerging.  

6. The net effect of small industrial sources depends on the sulfur content of individual sources, and the feasibility of mitigation is 

in the emerging phase.  Net climate benefits may be possible from individual source types with low sulfur emissions when 

technology is available.  

7. Estimation, and especially monetization, of the benefits of BC mitigation is a nascent field. CO2-equivalency metrics serve as a 

first-order guide to estimating the climate benefits of BC mitigation but do not capture all potential objectives.  

8. Unlike long-lived GHGs, the location, and in some cases timing, of BC emissions may change the climate forcing effect 

compared to the global average.  For example, BC sources that affect the Arctic or other regions with extensive snow and ice 

cover may offer mitigation potential to reduce climate forcing for those regions.  Such regionally specific benefits have not yet 

been quantified. 

9. Mitigation considerations are ideally informed by how emissions are projected to change over time based on existing policies, 

so that emphasis is placed on sources whose emissions are expected to grow or remain significant.  

 

12.2.  Mitigation framework for comprehensive evaluation 

   [2]   The introduction to this assessment describes a potential role for BC in climate mitigation.  Because BC has a short 

atmospheric lifetime, changes in source activity affect radiative forcing within a few weeks and, therefore, actions that reduce 

emissions from BC-rich sources could contribute to managing the trajectory of climate forcing.  Until this point, this assessment has 

focused wholly on climate-related physical science.  We have treated the suite of climate forcings of BC comprehensively rather 

than limiting the analysis to direct forcing (Section 9), and we have broadened the examination of impacts beyond those of BC 



A
cc

ep
te

d 
A

rti
cl

e
 

 

alone by including co-emitted species (Section 10).  In discussing mitigation in this section, we also take a comprehensive view by 

outlining factors beyond climate science: first, feasibility in technical and policy-related terms; second, health co-benefits from BC 

mitigation; and third, an economic assessment of whether benefits of mitigation are commensurate with costs.  While these factors 

are important in evaluating mitigation potential, a detailed appraisal of the state of science and policy for mitigating each BC source 

and in each region is beyond the scope of this assessment.  Additional analyses of the potential for BC mitigation can be found in 

reports such as UNEP/WMO [2011a; b], Arctic Council Task Force on Short-Lived Climate Forcers [2011] and EPA [2012]. 

   [3]   In considering the mitigation of a climate-forcing agent, several principal aspects are involved as illustrated in Figure 12.1.  In 

the case of BC and co-emitted species, scientific understanding addresses what is known about the environmental and health effects 

of BC emissions and their accumulation in the atmosphere.  The net impact of mitigation actions is proportional to the reduction in 

these effects.  For climate, this net impact depends critically on understanding how actions affect both BC and co-emitted species.   

   [4]   Mitigation is generally accomplished with alternatives that provide the same service or function with lower environmental 

impacts or by reducing the level of service.  Technical feasibility refers to the availability of these workable alternatives.  Even with 

scientific understanding and technical feasibility in hand, successful mitigation actions further depend on institutional and policy 

frameworks that can facilitate or enforce widespread implementation of mitigation options.  This programmatic feasibility refers to 

the existence of an effective framework, which increases confidence that significant emission reductions could be achieved over a 

known time frame.   

   [5]   The evolution of each of these principal aspects can be divided into four stages as illustrated in Figure 12.1.  Scientific 

understanding moves from recognition of an effect (nascent stage), to simple estimation that may rely heavily on expert judgment 

(emerging stage).  When increased attention to emission sources motivates more sophisticated quantification, advanced models and 

observations are applied (solidifying stage).  When multiple estimates are available for the effects, the community can move toward 

consensus regarding their magnitude and importance (mature stage).  The goal of this assessment has been moving the 

understanding of physical science toward the solidifying and mature stages with regard to climate effects. 

   [6]   Evolution or growth of knowledge also occurs with regard to technical feasibility.  This evolution often occurs separately 

from, but parallel to, the development of scientific understanding.  It also has a nascent stage, where technical solutions are first 

envisioned.  The emerging stage consists of initial, limited efforts to provide technical solutions and delivery programs.  Not until 

the solidifying stage does the increased attention to environmental or health effects demand effective solutions, so that formal 

research, development, and evaluation approach completion.  Resources are invariably required to support this leap in capacity.  

Finally, at the mature stage, the most promising technical mitigation options have been identified that can be carried out at the 

scales required and with well known costs and benefits.  A similar evolution occurs in programmatic feasibility beginning with 

experimental interventions.  Specialized programs then emerge that lead to pilot programs and finally to policies, regulations and 

institutions that can facilitate, enforce and implement mitigation plans at regional, national or even international scales.  

   [7]   The major sources of BC are presently in different stages with regard to technical and programmatic feasibility.  This disparity 

does not diminish the importance of any source, but it does mean that the near-term feasibility of mobilizing mitigation activities 

differs among source categories.  Section 12.4 gives a brief review of what is known about technical and policy-related feasibility 

for each of the major BC-rich source categories.  

12.3.  Costs and benefits of mitigation  

   [8]   Mitigation actions generally have both benefits and costs.  If the benefits exceed the costs then the action is generally 

considered desirable.  On the other hand, if the costs exceed the benefits, then the action is generally not considered desirable.  

Formally, a policy is considered optimal if the marginal benefit of the next unit of reductions equals the marginal costs of that unit 

of reductions, and the current net benefits resulting from that action are greater than zero.   



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [9]   If the benefits of mitigation have been valued in monetary terms, then a cost-benefit approach is possible, but when benefits 

are difficult or impossible to estimate, the approach of cost effectiveness is often used.  Cost effectiveness does not attempt to 

equate cost and benefits, but rather to identify the least-cost method of reaching a given goal, or most effective use of a given 

quantity of resources.  The goal still requires a metric for comparison; often this is the total quantity of pollutants reduced, or in 

more sophisticated analyses the reduction in physical impacts or damages associated with lower emissions.  For example, cost 

effectiveness can be calculated based on cost per Mg BC reduced, per Mg CO2 equivalent (see Section 11), or per degree of global 

mean temperature reduction.   In the case of a cost-benefit analysis, the cost can be compared to the monetized benefits (where 

feasible for health, climate, or both) of mitigation.  Because cost is an important part of such analyses, it is discussed in the next 

section.  Although earlier sections presented emissions in terms of Gg per year, costs are usually tabulated in terms of Mg 

reductions (1 Gg = 1000 Mg).  

   [10]   The engineering costs of a reduction measure can include capital costs, installation or adoption costs, and fixed or variable 

operating costs such as changes in fuel demand, future maintenance needs, or labor demands.  Estimating the reductions could 

involve calculating the expected difference in emissions between the baseline and a new projection or using an approximation of 

calculating the annual reductions multiplied by the expected lifetime of the mitigation project.   

12.3.1 Health benefits 
   [11]   BC is one component of particulate matter that can have adverse effects on human health [Pope et al., 2009].  The location of 

the emission source affects exposure and, hence, the magnitude of health benefit that can come from mitigating that source.  To 

date, public health agencies have not addressed the health effects of BC specifically; rather, the health effects of BC have generally 

been considered to be associated with the health effects that have been linked to PM2.5.  As a result, the mitigation literature has 

traditionally focused on PM rather than explicitly on the BC component.  Presently, there is a growing literature on efforts to isolate 

the specific health effects of BC exposure.  As with climate forcing, however, mitigation affects all emissions from a source, so that 

health effects of BC alone may not be a good estimate of potential benefits from mitigation. 

   [12]   Short-term exposure to PM2.5 is likely to be causally associated with mortality from cardiopulmonary diseases, 

hospitalization and emergency department visits for cardiopulmonary diseases, increased respiratory symptoms, decreased lung 

function, and physiological changes or biomarkers for cardiac changes [EPA, 2009a].  Long-term exposure to PM2.5 is likely to be 

causally associated with mortality from cardiopulmonary diseases and lung cancer, and effects on the respiratory system such as 

decreased lung function or the development of chronic respiratory disease [EPA, 2009a].  Epidemiological evidence explicitly 

linking BC to such health effects is limited [Smith et al., 2009], and simply assigning a fraction of PM2.5 health effects to the portion 

of PM2.5 made up by BC is not common, as there are known differential toxicities among PM components, uncertainties about how 

different mixtures of particulate materials may change toxicity, as well as heterogeneity in the exposure of a population to different 

PM components.  Several studies [Jannsen et al., 2011; Ostro et al., 2010; Smith et al., 2010; Bell et al., 2009; Brunekreef et al., 

2009; Cooke et al., 2007] describe attempts to differentiate health outcomes among specific components or sources of PM2.5. 

   [13]   A study by Fann et al. [2009] monetized, on a US dollar per Mg basis (USD Mg-1), the health benefits of reducing 

carbonaceous particulate material by assuming a differentiated proximity of the receptor populations to sources of carbonaceous PM 

versus other PM components.  Fann et al. estimated the health benefits of reducing carbonaceous PM to be on the order of 72 

thousand to 2.8 million USD Mg-1 in the USA.  UNEP/WMO [2011a; b] and Shindell et al. [2012] assessed the global health 

benefits of implementing a number of BC measures and found a reduction in annual premature deaths due to outdoor air pollution 

of 2.3 million (+2.2/-1.6) persons over 30 years of age in 2030.  Using a country-specific value of a statistical life, these studies 

determined a monetized benefit of this mortality reduction of USD 5.1 trillion (+4.7/-3.6).  Residential solid-fuel sources of BC also 

produce high indoor exposures whose effects have been monetized [Mehta and Shahpar, 2004]. 
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12.3.2.  Valuing climate benefits of BC mitigation 
   [14]   While earlier sections in this assessment discussed climate impact, no value was placed on the reduction of these impacts for 

use in a cost-benefit assessment.  With regard to climate change, the term ‘benefits’ refers to the avoided risks and impacts (see 

Figure 8.4) associated with less climate change that would be the result of decreased BC emissions.  No direct monetization of the 

benefits of BC reductions for climate change has yet been reported in the literature.  

   [15]   One possible approach to valuation is using metrics (for example, GWP, see Section 11) to convert BC emissions into 

estimates of CO2-equivalent emissions.  BC mitigation estimates in these CO2-equivalent units would then represent first-order, 

proxy measures for the climate benefits of BC mitigation actions.  Furthermore, the CO2-equivalent metric also provides a first-

order approximation for how the BC mitigation measures compare to other CO2 and GHG mitigation options.  Using the GWP 

estimates presented in Figure 11.1, costs of BC mitigation options expressed as USD per tonne of CO2-equivalent emissions could 

be compared to consider their competitiveness alongside a range of current monetized per-tonne CO2 emission estimates.  Higher 

(or lower) CO2 prices, and a higher (or lower) GWP for BC, would imply more (or fewer) BC mitigation options would be 

considered to be cost-effective for climate purposes (not accounting for the health benefits described in the previous section).   

   [16]   Monetizing climate benefits of CO2 reduction is even more uncertain than estimation of health benefits.  Impacts of CO2 

emissions are felt globally, over long time periods, are difficult to quantify, and affect a large number of health, economic and 

environmental systems.  Despite these uncertainties, there have been a number of attempts to quantify and monetize these impacts 

in USD (Mg CO2)-1 (equivalent to USD (tonne CO2)-1) units (referred to as the social cost of CO2).  A meta-analysis of the literature 

found a median value for the social cost of CO2 emissions of 47 USD (Mg C)-1 under one set of assumptions, with a wide 

uncertainty range [Tol, 2008].  A recent U.S. Department of Energy rule presented a range of values from 17 to 238 USD (Mg C)-1 

for the year 2010 [Table IV.19 of DOE, 2010].  The few existing policies to date that have resulted in a CO2 market price can 

provide another means of gauging acceptable monetization values, as these policies implicitly assigned a value to the reduction of 

emissions; however, such prices are determined in a manner much different than the analytical approach described above.  One 

example is the European Union Emission Trading Scheme, where European Union Allowance futures prices ranged from about 30 

to 90 USD (Mg C)-1 during 2011 [see www.theice.com].   

   [17]   It may be feasible to use CO2-equivalent emissions of BC and the social cost of CO2 to approximate a monetization of the 

climate benefits of BC reductions.  Along with monetized estimates of the health benefits, this valuation would enable comparison 

of the net benefits of a BC reduction measure to the net costs of that measure.  For example, UNEP/WMO [2011b] and Shindell et 

al. [2012] found a net present climate benefit of USD 225 billion (+118/-212) from the reduction of BC and co-emitted species in 

the year 2030 due to the implementation of several BC measures.  However, there are many caveats about using the social cost of 

CO2 in such an analysis.  Most estimates of the social cost of CO2 come from evaluating impacts that occur decades in the future.  

Some estimates of the social cost of carbon even show near-term benefits from slight warming which are outweighed by the larger 

negative impacts from more extreme warming in the future.  In contrast, BC has a very short lifetime.  Therefore, both impacts of 

CO2 and the resulting valuation should differ from those of BC.  

   [18]   Additionally, several BC impacts are not captured in a globally averaged, climate-forcing based metric.  Depending on the 

location of emission, sources may affect snow- and ice-dominated regions such as the Arctic and the Himalaya.  They may also 

affect climate in ways not represented by global-average climate forcing such as changes in the Asian monsoons (see Section 8).  

Some of these issues are outlined in Sections 7 and 8, but targeted scientific studies have not yet supported quantification of these 

additional factors.  Therefore, these inquiries are in the emerging phase. 

12.4.  Technical and programmatic feasibility for individual BC-rich source categories 



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [19]   We briefly review here key mitigation options for each of the major emission source categories, and discuss the mitigation 

potential for each source with regard to the key factors presented above.  The potential for reducing climate forcing presented here 

is largely based on the global results for emission and forcing categories shown in Figs. 3.2, 3.3, 10.1, and 10.3.  A key caveat is 

that the analysis in Sections 3 and 10 reflect the contribution of all emissions from a given source sector, whereas a mitigation 

technology may not reduce all of those emissions proportionally.  In particular, mitigation that improves combustion without 

altering activity rates affects only non-CO2 gases, aerosols, and aerosol precursors. 

   [20]   To date, almost no policies have specifically sought to reduce BC.  Most related policies have addressed the more aggregated 

particulate matter, of which BC is a component, for purposes of improving local air quality and public health.  There is therefore a 

significant amount of literature on the potential and costs of PM emission reductions, but much less literature focused on mitigation 

options addressing BC specifically.  

   [21]   Many of the mitigation options for PM are identical for BC, but this is not always the case.  While a number of studies 

estimate the costs of mitigating PM, mitigation measures often affect primary PM emissions in a different manner than they affect 

secondary PM precursor emissions, and sometimes lead to differing reductions of the components of primary PM such as POA and 

BC.  Therefore, mitigation analyses that explicitly determine effects on BC emissions are important.  Furthermore, reductions in PM 

have typically been sought in areas of high concentration, mainly urban areas, and are most easily developed for sources for which 

end-of-pipe mitigation options are available, such as power plants, vehicles and some industrial processes.  Research into mitigation 

for sources that are more rural in nature is just beginning, especially for those sources that are predominantly located in developing 

countries, and many of these sources may be important for climate change considerations.  

12.4.1.  Diesel engines 
   [22]   Mitigating BC emissions from on-road and off-road diesel sources appears to offer the best potential to reduce net forcing 

because the net climate forcing is positive and larger than found for other principal source categories.  These off-road sources 

include agricultural, construction and other land-based mobile equipment.  From these sources, more than the others in Figure 3.2, 

the emission ratio of BC:POA is higher, which reduces the magnitude of negative aerosol forcing terms relative to direct positive 

forcing.  For Euro II heavy-duty vehicles as shown in Figure 10.3, NOx emissions are a substantial contributor to the climate 

impacts, with offsetting O3 (warming) and nitrate (cooling) effects in the short term and additional longer-term negative forcing 

from the NOx interaction with methane.  Therefore, for some diesel sources, the net impact of mitigation options depends on how 

co-emitted NOx is affected. 

   [23]   Reductions in mobile-source emissions have been pursued since the 1960s, and technology to reduce emissions from diesel 

engines is mature.  Programs to implement this technology differ by region and type of engine use.   

1. In industrialized countries such as the USA, European Union, and Japan, PM emission standards already effectively control BC 

emissions from most new diesel vehicles.  With the introduction of more stringent PM standards, diesel emissions in these 

countries are projected to decrease.  The rate of reduction largely depends on how quickly older vehicles are retired and replaced 

with cleaner new vehicles [EPA, 2012].  In these countries, continued enforcement and monitoring will be important to deliver 

the expected emission reductions.  Further mitigation of BC from diesel engines is available mainly from retrofits and accelerated 

vehicle retirement. 

2. In some developing countries, higher-emitting vehicles are still being sold.  Accelerating implementation of advanced emission 

standards in these countries, which requires the use of low-sulfur fuels, would lead to reductions of BC.  Monitoring to ensure 

compliance is also required. 
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3. Even in countries with on-road vehicle emission standards, some unregulated or poorly controlled sources remain.  For 

example, regulations may not cover some stationary diesel engines or off-road sources, and better inspection and maintenance 

programs could address poorly maintained, high-emitting vehicles.   

4. Finally, work still remains to determine the most effective ways to apply existing technology to marine and other off-road 

engines.   

   [24]   The costs of a diesel particulate-filter retrofit for a heavy duty truck ranging from 5,000 to 17,000 USD per vehicle have been 

reported [Schrooten et al., 2006; CARB, 2009], and in some locations (such as the USA, and particularly California) there have been 

investments of hundreds of millions of dollars in such retrofits.  A diesel particulate filter reduces more BC when installed on a 

large truck than on a small truck if all else is equal, while older vehicles are more polluting per mile but have a shorter remaining 

lifetime.  Therefore, the cost-effectiveness of a diesel retrofit will depend on both the type and age of a vehicle.  Sarofim et al. 

[2010] analyzed the potential of diesel retrofits for on-road vehicles to reduce BC emissions in the USA; the study focused on diesel 

engines that do not meet the more rigorous particulate emission standards that were introduced in the USA in 2007.  The study 

found that costs ranged from 36 thousand USD Mg-1 to 318 thousand USD Mg-1 BC abated, depending on the age and type of 

vehicle being retrofitted.  The study did not address high emitters or any abatement options besides retrofits.  UNEP [2011] reported 

comparable costs for heavy-duty diesel vehicles (i.e., 120 to 200 thousand USD per Mg BC).  Installation of filters in new diesel 

vehicles costs less than retrofitting older vehicles [EPA, 2012]. 

 [25]   Most developing countries have not yet implemented strict emission standards, and in many cases their fuels are still too 

sulfur rich to be compatible with diesel particulate filters.  Except in the United States, Canada, the European Union, Japan, and 

some large metropolitan areas in Asia, sulfur fuel levels of 50 ppm or less are not common [see appendix 4 of EPA, 2012].  Diesel 

particulate filters can be used with low sulfur fuel (50 ppm) but are more effective when the sulfur content is even lower [Blumberg 

et al., 2003].  Diesel oxidation catalysts, which can be used to reduce PM emissions even with fuel compositions of several-

hundred-ppm sulfur, are ineffective at controlling BC.  Some projections [e.g., Streets, 2007] reflect the possibility that BC 

emissions could continue to grow in the transport sector in these regions absent policy interventions, given projected growth in 

vehicle fleets.  Shindell et al. [2011] found climate benefits in 2030 as a result of applying European emission standards for diesel 

vehicles in India and Latin America, with health benefits resulting from the tighter standards in all regions.  However, reductions of 

organic carbon and sulfates make the net climate effect less clear or even lead to warming in some other developing countries such 

as China. 

   [26]   Non-retrofit reduction options also exist.  Reduction of idling through regulation, education, electrification of rest stops, and 

other means has been explored [e.g., EPA, 2009b].  Improved inspection and maintenance, accelerated vehicle retirement, improved 

efficiency, smart transport algorithms to plan shipping routes, low emission zones, and shifting transport modes to rail and non-

motorized transport, can also lead to decreased emissions.  These abatement possibilities may generate fuel savings, as well as GHG 

reductions.  Biodiesel use may also lead to lower particulate emissions [EPA, 2002].   

   [27]   Diesel retrofits are a good example of how mitigation options do not always reduce all POA species proportionally.  Diesel 

oxidation catalysts reduce OC emissions but offer little BC mitigation benefit [Shah et al., 2007], whereas diesel particulate filters 

reduce BC with equal or greater effectiveness to other PM components.  Diesel particulate filters are also a case where mitigation of 

some pollutants (BC and POA) may lead to changes in emissions of other pollutants such as an increased NO2 to NO ratio leading 

to the potential for higher local O3 concentrations [Millstein and Harley, 2010] or a possible fuel penalty resulting from increased 

back pressure.  As with any end-of-pipe abatement technology, the net climate effect of the installation of a diesel particulate filter 

will be different from the net effect of the diesel category overall because a filter does not reduce all pollutants equally.   
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   [28]   Technical mitigation of diesel engines is in the mature stage for end-of-pipe control, but may have reached only the 

solidifying stage for retrofit programs.  In addition, programs that promote mitigation are in a wide range of phases in less-

industrialized countries. 

12.4.2.  Industry 
   [29]   Figure 10.1 shows that emissions from industrial sources as a whole are likely to produce net negative direct and indirect 

climate forcings due to co-emissions, especially sulfur.  However, industrial sources are quite heterogeneous, and the aggregated 

value in Figure 10.1 masks the fact that individual source profiles have more positive or more negative forcing.  For example, 

emissions from the Bull's trench brick kiln shown in Figure 10.3, which is an Indian brick kiln using low-sulfur coal, likely 

produces positive forcing.  Other industrial coal combustion activities discussed in Section 3 include small boilers, process heat for 

brick and lime kilns, and coke production for the steel industry.  Knowledge regarding this source category is in an emerging state.  

Data availability for both activity and emission factors for these sources are poor; estimates of emission magnitudes and 

composition sometimes have no measurement support.   

   [30]   Extensive work has addressed emission reductions from industrial and manufacturing sources, but these measures may not 

apply to installations such as brick kilns or coke ovens, which are widespread in developing countries and almost completely absent 

in developed countries.  Likewise, although technical and programmatic feasibility is in advanced stages in industrialized countries, 

it is still in emerging stages in the developing countries where most BC emissions occur. 

   [31]   Lower-emitting technology and controls exist for both brick kilns [Heierli and Maithel, 2008] and coke ovens [Polenski and 

McMichael, 2002; EPA, 2008].  These alternatives usually require complete replacement of the installation with more modern 

technology and thus require large capital outlays (at least 25,000 USD for a more energy efficient technology identified by Heierli 

and Maithel [2008]).  To the extent that lower-emitting technologies emit less BC per unit fuel, they would be more beneficial for 

climate purposes than technologies that strictly improve efficiency (and would therefore reduce BC or sulfur per unit output in equal 

proportions). 

   [32]   Rypdal et al. [2009a] found that industrial source abatement makes up a significant fraction of the least expensive abatement 

options globally based on extrapolating GAINS model cost curves to the developing world.  Rypdal et al. did not consider fuel 

switching as a mitigation option, which is especially important for reductions of residential combustion emissions.  Streets [2007] 

found that East Asia was a source of potential industrial reductions of BC emissions, but that existing regulations have already 

captured a large portion of those reductions in other regions. 

   [33]   In some regions, both coke ovens and brick kilns are being phased out due to developing government action.  The fraction of 

coke produced by traditional or beehive ovens in China has declined after the 1990s [Huo et al., 2012], and several South Asian 

countries have introduced regulations to limit brick kiln operation near urban areas.  Improved kilns could also improve efficiency 

for charcoal production and thereby reduce emissions in Kenya [Bailis, 2009].  Potential for addressing these sources could be large.  

Replacement of a single industrial source would reduce larger quantities of emissions than a replacement of a residential or mobile 

source and, thus, transaction costs could be lower. 

12.4.3.  Residential solid fuel: Heating 
   [34]   As shown in Figures 3.2 and 3.3, wood for heating purposes is a significant source in northern regions such as Europe, North 

America, and central Asia [see also Arctic Council Task Force, 2011].  Figure 10.1 shows little to no potential for reducing global 

climate forcing from conventional wood stoves by targeting BC emissions because co-emitted species contribute a negative climate 

forcing, and the net effect of emissions from the residential heating category is uncertain in sign.  Like industrial sources, this sector 

is also heterogeneous.  Figure 10.3 shows that wood boilers specifically offer potential to reduce positive forcing associated with 

BC emissions.  Further, the potential for mitigating climate forcing might be greater in certain regions such as the Arctic.  Quinn et 
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al. [2011] states that OA co-emitted with BC is unlikely to offset positive climate forcing due to BC when emissions reach the 

Arctic.  Over snow and ice covered surfaces, even OA may exert a positive forcing.  Furthermore, as noted in Section 6.2, the net 

aerosol indirect and semi-direct effects in the Arctic may lead to a smaller negative forcing or even positive forcing compared with 

the global average.  UNEP/WMO [2011a; b] explored the effect of widespread adoption of pellet stoves and boilers in industrialized 

countries as well as use of coal briquettes in China, Russia and Eastern Europe, and found that the combination resulted in 0.05°C 

of avoided warming globally and 0.1°C of avoided warming in the Arctic by 2040.   

   [35]   Wood stoves serving single-family homes can be used as the primary source of heat or as a supplement to conventional 

heating systems.  Stove emissions can be reduced through changes in the stove technology or changes in the nature of the fuel.  In 

the USA, emission limits have been in place for new stoves since 1988.  Three major categories of stoves meet modern particulate 

emission standards:  non-catalytic, catalytic, or pellet stoves.  Non-catalytic stoves include baffles and secondary combustion 

chambers for emission reductions whereas catalytic stoves reduce emissions through the use of metals that increase oxidation rates.  

Catalytic stoves are slightly cleaner and more efficient, but are more expensive and require more maintenance and upkeep.  Pellet 

stoves are designed to burn pellets of sawdust, wood, or other biomass materials.  In Europe, several countries (e.g., Nordic 

countries, Germany, Sweden, and Austria) have introduced voluntary eco-labeling of stoves with standards for efficiency and 

emissions. Some countries (e.g., Austria, Sweden, Norway, Denmark, Germany) also issued national emission standards for small 

residential installations; the most comprehensive at this time is a German law from 2010 (Federal Law Gazette, 2010).  Finally, the 

European Commission Renewable Directive (2009/28/EC) set combustion efficiency standards while the Ecodesign Directive 

(2009/125/EC) is being extended to include small residential combustion of solid fuels.  These developments mean that the 

technical feasibility of alternatives is in the mature phase, although programmatic feasibility for widespread implementation may 

vary considerably by country.  While pellet stoves are cleaner than many other options, they may not be cost-effective for users who 

harvest their own wood for fuel.  Prices for these kinds of stoves range from 1000 to 3000 USD; one estimate suggests that the cost-

effectiveness of reductions for replacement of a wood stove ranges from 130 USD (Mg PM)-1 for a non-catalytic stove to almost 

1000 USD (Mg PM)-1 for a pellet stove [Houck and Eagle, 2006].  Few studies have examined the relative BC to POA ratios for 

each of these technologies and, therefore, the net climate effect of switching to a less polluting technology may differ from the net 

climatic impact of the entire category. 

   [36]   Larger boilers for multi-family homes may also be wood-fired, and such installations are found in several European 

countries.  These boilers can range from 150 kW up to 1 MW in size.  Little information is available about the quantities and 

technologies used in these installations.  Cyclones are sometimes used to reduce PM emissions in older installations, but more 

advanced controls would be required for effective removal of submicron particles, including BC.  Newly built installations are often 

efficient, low-emission pellet, chip, or sawdust boilers. 

12.4.4.  Residential solid fuel: Cooking 
   [37]   Figure 10.1 shows a slight net positive forcing, with large uncertainty, from biofuel cooking based on emission factors within 

the GAINS model.  Positive forcing by BC is offset by direct and indirect effects of co-emitted organic matter.  In contrast, Figure 

10.3 shows a more strongly positive forcing from residential cooking stoves based on in-field measurements, so careful scrutiny of 

specific technologies is necessary to have confidence in the net effect of mitigation choices.  For wood use, changes in the methane 

budget caused by direct methane and CO emissions add positive forcing in the long-term.  Therefore, mitigation options that reduce 

all products of incomplete combustion have the potential to reduce long-term forcing even if first-year forcing is uncertain. 

   [38]   Residential solid fuel is used for cooking primarily in developing countries, and consists of wood, agricultural residues, 

dung, charcoal, and coal.  Improved household energy solutions have been sought for several years.  In the early 1980s, forest 

depletion was the main reason for concern.  More recently, in addition to forest depletion, concern is also driven by high PM 
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exposures resulting from indoor solid-fuel use; these exposures lead to severe respiratory ailments and premature deaths numbering 

in the millions annually [Smith et al., 2004].  These activities have largely taken place in the context of development programs 

without the large-scale investment in environmental measurement or engineering solutions that characterizes the move toward 

mature technology development.  

   [39]   Stove improvements and fuel switching are the main solutions to reduce environmental and health impacts of household 

energy use.  Early programs that focused on stove efficiency did not always improve air quality [Smith et al., 2007], implying that 

they had little effect on BC.  Since that time, stove improvements have included insulating combustion chambers, adding chimneys, 

and managing air-fuel mixing before and after combustion [Bryden et al., 2006].  Chimneys can reduce indoor air pollution and 

improve combustion by adding draft through the chamber, although some of the reduction in indoor pollution is accomplished by 

shifting the particulate matter outside [Johnson et al., 2006].  Improved stove design has resulted from the advent of emission 

testing by non-governmental organizations [MacCarty et al., 2010], and efforts to promote mass manufacture are also occurring.   

More advanced combustion technology coupled with a broader understanding of the field has resulted in renewed interest [World 

Bank, 2011].  Nevertheless, understanding of in-use efficiency and emissions as compared with laboratory performance is still 

limited [Roden et al., 2009; Johnson et al., 2006; Johnson et al., 2008; Christian et al., 2010], with in-use emissions typically 

higher than those measured in laboratory settings.  While enhancing efficiency of these stoves decreases total emissions, field 

measurements indicate that particulate emission per unit fuel is reduced by only up to 50% [Roden et al., 2009].  Much of the 

emission reduction may be POA rather than BC, so that not all mitigation options may reduce total climate forcing. 

   [40]   Air flow management in stoves and cleaner fuels may be required to reduce emissions further.  The former can be 

accomplished either with fans that introduce secondary air or with gasification stoves, which separate fuel devolatilization and 

combustion.  Both fan stoves [Jetter and Kariher, 2009] and gasification stoves [Mukunda et al., 2010] show very good emission 

performance in laboratory settings, but they are rare enough in the field that in-use performance is not well characterized.  Stoves 

without chimneys are in the 10-20 USD range, while those with chimneys require more material, individual installation and 

presently range from 40-100 USD.  Gasifier stoves are typically 50-100 USD. 

   [41]   Emissions from residential cooking are greatly reduced when the users switch to modern fuels such as liquefied petroleum 

gas, kerosene, or electricity [Smith et al., 2000a; b].  Cleaner fuels can also be provided by processing solid fuels and producing 

briquettes, pellets, and charcoal made from either wood or agricultural waste.  Some programs deliver both stove and fuel [Zhi et 

al., 2009], because performance depends on the combination of the two.  However, emissions from fuel production in addition to 

end-use must be considered in the calculation of climate impact [Bailis et al., 2005]. 

   [42]   Implementation of cookstove replacement programs is challenging.  Cookstove initiatives that do not offer affordable, 

reliable operation that meets the needs of the main user in real-world settings may not have long-term success [Hanna et al., 2012].  

Historical programs in China had some success in delivering better wood stoves with chimneys [Smith et al., 2007, Sinton et al., 

2004] but a large, long-standing national program in India may not have affected emissions.  These are examples of the importance 

of addressing implementation feasibility alongside cost and environmental attributes.  Most recently, the Global Alliance for Clean 

Cookstoves was launched as a public-private initiative to address public health and climate change by “…creating a thriving global 

market for clean and efficient household cooking solutions.”  Technical and programmatic feasibility for this source category is in 

the emerging phase. 

12.4.5.  Open burning  
   [43]   Figures 10.1 and 10.3 show either near-zero or net negative forcing estimates for current baseline emissions from agricultural 

burning, forest burning and grassland burning.  The negative climate forcing from co-emitted POA is substantial for each category, 

even offsetting the long-term positive forcing caused by effects on the methane budget.  These sources, therefore, are not good 
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candidates for BC-focused mitigation actions, if near-term global climate change is the main concern.  The exception here, as with 

residential heating, is if some burning sources affect the Arctic or other snow- and ice-dominated areas or have other significant 

regional climate impacts [Section 7; Quinn et al., 2011]. 

   [44]   Work on open burning reduction for BC mitigation is moving from the nascent to the emerging phase of analysis in Figure 

12.1.  For open burning sources the preliminary nature of the analysis, resistance to changing management practices, and difficulties 

in quantifying reductions may present barriers to implementing mitigation options.  

   [45]   Sarofim et al. [2010] analyzed biomass burning abatement potential in the USA by considering mitigation options such as 

using propane burners on stacked crop residues, backing fires, conservation tillage, soil incorporation, central processing sites, and a 

number of forestry prescribed-burn mitigation options [derived from Ottmar et al., 2001; EPA, 1992, 2005; Massey, 1997; WRAP, 

2002; USDA, 2005].  Some of the options are estimated to have negative costs: mainly conservation tillage for agriculture [Massey, 

1997], but also mechanical removal of small trees followed by use of the biomass as feedstock for electricity generation facilities 

[USDA, 2005].  The remaining options for reducing BC emissions for less than 40 thousand USD (Mg)-1 all relate to adoption of 

practices to reduce emissions from prescribed burning of forests or grasslands.  While this analysis serves as a representative 

example of how to develop mitigation cost estimates for open burning, extension of this analysis to regions outside the USA is only 

appropriate for regions with similar properties in terms of managed forests, grasslands, and agricultural practices.   

12.4.6.  Other sources 
   [46]   Marine shipping contributes about 2% of global BC emissions, but may constitute a larger fraction of direct BC emissions in 

remote regions.  In particular, the Arctic is a sensitive region with few other direct sources of BC emissions, where the high surface 

albedo due to snow and ice cover will reduce the cooling by co-emissions, and where there is potential for increased ship routes in 

the future as sea ice recedes (though the reduction of sea-ice cover will also lead to a reduced albedo and, therefore, a smaller BC 

impact over time).  If sulfate emissions from ships are controlled for non-climate reasons, the BC-to-sulfate ratio will increase and 

increase the probability that mitigation would have net climate benefits.  For example, new regulations of the United Nations 

International Maritime Organization will require sulfur content in fuel for marine vessels to be reduced to 0.5% by 2020 [Winebrake 

et al., 2009], and some proposed and existing Emission Control Areas currently have stricter standards than the global standard of 

4.5%.  However, the fact that most BC emissions from ships occur over low-albedo surfaces in regions where hydrological impacts 

are less critical means that mitigation of emissions globally is less likely to have climate benefits. 

   [47]   There is interest in better quantifying BC emissions from oil and gas flaring but the work in this area is still preliminary 

[Arctic Council Task Force, 2011].  As shown in Table 3.5, there are a number of other smaller BC sources such as power 

generation and gasoline engines that have traditionally not been a major target of BC mitigation analysis.  However, there have been 

some exceptions.  Shindell et al. [2011] show that BC reductions are a key contributor to net cooling resulting from tighter gasoline 

vehicle standards.  There has also been occasional interest in the impacts of BC emissions from aviation despite being less than 1% 

of global emissions.  However, due in part to the altitude of the emissions [Hendricks et al., 2005; Koch et al., 2005] there is little 

BC mitigation data available for these sources.  

12.5.  International perspective on BC reductions in aggregate 

   [48]   In addition to understanding the BC mitigation opportunities and potential for each individual source, as briefly provided 

above, we present here a more macro perspective for evaluating BC mitigation. 

12.5.1.  Projected future emissions 
   [49]   Mitigation considerations are informed by how emissions are projected to change over time.  Future emission drivers include 

economic development, implementation of air quality policies, technological changes, fuel consumption and quality (including 
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sulfur content), land-use change, and behavioral changes.  When using projections to prioritize mitigation, it is important to 

differentiate between those projections which are solely based on existing policies and drivers, and those that make projections 

based on a presumption of future regulations due to, for example, an assumption that a richer society will demand cleaner air.  For 

projections based on existing regulations, sectors where emissions are expected to grow over time or remain significant are of more 

importance than those where emissions are expected to decline – however, for projections which include assumptions about future 

policies, it is important not to discount mitigation actions that are assumed but not yet implemented.  A few studies have looked at 

future BC projections:  Streets et al. [2004], Streets [2007], Streets et al. [2011], Cofala et al. [2007], and Rypdal et al. [2009a] 

globally; Klimont et al. [2009] in Asia; Sarofim et al. [2010] and EPA [2012] in the USA, Rypdal et al. [2009b] in the USA, 

European Union, and China; and Walsh [2008] for the global transport sector.  Using the RAINS (Regional Air Pollution 

Information and Simulation) model, Cofala et al. [2007] estimated a 17% reduction of global anthropogenic BC emissions by 2030 

relative to present, mainly due to reductions in the mobile sector (diesel particulate controls) and the domestic sector (less coal use 

and replacement of traditional stoves).  Streets [2007] also shows global reductions in BC emissions of 9 to 34% by 2030 relative to 

present, and highlights some regions and sectors where projected emissions may increase under some scenarios over that time 

period.  The changes depend on assumptions about growth, technology development, and environmental policy creation and 

enforcement.  The growth regions and sectors include residential emissions in Africa, open biomass burning emissions in South 

America, and transportation emissions in the developing world.  Projections by Streets et al. [2011] show similar regional 

differentiation in future trends but with less overall global BC emissions decline by 2030.  In these projections, decreases between 

2005 and 2030 in Northeast Asia, Southeast Asia, the Pacific, North America and Europe due to further air pollution legislation 

result in slight net global decreases despite increases in most other regions.  It has also been suggested that retreat of Arctic sea ice 

may increase marine shipping in the Arctic [Granier et al., 2006; Corbett et al., 2010], which might lead to increased emissions in a 

region with higher sensitivity to carbonaceous emissions due to snow albedo effects.   

   [50]   Because of the short atmospheric lifetime of BC, the timescale of projections most pertinent to mitigation decisions are those 

on timescales similar to the lifetime of infrastructure investments (i.e., two to three decades).  Nevertheless, for a long-term 

perspective, it is also instructive to view how BC and co-emissions of POA are projected within the models that have traditionally 

been used to produce long-term (i.e., out to year 2100 or even beyond) GHG emission scenarios.  Long-term emission scenarios 

have been developed for the climate projections of the forthcoming IPCC Fifth Assessment Report (www.ipcc.ch), scheduled for 

publication in 2013.  These emission scenarios are referred to as ‘Representative Concentration Pathways’ and based on scenarios 

from four modeling teams (available at http://www.iiasa.ac.at/web-apps/tnt/RcpDb).  These pathways are named according to their 

2100 radiative forcing level as reported by the individual modeling teams (the four range from 2.6 to 8.5 W m-2).  The radiative 

forcing estimates are based on the forcing of GHGs and other forcing agents, including BC and OC.  The Representative 

Concentration Pathways do not represent specific futures with respect to climate policy action (or no action).  Any differences can 

be attributed in part to differences between models and scenario assumptions (scientific, economic, and technological).  Across the 

four modeling scenarios, projected patterns of global BC emissions are similar:  emissions after 2010 decrease steadily, reaching 

about half of 2010 emissions by the end of the century (Figure 12.2) [RCP Database, 2009].  Sectorally, there are more differences: 

global emissions in each major sector increase in at least one model out to 2020, and one model shows an increase in global open 

burning emissions even out to 2030.  Regionally, several scenarios show emission growth in Asia (especially transport) and the 

Middle East and Africa regions (residential and commercial).  Organic carbon emissions show a somewhat less consistent pattern, 

where, depending on the modeling team or scenario, emissions are projected to remain relatively steady or decline more gradually 

throughout the century.  The economic models that produce these scenarios treat emissions in aggregate and lack engineering 
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details, especially after 2030.  Therefore, the projection of declining BC and POA emissions is not based on specific policies or 

technology shifts, but on the assumption that cleaner fuels are used and emission factors decline as income increases.  

12.5.2.  Comprehensive international assessments of BC mitigation actions 
   [51]   Few studies have examined the potential for BC mitigation across multiple emission sources and across multiple regions 

within a common economic modeling framework.  Simple analyses include those of Bond and Sun [2005], Montgomery et al. 

[2009], and Kandlikar et al. [2009], who assessed costs and benefits of a few BC mitigation options.  Diesel engine retrofits and 

replacements, cookstove replacements, and super-emitting vehicles are analyzed in all three studies, in addition to gasoline engine 

and industrial kiln upgrades in a subset of the studies.  All three studies identified cookstoves as having the most promising cost-

benefit characteristics, whether to achieve climate benefits alone or both climate and health benefits.  These studies considered 

neither the counteracting role of co-emitted aerosols and precursors on indirect effects, nor the additional longer-term positive 

forcing by co-emitted gases, which could change the results of the analysis. 

   [52]   Analyses by UNEP/WMO [2011a; b] and Rypdal et al. [2009a] assessed future mitigation strategies to reduce the climate 

impact of BC and POA from contained combustion.  Rypdal et al. [2009a] developed cost curves for each of 12 major world regions 

to describe the technical mitigation potential and costs of reducing BC, as well as co-emitted OC.  The cost curves for Europe were 

generated by the RAINS model, while extrapolations were made for other regions due to lack of detailed region-specific data on 

technology availability and costs.  Because of this extrapolation, the analysis excluded viable alternatives for some sources, 

especially those for which knowledge is still emerging or is in the early stages of solidifying.  For example, small industrial sources 

and cooking stoves are not widely used in Europe, so replacement technologies were not present in RAINS.  Fuel switching was not 

considered as an option either.  These omissions mean that some BC mitigation opportunities are not captured by the analysis.  

Under these assumptions, in the year 2030, 418 Gg of BC yr-1 could be reduced for 4 billion USD annually, 775 Gg for 30 billion 

USD, and 1200 Gg for 126 billion USD.  In comparison, the Rypdal et al. study projected that 4400 Gg BC will be emitted in 2030 

under current legislation.   

   [53]   While mitigation in the transport sector dominated the suite of feasible reductions in 2030 in the Rypdal et al. [2009a] 

analysis, emission reductions from industrial process activities (such as coke ovens in China and brick kilns in India) are less 

expensive and, therefore, made up the majority of the first quartile of emissions reductions, as ranked by cost effectiveness.  

   [54]   UNEP/WMO [2011a; 2011b] identified several BC mitigation measures that could produce a net global-mean cooling effect.  

Measures were initially chosen from the GAINS database using one specific value of GWP from the literature.  The opportunities 

identified included tightening of diesel emission standards (i.e., including use of particle filters), brick kiln and coke oven 

modernization, cookstove improvements, use of efficient pellet stoves for residential heating as well as substitution of coal by coal 

briquettes, and reduction of agricultural waste burning.  Impacts and uncertainties of the selected measures were then evaluated in 

more detail.  The ultimate analysis of temperature impacts was based on modeling the change in radiative forcing when the 

mitigation measures were applied in two climate models.  The percentage of industrial-era forcing reductions achieved by the 

measures was scaled by a best estimate and central range of industrial-era forcings.  Thus, as in this assessment, modeled BC DRF 

was increased based on the models’ underestimate of BC AAOD relative to observational constraints. 

   [55]   Total BC climate forcing is larger in this assessment (+1.1 W m-2, with uncertainty range of (+0.17 to, +2.1) W m-2) than in 

the UNEP/WMO Assessment (+0.60, (0.0, +1.0) W m-2) [UNEP/WMO, 2011a; b].  Large uncertainties are attributed to indirect 

effects in both reports.  Major differences of our BC forcing compared with the UNEP/WMO assessment are the adjustment to 

observed absorption, which increases direct forcing; explicit inclusion of the cloud absorption effect; and selection of more negative 

liquid-cloud effect and more positive mixed-phase cloud effect based on tabulating individual studies. 



A
cc

ep
te

d 
A

rti
cl

e
 

 

   [56]   Additional differences between the two assessments are attributable to the treatment of co-emitted POA, especially its 

indirect effect.  The present assessment attributed indirect forcing to different aerosol species based on total atmospheric mass.  

Given the lack of constraints from the literature and the lower solubility of OA, the UNEP/WMO Assessment instead attributed 

indirect effects entirely to sulfate.  The total net forcing from co-emitted POA is much smaller in the UNEP/WMO assessment, so 

that climate benefits of measures tend to be larger than those estimated here.  Both assessments stress the uncertainty in attribution 

of aerosol indirect effects to individual species, and both include large ranges in assessed climate impact.  

   [57]   In the UNEP/WMO Assessment, BC measures were grouped into ‘technical’ and ‘regulatory’ groups.  The technical group 

included primarily diesel measures and the emission reductions produced net cooling, as also suggested here.  The regulatory group 

of measures had impacts whose range encompassed zero, as also found here.  

   [58]   Shindell et al. [2012] used the same emission scenarios described above along with detailed climate modeling, and found 

global mean temperature impacts consistent with the simplified estimates in the UNEP/WMO Assessment.  In that model, the 

combined indirect and semi-direct aerosol forcings resulting from the measures were negative and, hence, augmented rather than 

offset the reductions in BC DRF.  In addition to radiative forcing and global mean climate response, both the UNEP/WMO 

Assessment and Shindell et al. [2012] estimated the impacts of the mitigation measures on health, crop yields, and Arctic 

temperatures, with large regional precipitation shifts attributed to BC in the climate modeling study. 

12.6.  Policy delivery mechanisms 

   [59]   At the international level, there are forums and agreements where BC mitigation strategies could be addressed.  The eight-

nation Arctic Council is currently exploring mitigation opportunities for BC, and the Convention on Long-Range Transboundary 

Air Pollution is exploring the question of how BC could be addressed within its current structure.  In 2012, a growing number of 

nations have announced their support of the voluntary Climate and Clean Air Coalition [http://www.unep.org/ccac] to Reduce 

Short-Lived Climate Pollutants.  Barriers include questions about addressing both long-lived GHGs and short-lived forcers such as 

BC in a common framework (see Section 11), and concerns about the consequences of de-emphasizing the importance of long-lived 

GHGs. 

   [60]   Even if international agreement occurs to move forward with BC reductions, implementation must take place within 

individual countries.  Existing air quality policies may offer the means to deliver near-term mitigation strategies for BC in 

developed countries and, where such policy frameworks exist, in developing countries where most growth in BC emissions is 

expected to occur.  For example, existing vehicle emission standards for new vehicles, and scrappage and retrofit programs may 

provide a means of implementing additional BC mitigation in the transportation sector.  Other sources may require additional 

infrastructure for implementation on a large scale, such as reductions of residential cooking emissions in remote areas of developing 

countries.  Some important BC emission sources, such as remote open burning, may lack a policy or program infrastructure 

supporting reduction.  The portfolio of regulations, policies, and programs capable of delivering BC mitigation varies by country, 

and in some cases could even vary within a country where some air-quality or land-use policies are administered at sub-national 

levels.   

12.7.  Synthesis of considerations for identifying important mitigation options 

   [61]   Table 12.1 provides a matrix that presents multiple criteria discussed in this section, and evaluated elsewhere in this 

assessment, to help identify important mitigation strategies.  It summarizes the level of understanding for the following key 

considerations for identifying promising mitigation opportunities for BC: the magnitude of the emission source (and thus a first-

order indication of technical mitigation potential), the potential to reduce net climate forcing, the potential to benefit sensitive 

regions such as the Arctic, the availability of technologies and management practices, the costs of these strategies, potential health 
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benefits, and implementation feasibility.  Not all of the factors for all emission sources can currently be quantified with uniform, or 

even robust, levels of understanding.  The ‘level of understanding’ evaluations in this table are intended to be illustrative and are 

informed both by quantitative analysis from previous sections of this assessment and by qualitative judgment for some of the non-

science factors briefly discussed in this section.  

   [62]   There is considerable variation across BC sources regarding the potential to reduce globally averaged, positive net climate 

forcing, with many broad emission categories such as residential coal burning, field burning and forest burning offering at best 

uncertain potential in this regard.  If controlling some of these sources preferentially reduces climate forcing in the Arctic or other 

snow- and ice-dominated regions, or avoids interference with the Asian Monsoon, climate benefits not reflected in Figure 10.3 may 

accrue.  With regard to technical feasibility, there are known emission mitigation options for most BC sources.  However, there is 

variation in the degree to which these mitigation options are characterized with regard to impacts on BC and co-emissions and costs.  

Programmatic feasibility also varies.  Some emission sources are already associated with a policy infrastructure to deliver mitigation 

practices at large scale (e.g., diesel sources), whereas other sources (e.g., forest burning) are less amenable to near-term and large-

scale policy intervention.  

   [63]   While health effects are not evaluated in this report, there is always the potential to obtain some degree of health benefits by 

mitigating BC emissions.  Emissions that preferentially occur in populated areas have large health impacts, while emissions that 

occur indoors expose fewer people, but at higher concentrations.  The lowest health impacts occur for outdoor emissions that occur 

at low population density.  UNEP/WMO [2011a; b] and Anenberg et al. [2012] provide detailed evaluations of health impacts from 

outdoor air.  

   [64]   Diesel sources of BC appear to offer the most promising mitigation opportunities in terms of near-term forcing and maturity 

of technology and delivery programs.  Although some options, such as diesel retrofits, may be costly relative to other BC mitigation 

options, they may also deliver significant health benefits.  Mitigating emissions from residential solid fuels may yield a reduction in 

net positive forcing.  The near-term net effect remains uncertain because of uncertain knowledge regarding the impacts of co-

emitted species on clouds, but longer-term forcing by co-emitted species interacting with the methane budget is positive.  

Furthermore, the evolution of feasibility is still in the emerging phase for these sources.  The net effect of small industrial sources 

depends greatly on the sulfur content of individual sources, and the feasibility of mitigation is in the emerging phase.  Individual 

source types that have low sulfur emissions and for which alternative technology is available could offer net climate benefits.   
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Appendix A.  Author contributions 

The development of this assessment required a large, diverse group of dedicated authors.  They synthesized multiple topics in the 

individual sections and interlinked the topics throughout.  Each section required lead-author commitment equivalent to the 

production of a typical journal paper.  The publication of this assessment in a peer-reviewed journal necessitates a first author, 

thereby precluding the section lead authors from receiving the lead-author credit normally accorded for this level of effort.  The 

author order begins with the first author and three coordinating lead authors (Doherty, Fahey and Forster) followed by the lead 

authors and contributing authors in alphabetical order.  The table below acknowledges the principal contributions of each author in 

an attempt to further recognize their substantial investment in this assessment.  The role of coordinating lead authors was shared by 

T. C. Bond, S. J. Doherty, D. W. Fahey, and P. M. Forster.   

 

Table A.1.  Author principal contributions 

Section – topic Lead authors Contributing 

authors 

1 – Introduction  T. C. Bond  

2 – Measurements and 

microphysical properties 

P. K. Quinn 

Y. Kondo 

S. Ghan 

U. Lohmann 

J. P. Schwarz 

3 – Emissions C. 

Venkataraman 

M. G. Schultz 

T. C. Bond 

S. K. Guttikunda 

P. K. Hopke 

J. W. Kaiser 

Z. Klimont 

4 – Constraints on abundance S. Kinne 

T. C. Bond 

M. Schulz 

5 – Direct radiative forcing S. Ghan 

M. Schulz 

S. Kinne 

T. C. Bond 

H. Zhang 

 

6 – Cloud effects D. Koch 

B. Kärcher 

T. Storelvmo 

U. Lohmann 

7 – Cryosphere changes S. J. Doherty 

M. G. Flanner 

S. G. Warren 

 

8 – Climate response P. M. Forster N. Bellouin 

D. Koch 
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M. G. Flanner 

S. J. Doherty 

M. Z. Jacobson 

D. Shindell 

C. S. Zender 

9 – Synthesis P. M. Forster 

D. W. Fahey 

 

10 – Net climate forcing T. C. Bond  

11 – Emission metrics T. Berntsen  

12 – Mitigation 

considerations 

B. J. DeAngelo 

M. C. Sarofim 

S. Zhang 
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Appendix B.  Using sky-photometer aerosol absorption optical depth retrievals to constrain black carbon 

models 

B.1.  Background and methods 

   [1]   Aerosol absorption optical depth (AAOD) associated with BC column amounts is a key factor controlling model estimates of 

BC DRF.  The diversity in modeled BC AAOD is one of the major factors contributing to diversity in estimates of BC DRF.  To 

reduce BC-DRF uncertainty, we use retrievals from a global network of ground-based sun-/sky-radiance observations (AERONET) 

to adjust the BC AAOD simulated by models.  Our AAOD estimates use measurements that cover complete annual cycles for 2000 

to 2010 at 171 land sites distributed worldwide, and data from an additional 78 sites with incomplete annual cycles.  By applying 

some assumptions, detailed below, values of BC column absorption (BC AAOD) can be extracted from the AERONET retrievals.  

These values can be compared to those simulated by models at the same location and time, and regional scale factors for BC AAOD 

can be determined from the ratio of observationally estimated to simulated BC AAOD.  These scale factors are used in this 

assessment to reduce the bias in models used to determine BC DRF. 

   [2]   Sun and sky radiance observations [Dubovik and King, 2000] in the mid-visible range allow inference of the aerosol column 

absorption in terms of the AAOD (= AOD × [1-ω0]) from retrievals of AOD and single-scattering albedo (ω0) at 550nm.  Regular 

retrievals for cloud-free conditions with identical instrumentation at many AERONET locations [Holben et al., 1998] provide 

extensive coverage over continents and islands.  A comparison of AAOD retrievals with in-situ measurements showed good 

agreement from 300 to 700 nm and a possible high bias in AERONET AAOD at 880 nm [Corrigan et al., 2008, Figure 16].  

However, because retrievals of ω0 are less certain at low AOD [Dubovik et al., 2000], absorption data for low AOD cases were 

removed from the official AERONET Version 2.0 product.  This filter introduces a positive bias for local statistics of AAOD 

because only cases with high AOD are counted.  To remove this AAOD bias, missing refractive index data in the Version 2.0 data 

product have been recovered from the lower quality Version 1.5 data product, so that now low AOD cases are included as well.  

This procedure adds noise to the retrieved AAOD data set, but is expected to reduce the sampling bias (O. Dubovik, personal 

communication).  However, a small positive sampling bias may still exist, because values of ω0 greater than one (negative 

absorption) are excluded from the data set.  The retrieved AAOD is very similar to that from an alternative procedure in which ω0 is 

retrieved only from high-AOD observations at each station and applied to all AOD values at that station, thus maximizing the use of 

Version 2.0 data.  The mean AAOD averaged over all samples at all AERONET sites is 0.018 using the Version 1.5 ω0, which is a 

factor of 2 smaller than the mean value (0.040) from the version 2.0 retrieval of AAOD. 

   [3]   Refractive indices at 440 nm and 670 nm inferred from the AERONET data are interpolated to 550 nm.  Real refractive 

indices are interpolated linearly and imaginary refractive indices are interpolated in log-log space, which would produce spectral 

absorption that is well described by the absorption Ångström exponent (Eqn. 2.1).  In the mid-visible solar spectral region, non-BC 

contributions to absorption are mainly from relatively coarse dust particles.  To separate BC AAOD from total AAOD, we assume 

that BC controls the mid-visible absorption of small (i.e., ‘fine-mode’) aerosol particles and dust controls the absorption of particles 

larger than 1 µm diameter.  This implies that any mid-visible absorption by organic matter, brown carbon or small-sized dust is 

attributed to BC.  This separation by size is possible because the AERONET inversion method provides detailed size-distribution 

data.  We estimate dust AAOD from the super-micron part of the retrieved size distribution and an assumed refractive index of 1.55 

+ 0.0015i [Table 1 of Dubovik et al., 2002].  Finally, BC AAOD is estimated as the difference between the AERONET total AAOD 

and the dust AAOD.  All calculations are performed at 550 nm. 

   [4]   The AERONET retrieval also provides an estimate of the refractive index, but it applies to the entire aerosol in the column 

which almost always contains a combination of constituents and, thus, the index is not applicable for individual components of the 
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column aerosol such as BC, OA and dust.  Thus, we use an assumed value for the dust refractive index rather than a retrieved value 

from AERONET to calculate the dust contribution to total AAOD.  Similarly, assuming the imaginary part of the retrieved 

refractive index applies to submicron particles yields BC AAOD estimates that are two low if the dust absorption dominates the 

retrieved refractive index, because the retrieval is strictly valid only for the entire size distribution (see Section B.2). 

   [5]   If AERONET stations provided globally uniform high-resolution coverage for ocean as well as land locations, the AERONET 

BC-AAOD retrievals could be directly used to constrain model simulations.  However, Figure 4.3 shows that, although there are 

hundreds of AERONET stations distributed across the Earth, coverage is limited to land and is far from homogeneous over land.  

Additional assumptions are required for locations without AERONET data. 

   [6]   To fill in the gaps between stations we use spatial distributions of BC AAOD from AeroCom simulations [Kinne et al., 2006].  

Median values of the set of 15 AeroCom models are used for each month and mapped onto a 1°x1° latitude-longitude grid.  The 

model ensemble median is, henceforth, referred to as the AeroCom median.  The AeroCom BC AAOD is estimated from the BC 

AOD saved for each model.  Based on Mie theory and the assumption of the same BC size distribution (i.e., lognormal with 0.065-

µm number mode radius and geometric standard deviation of 1.7) and refractive index (1.7, 0.7i) for all models, we use an ω0 of 

0.36 for BC to convert from BC AOD to BC AAOD.  To compare AeroCom models that estimate only industrial-era BC AAOD 

with AERONET observations of total AAOD, we rely on one AeroCom model (LOA) to provide the industrial-era fraction of BC 

(i.e., (all-source BC AAOD - pre-industrial BC AAOD) / (all-source BC AAOD)), thus estimating a pre-industrial background 

AAOD of 0.0004.  Using global mean values for both the industrial-era and all-source BC AAOD this ratio in the LOA model is 

0.80, but the ratio among model grid boxes (1°x1°) varies widely, from near zero in regions with large natural emissions to 97% in 

regions with large anthropogenic emissions.  Modeled global mean values without any scaling are 0.00172 for industrial era BC 

AAOD and 0.00212 for all-source BC AAOD. 

   [7]   The AeroCom BC-AAOD values do not agree with the AERONET retrievals, so the BC-AAOD distribution from AeroCom 

is scaled to agree with the AERONET retrievals at the station locations.  Errors in emissions or BC scavenging vary spatially, 

producing different biases, so separate scale factors are calculated for each region (Table B.1, Figure 3.1).  For each region, all 

AERONET data available for a given month are combined, and from this data set a characteristic regional value is calculated using 

the average values between the 25% and 75% percentiles.  This average is chosen instead of the mean to avoid the impacts of 

extreme outliers.  The same quantity is determined for the AeroCom median field at the locations of AERONET observations.  

These averages are referred to as the “characteristic values” from AERONET and AeroCom.  The ratios of the AERONET to 

AeroCom characteristic values then define the regional (monthly) scale factors. 

   [8]   Table B.1 lists annual mean characteristic values of BC AAOD for each region from the AERONET retrievals and from the 

AeroCom median model at the same month and locations as the AERONET retrievals.  The ratios of the characteristic values 

(AERONET/AeroCom), also listed in Table B.1, define regional scale factors that can be applied to the AeroCom BC AAOD within 

each region to compensate for regional AeroCom biases.  According to Table B.1 the ratios are larger than 1 for all regions, but vary 

widely from region to region (e.g., 1.6 to 6.2 for annual means) and from month to month within a region (e.g., 0.6 to 10.5).  The 

global annual mean of the resulting scaled AeroCom BC AAOD is 0.00605, which is smaller than the values listed in Table B.1 for 

AERONET locations only.  The table lists BC AAOD at AERONET sites where AAOD is higher than the global average, so the 

global mean after scaling is smaller than the average of the values in the table.  This estimate of BC AAOD attributes all fine-mode 

absorption to BC.  When combined with an estimate of fine-mode AOD from MODIS [Remer et al., 2008], this AAOD yields a 

global, annual average fine-mode single scatter albedo of 0.92. 

   [9]  After scaling to AERONET observations, all-source BC AAOD is 0.00605, and industrial-era BC AAOD is 0.00489, 

assuming the same scaling applies to pre-industrial background BC AAOD because the same biases in BC emission factors, lifetime 
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and optics apply to pre-industrial and present day simulations.  The global average all-source BC AAOD and the industrial-era BC 

AAOD both increase by a factor of 2.9 because the same scaling is applied to pre-industrial conditions.  These fractional increases 

depend on the value of ω0 assumed in deriving unscaled BC AAOD from the model BC AOD fields, but the scaled BC AAOD 

value does not.  If a more-absorbing aerosol (i.e., lower ω0) had been chosen, the unscaled model BC AAOD would be greater, the 

final BC AAOD would be identical, and the percentage increase would be lower.  This has no implications for BC DRF, but it does 

have implications for the scaling of emissions to account for the scaling of BC AAOD. 

B.2.  Uncertainties  

   [10]   Table B.2 summarizes estimates of eight sources of uncertainty (95% confidence) in BC AAOD and how each is estimated.  

We assume the eight factors contributing to uncertainty are uncorrelated, so that they can be added in quadrature.  Two of the 

uncertainties are asymmetric.  The lower and upper uncertainties for all-source BC AAOD are estimated to be -65% and +69%, 

respectively.  For industrial-era BC AAOD, the uncertainties are -64% and +80%, respectively. 

1. Impact of model spatial pattern.  The regional monthly BC AAOD scale factors are based on existing data-pairs 

(AeroCom/AERONET) for each region and month.  The derived scale factor is then applied to all data-points of the reference 

model in that region and month.  However, spatial distributions can vary significantly among models, which introduces 

uncertainty.  To quantify this uncertainty, the analysis was performed after replacing the AeroCom median field with fields from 

three individual models.  This resulted in the following scaled all-source BC AAOD values:  AeroCom median model: 0.0060; 

SPRINTARS: 0.0046; GOCART: 0.0052; and UMI: 0.0064.  From the standard deviation of these values we derive a 29% 

uncertainty due to the model spatial pattern. 

2. Characteristic value.  The BC AAOD scale factors for each month and region are based on characteristic values of BC AAOD 

at the AERONET sites.  In this study the characteristic value is defined by the 3-PDF mean.  Other statistical calculations lead to 

the following all-source BC-AAOD values:  average of the 25, 50 and 75 percentile values of the probability distribution:  

0.00577; median value: 0.00596; mean: 0.00733; 7 percentiles between 10% and 90% averaged: 0.0635; average over values 

between the 25% and 75% percentiles: 0.00641; and interpercentile range of values between 10% and 90% percentiles averaged: 

0.00582.  From the standard deviation of these estimates we derive a 16% uncertainty due to the statistical derivation of the BC 

AAOD characteristic values. 

3. Limited AERONET sites and sampling.  To quantify the influence of the limited number of AERONET sites used, sub-samples 

were used to re-estimate the scale factors.  Using half of all available AERONET sites in four randomly different ways produced 

the following global all-source scaled AeroCom BC-AAOD values: 0.0061; 0.0064; 0.0071; and 0.0057.  From this we derive a 

13% uncertainty due to the limited AERONET network coverage. 

4. Clear-sky bias of AERONET.  A related sampling uncertainty is that AERONET data are acquired only during times of direct 

sunlight whereas model-simulated BC-AAOD values refer to all times (Section 4.4.2.1).  This bias is estimated with four 

AeroCom models (GEOS-Chem, GOCART, OSLO-CTM2 and SPRINTARS) because AERONET retrievals are not possible 

under cloudy conditions.  Simulated BC AAOD on days with AERONET BC-AAOD retrievals were compared to simulated 

values on all days.  Averaging across all models and AERONET sites yields an annual average clear-sky bias of 1% ± 5%, with 

the largest bias in SE Asia (15%).  An uncertainty of ±5% is therefore applied to our estimate of global, annual average BC 

AAOD.  No correction is made for the 1% annual bias.  The effect on radiative forcing could be different than the effect on 

AAOD depending on the location of BC relative to clouds, but we have not accounted for this uncertainty. 

5. Transport to unsampled regions.  Scaling burdens over land areas, where AERONET stations are located, should also affect 

burdens in regions affected by continental outflow.  The land-based definition in Figure 3.1 neglects this influence.  To address 
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this deficiency we extended some regions with large BC outflows partway across the oceans.  This procedure increased the global 

mean BC AAOD by 16%, so we estimate the associated uncertainty to be 16%. 

6. Dust impact on estimated BC AAOD.  The attribution of AAOD between BC and dust is one of the largest uncertainties.  Here 

we have taken a specific approach to removing dust absorption from the total AAOD, but doing so requires imperfect 

assumptions.  We estimate an asymmetric uncertainty due to the partitioning of AAOD between dust and BC by performing other 

estimates of BC AAOD from AERONET and propagating these through the model extension.  The upper bound of AAOD is 

obtained by assuming a smaller imaginary refractive index for dust, 0.0006.  This yields a BC AAOD of 0.0074, 23% larger than 

the estimate with imaginary refractive index of 0.0015.  For the lower bound, we use the AERONET retrieved refractive index for 

the total column aerosol, assume that it applies to particles smaller than 1-µm diameter, assume that all absorption by these 

particles is due to BC, and then integrate absorption over the retrieved sub-1-µm size distribution to estimate BC AAOD.  This 

procedure yields a global mean all-source BC AAOD of 0.0034, 43% smaller than the value estimated from our primary 

approach.  Using the refractive index retrieved for the entire size distribution provides a lower bound for BC AAOD because fine-

mode absorption is generally greater than dust absorption, as evidenced by the fact that AERONET ω0 is usually lower than dust 

ω0.  This method ascribes an AAOD of 0.0052 to non-BC material.  For comparison, AeroCom models have a median AOD of 

0.023 for dust, and compare reasonably well with AERONET observations in dusty regions [Huneeus et al., 2011].  Even with a 

relatively low ω0 of 0.95, modeled dust AAOD would be only 0.0011.   

7. Organic matter impact on BC AAOD.  To extract the AAOD associated with BC, it was assumed that, after contributions of 

larger (dust) aerosol sizes to absorption are removed, the remaining absorption by small particles can be attributed to BC.  

However, organic aerosol may absorb and is contained in small particles, and it is usually co-emitted with BC.  Initial tests with 

AeroCom median AOD maps for OA and BC and a plausible OA mid-visible imaginary part of the refractive index of 0.005 

yielding a co-albedo of 0.027 suggest that 20% of the AAOD of small particles could be attributable to OA.  Such an attribution 

would reduce our estimate of BC AAOD.  An asymmetric uncertainty of (0, 20%) is applied to account for this possibility.  

Chung et al. [2012] concluded that absorption by OA is sufficient to offset scattering, so we have not reduced the best estimate of 

BC DRF for that reason.  Estimates of forcing per emission developed in Section 10 may be reasonably accurate, as long as both 

BC and OA are emitted from the same source.  

8. Pre-industrial contribution to BC.  Compared with all-source BC, industrial-era BC has an additional uncertainty because the 

preindustrial background is unknown.  The relative uncertainty in preindustrial BC emissions may be comparable to the estimated 

50% uncertainty in emissions from biomass burning [Akagi et al., 2011; Vermote et al., 2009].  However, the uncertainty in 

applying the scaling adjustment to preindustrial AAOD is greater than 50%.  We use the previously estimated AAOD of 0.0004 

as a low estimate for this preindustrial background, and the scaled estimate of 0.0012 as a high estimate.  The low pre-industrial 

value is subtracted from the high value of AAOD for a high estimate, and vice versa.   

   [11]   We acknowledge that there are other sources of uncertainty in using AERONET data that have not been quantified here.  

These include interpolation of AAOD to 550 nm; removal of climatological NO2 absorption from the aerosol absorption values; 

and accounting for dust that absorbs in the fine mode or BC that absorbs in the coarse mode.  In addition, the AERONET 

algorithm is subject to periodic revision and updates that could affect the inferences here.  
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Table B.1.  Comparison of BC AAOD from the AeroCom median model and AERONET 

retrievals in selected regions a  

 

Region 

 

# pairs 

AeroCom 

AAOD 

AERONET 

AAOD 

 

Ratio 

Min factor 

(month) 

Max factor 

(month) 

North 

America 

140-220 0.0024 0.0047 1.96 x 1.5 (Oct) x 2.3 (Jul) 

South 

America 

80-110 0.0049 0.0084 2.49 x 1.5 (Jul) x 4.0 (Sep) 

Middle East 20-35 0.0042 0.0110 2.63 x 1.9 (Feb) x 4.2 (Oct) 

Africa 70-110 0.0052 0.0170 3.29 x 2.4 (Mar) x 5.0 (Oct) 

Europe 90-120 0.0052 0.0083 1.59 x 1.1 (May) x 2.3 (Nov) 

EECCA 40-60 0.0079 0.0133 1.68 x 0.6 (Jun) x 3.2 (Jan) 

South Asia 15-20 0.0069 0.0427 6.20 x 4.1 (Jun) x 8.1 (Nov) 

East Asia 30-60 0.0099 0.0280 2.84 x 1.9 (Jul) x 3.4 (Jan) 

Southeast 

Asia 

25-30 0.0053 0.0252 4.75 x 3.1 (Nov) x 8.2 (Apr) 

Japan/Oceania 35-40 0.0015 0.0053 3.57 x 1.1 (Jul) x 10.5 (Dec) 

Polar land 0-6   1.00   

All oceans 140-210 0.0049 0.0132 2.04 x 1.6 (May) x 2.6 (Jan) 
a Annual averages of monthly interquartile averages of BC AAOD by region.  The 

columns show the (unadjusted) AeroCom median values at AERONET data locations, 

the AERONET suggested values, the resulting AERONET to AeroCom annual ratio as 

well as minimum and maximum regional ratios by month.  The reliability of these ratios 

increases with the number of matching points (column 2), which varies not only by 

region but also with season. 

 

 

 

Table B.2.  Uncertainties for AeroCom scaled BC AAOD based on AERONET observations a 

# Uncertainty source Methodology Uncertainty b 

1 Impact of model spatial pattern  Comparison of 4 AeroCom models    ± 29 % 

2 Characteristic value PDF statistics   ± 16 % 

3 Limited AERONET sampling Subsample AERONET sites  ± 18 % 

4 Clear-sky bias of AERONET  Use modeling subsamples  (-10, 0)% 

5 Transport into unsampled regions   Extension of large BC source regions  ± 10 % 

6 Dust impact on fine-mode AAOD Estimate using AERONET refractive (-54, +44)% c 
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index for small particles (-44, +23)% d 

7 Organic matter impact on fine AAOD Estimated absorption of model 

organic matter 

(-20, 0)% 

8 BC AAOD industrial-era component Assumed uncertainty in background (0.0004, 0.0012) c 

 All-source AAOD (#1-7) 

Industrial-era AAOD (#1-8) 

 (-64, +47) % 

(-73, +61) % 
a Uncertainties added in quadrature.   
b Values in brackets indicate low and high values of asymmetric uncertainties. 
c Used for industrial-era AAOD only. 
d Used for all-source AAOD only 
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Appendix C.  Data supporting co-emitted species forcings in Section 10 

 

Table C.1.  Estimates of forcing per emission for aerosol 

species and precursor SO2, grouped by effect category a 

Effect Central Low High 

BC atmosphere b 51.1 6.5 90.6 

BC snow and sea ice 10.3 3.4 24.8 

BC liquid clouds c -14.4 -35.8 7.0 

BC other clouds d 27.3 38.2 59.4 

POA atmosphere    

Fossil fuel -8.6 -17.0 -0.1 

Biofuel and open 

biomass -4.2 -7.1 -1.2 

POA snow e 0.9 0.0 3.0 

POA clouds -9.2 -13.5 -3.8 

SO2 atmosphere -3.7 -5.5 -1.8 

SO2 clouds -5.3 -7.9 -2.2 

a Units are (µW m-2) (Gg yr-1)-1.  Effects correspond to those shown 

in Figures 10.1 and 10.2.  
b Includes direct forcing. 

c Includes liquid-cloud albedo and semi-direct effects. 
d Includes cloud absorption effect and changes in mixed-phase and 

ice clouds. 
e Applied to biofuel and open biomass only. 

 

 

Table C.2.  Determination of fraction used to apportion indirect effect 

 Sulfate 

Organic 

matter 

Total industrial-era burden (mg m-2) 
a 2.12 1.32 

Industrial-era burden, considering 2.83 1.32 
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associated species (mg m-2) b 

Fraction used in apportionment 0.68 0.32 

a From Schulz et al. [2006]. 

b Scaling for sulfate accounts for the mass ratio of (NH4)2SO4 to that of 

SO4
=. 
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Table C.3.  Estimates of liquid-cloud indirect effect for sulfate and organic matter a 

Effect Central Low High 

Emission base 

(Gg yr-1) 

Total liquid-cloud effect b  

Cloud albedo effect -0.9 -1.4 -0.3  

BC liquid-cloud effect     

This assessment -0.10 -0.32 0.12 13900 

Scaled to cloud study emission 

rate 

-0.04 -0.26 0.14 6100 c 

Sulfate and POA liquid-cloud effect d    

Remaining -0.86 -1.26 -0.35  

Sulfate (68%) -0.58 -0.86 -0.24 109000 

Organic matter (32%) -0.27 -0.40 -0.11 30000 

Scaled to final emissions in this study    

Sulfate  -0.51 -0.76 -0.21 96000 

Organic matter  -0.74 -1.09 -0.30 81000 

a All values given are forcings in W m-2. 

b From Isaksen et al. [2009].  These values do not include semi-direct effects.  

c Although some cloud studies could have used a different emission rate, we 

assumed that the most common rate was the anthropogenic net given in Dentener 

et al. [2006]. 
d Determined for cloud-study emission rates.  Fractions for apportionment are from 

Table C.2.  
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Table C.4.  Estimates of forcing per emission for co-emitted gaseous species a 

Forcing and GWP100-yr CO NMVOCs 

NOx  

(as N) 

 

CH4 

Forcings (W m-2) (Gg yr-1)-

1    

 

via short-lived O3 0.09 b 0.21 c 2.8 d - 

via CH4  0.15 b 0.18 c -3.8 d 2.2 b,e 

via nitrate 0 0 -2.0 f - 

Total 0.24 0.39 -3.2  

GWP100-yr (dimensionless) 2.8 4.54 -38  

a Short-lived O3 and nitrate forcings are included in first-year forcing shown in Figures 10.1, 10.2 

and 10.3.  Longer-lived CH4 forcing is shown in integrated forcing in Figure 10.4. 
b Calculations begin with the GWP100-yr from Fuglestvedt et al. [2010] based on an average of the 

two models reported in Berntsen et al. [2005].  Multiplied by 100-year integral of CO2 forcing of 

(0.0086 mW m-2) ( Gg yr-1)-1.  Separation of CO into O3 and CH4 mechanisms was taken from 

Shindell et al. [2005].  
c Six VOCs from Collins et al. [2002] with weighting recommended by Fuglestvedt  [2010]. 

d Wild et al. [2001] global average. 

e Although CH4 does affect short-lived O3, the resulting forcing is assumed to be included in its 

total GWP and is subsumed in longer-term forcing.  While not precisely accurate for representing 

first-year forcing, this allocation makes a very small difference. 
f Calculation begins with total nitrate forcing as given in Forster et al. [2007], multiplied by 0.44 to 

account for the fact that NOx produces only a fraction of nitrate forcing, with the remainder 

attributable to ammonia emissions (see text).  Forcing-per-emission values are obtained by 

assuming the same N emission base as the forcing for O3 attributed to NOx in Forster et al. [2007], 

so that the ratio between the forcing-per-emission values is the same as the ratio between the 

forcing values. 



A
cc

ep
te

d 
A

rti
cl

e
 

 

 

Table C.5.  Emission rates used for Figures 10.1, 10.2, and 10.4(a) a  

Category BC POA 

SO2  

(as S) CO CH4 NMVOC 

NOx 

(as N) CO2 

On-road 1630 1100 1500 42000 700 4400 6300 2342 

Off-road 810 600 900 7000 0 2800 2400 922 

Industry 850 1600 9900 51000 0 500 1100 4372 

Wood/cook 4060 25300 1200 362000 17100 85200 500 7638 

Wood/heat 230 900 100 8000 600 2700 0 344 

Coal 930 1100 2500 32000 200 1300 100 2090 

Ag fields 280 1500 100 15000 1800 2400 0 414 

Forests 1470 22100 2000 96000 5800 7000 900 2349 

Savannas 2230 21800 1800 121000 4200 6300 2100 5278 

Other rich 1160 4100 3300 557000 3200 70500 7500 10234 

Power 20 0 50100 2000 0 700 6300 7328 

Other low 100 300 22500 51000 244500 19300 3900 5092 

Industrial-

era total 

13770 80400 95900 1344000 278100 203100 31100 48403 

a All emissions are in Gg yr-1 except CO2, which is in Tg.  Values are developed beginning with 

year 2000 emissions given by GAINS (see Table 3.5) and RETRO, scaled to inferred BC 

emission rates in each region using the scale factors given in Section 5 and Appendix B. 

 

 

Table C.6.  Emission factors in (g kg-1) used to develop Figure 10.3 and 10.4(b)  

Emission source BC POA SO2 CO CH4 NMVOC NOx CO2 

Euro II heavy-duty vehicle 
a 

0.47 0.1 0.9 7 0.2 1.4 35.3 3087 

Pre-regulation truck a 2.39 1.3 11.9 11 0.4 3.0 11.2 3087 

Bull's Trench brick kiln b 2.44 0.1 10.5 41 1.5 0.3 0.0 2182 

Industrial coal boiler c 0.01 0.0 5.2 5 0.4 0.7 2.1 1947 

Mud cooking stove d 0.80 5.7 0.3 67 5.6 2.7 1.0 1833 

Conventional wood stove e 0.36 3.9 0.2 130 15.0 23.6 2.8 1833 

Wood boiler f 1.09 1.5 0.3 105 9.0 14.0 1.2 1833 
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Coal cooking stove g 0.58 0.8 0.2 166 0.9 0.5 2.2 2130 

Field burning h 0.69 4.6 0.4 92 2.7 7.0 1.2 1833 

Forest burning h 0.56 11.2 1.0 107 4.7 5.7 1.4 1833 

a GAINS implementation of COPERT4 emission factors [Ntziachristos and Samaras, 2009].  

b Greentech [2011], except CH4 and NMVOC values which were not measured.  For those gases, one-half of 

Zhang et al. [2000] values for coal stoves were used, assumed to scale approximately with CO emissions. 
c Wang et al. [2009b] 

d Roden et al. [2009] in-field data for BC, POA, and CO; Smith et al. [2000a; b] for other gases. 

e McDonald et al. [2000], except SO2, CH4 and NMVOC from EPA [1996]. 

f Johansson et al. [2004]; Rau [1989]. 

g Zhang et al. [2000]; Zhi et al. [2008]. 

h Andreae and Merlet [2001], except CO2 from carbon balance. 
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Supplemental Information  

Table S.1.  Country groups corresponding to regions in Figure 3.1 

North America 

Canada 

St. Pierre & Miquelon 

United States of America 

 

Latin America 

Mexico 

Antigua/Barbuda 

Argentina 

Aruba 

Bahamas 

Barbados 

Belize 

Bermuda 

Bolivia 

Brazil 

Cayman Island 

Chile 

Colombia 

Costa Rica 

Cuba 

Dominica 

Dominican Republic 

Ecuador 

El Salvador 

Falkland Islands 

French Guiana 

Grenada 

Guadeloupe 

Guatemala 

Guyana 

Haiti 

Honduras 

Jamaica 

Martinique 

Mexico 
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Netherlands Antilles 

Nicaragua 

Other Latin America 

Panama 

Paraguay 

Peru 

St. Kitts & Nevis 

St. Lucia 

St. Vincent & Grenadines 

Suriname 

Trinidad & Tobago 

Turks & Caicos Islands 

U.S. Virgin Islands 

Uruguay 

Venezuela 

 

Middle East 

Bahrain 

Cyprus 

Iran 

Iraq 

Israel 

Jordan 

Kuwait 

Lebanon 

Oman 

Qatar 

Saudi Arabia 

Syrian Arab Republic 

United Arab Emirates 

Yemen 

 

Africa 

Algeria 

Angola 

Benin 

Botswana 

Burkina Faso 

Burundi 
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Cameroon 

Cape Verde 

Central African Republic 

Chad 

Comoros 

Congo 

Cote d'Ivoire 

Dem. Republic Congo 

Djibouti 

Egypt 

Equatorial Guinea 

Eritrea 

Ethiopia 

Gabon 

Gambia 

Ghana 

Guinea 

Guinea Bissau 

Kenya 

Lesotho 

Liberia 

Libya 

Madagascar 

Malawi 

Mali 

Mauritania 

Mauritius 

Morocco 

Mozambique 

Namibia 

Niger 

Nigeria 

Other Africa 

Reunion 

Rwanda-Urundi 

Sao Tome & Principe 

Senegal 

Seychelles 

Sierra Leone 
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Somalia 

South Africa 

St. Helena 

Sudan 

Swaziland 

Tanzania 

Togo 

Tunisia 

Uganda 

Western Sahara 

Zambia 

Zimbabwe 

 

Europe 

Albania 

Austria 

Belgium 

Bosnia-Herzegovina 

Bulgaria 

Croatia 

Cyprus  

Czech Republic 

Denmark 

Estonia 

Faeroe Islands 

Finland 

France 

Germany 

Gibraltar 

Greece 

Greenland 

Hungary 

Iceland 

Ireland 

Italy 

Latvia 

Liechtenstein 

Lithuania 

Luxembourg 
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Macedonia  

Malta 

Monaco 

Netherlands 

Norway 

Poland 

Portugal 

Romania 

Serbia and Montenegro 

Slovak Republic 

Slovenia 

Spain 

Sweden 

Switzerland 

Turkey 

United Kingdom 

 

Eastern Europe, Caucasus and Central Asia (EECCA)  

Armenia 

Azerbaijan 

Belarus 

Georgia 

Kazakhstan 

Kyrgyzstan 

Moldova  

Russian Federation 

Tajikistan 

Turkmenistan 

Ukraine 

Uzbekistan 

 

South Asia 

Afghanistan 

Bangladesh 

Bhutan 

India 

Maldives 

Nepal 

Pakistan 
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Sri Lanka 

 

East Asia 

China 

Korea, North 

Korea, South 

Macau 

Mongolia 

Taiwan 

 

Southeast Asia 

Brunei Darussalam 

Cambodia 

Laos 

Malaysia 

Myanmar 

Philippines 

Singapore 

Vietnam 

Thailand 

 

Pacific 

American Samoa 

Australia 

Cook Islands 

Fiji 

French Polynesia 

Guam 

Japan 

Kiribati 

Marshall Islands 

Micronesia 

Nauru 

New Caledonia 

New Zealand 

Niue 

Pacific Islands 

Papua New Guinea 

Samoa 
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Solomon Islands 

Tonga 

Vanuatu 

Wake Island
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Table R.1.  Acronyms and abbreviations 

Acronym Definition 

AAOD aerosol absorption optical depth 

AeroCom Aerosol Comparison between 

Observations and Models 

AERONET Aerosol Robotic NETwork 

AGTP absolute global temperature change 

potential 

AGWP absolute global warming potential 

AOD aerosol optical depth 

BB biomass burning 

BC-DRF black-carbon direct radiative forcing 

CALIPSO Cloud Aerosol Lidar and Infrared 

Pathfinder Satellite Observations 

CAM Community Atmosphere Model 

CAM3 Community Atmosphere Model3 

CAM5 Community Atmosphere Model5 

CAM-Oslo Community Atmosphere Model-Oslo 

CTM chemical transport model 

DRF direct radiative forcing 

ECHAM European Centre HAmburg Model 

EECCA Eastern Europe, Caucasus and Central 

Asia 

FF fossil fuel 

GAINS Greenhouse Gas and Air Pollution 

Interactions and Synergies 

GATOR Gas, Aerosol, TranspOrt, Radiation 

model 

GATOR-

GCMOM 

Gas, Aerosol, TranspOrt, Radiation - 

General Circulation, Mesoscale, and 

Ocean Model 

GCM global climate model 

GHG greenhouse gas 

GISS Goddard Institute for Space Studies 

GOCART Goddard Chemistry Aerosol Radiation 
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and Transport model 

GRA albedo reduction via growth of snow 

grains with accelerating snow aging 

GRB increase in albedo reduction for a 

given BC concentration in coarse 

grained vs. fine-grained snow 

GTP global temperature change potential 

GWP global warming potential 

HadGEM Hadley Centre Global Environmental 

Model 

HIPS Hybrid Integrating Plate System 

IE indirect effect 

IEA International Energy Agency 

IIE ice cloud indirect effect 

IMPACT Lawrence Livermore National 

Laboratory (LLNL) Integrated 

Massively Parallel Atmospheric 

(IMPACT) Model 

IMPROVE Interagency Monitoring of Protected 

Visual Environments 

IN ice nuclei 

IPCC Intergovernmental Panel on Climate 

Change 

ISSW Integrating Sphere Sandwich 

Spectrophotometer 

LES large-eddy simulation 

lidar light detection and ranging 

LOSU level of scientific understanding 

LSCE Laboratoire des Sciences du Climat et 

de l’Environnement 

MAC mass absorption cross section 

MBC Increase in surface snow BC 

concentration via enhanced surface 

snow melt and retention of BC 

MIE mixed-phase cloud indirect effect 

MISR Multi-angle Imaging 
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Spectroradiometer 

MODIS Moderate Resolution Imaging 

Spectroradiometer 

MPI-HAM Max Planck Institute-Meterology, 

Hamburg 

MSC mass scattering cross-section 

NASA National Aeronautics and Space 

Administration 

NCAR National Center for Atmospheric 

Research 

OMI Ozone Measurement Instrument 

OPAC Optical Properties of Aerosols and 

Clouds 

PAS photoacoustic spectrometer 

ppm part per million 

PSAP Particle Soot Absorption Photometer 

RAINS Regional Air Pollution Information 

and Simulation model 

RETRO Reanalysis of the TROposphere over 

the last 40 years 

RF radiative forcing 

SAF snow albedo feedback 

SBC change in surface snow BC 

concentration via change in 

sublimation 

SPEW Speciated Pollutant Emissions Wizard 

SPRINTAR

S 

 

SP2 Single Particle Soot Photometer 

SST sea-surface temperature 

ToA top of the atmosphere 

TRACE-P Transport and Chemical Evolution 

over the Pacific 

UIO-CTM University of Oslo CCM 

UMI University of Michigan 

USSR Union of Soviet Socialist Republics 
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UTLS upper-tropsphere-lower-stratosphere 

UV ultraviolet 

WIE warm cloud indirect effect 

W watt 

WRF Weather Research and Forecasting 

model 
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Table R.2.  Chemical definitions 

Chemical Definition 

BC black carbon 

CH4 methane 

CO carbon monoxide 

CO2 carbon dioxide 

EC elemental carbon 

MgCO2 megragram carbon dioxide 

NMVOC non-methane volatile organic 

compounds 

NO nitric oxide 

NO2 nitrogen dioxide 

NOx sum of nitric oxide and 

nitrogen dioxide 

 

OC organic carbon 

OM organic matter 

O3 ozone 

PM particulate matter 

PM2.5 particulate matter less than 2.5 
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micron in diameter 

POM particulate organic matter 

rBC refractory black carbon 

S sulfur 

SO2
 sulfur dioxide 

VOC volatile organic compounds 
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Figure 1.1.  Schematic overview of the primary black-carbon emission sources and the processes that control the distribution 

of black carbon in the atmosphere and determine its role in the climate system. 
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Figure 2.1.  (a) Scanning electron microscope image of BC aggregates in young smoke from the Madikwe Game Reserve 

fire, South Africa, on 20 August 2000; (b) transmission electron microscope (TEM) image of chain-like BC aggregates in 

flaming smoke from the dambo fire near Kaoma, Zambia, on 5 September 2000; (c) TEM image of a compact BC aggregate 

in regional haze near Skukuza, South Africa, on 22 August 2000 [Li et al., 2003).  (Reproduced with permission of the 

American Geophysical Union). 
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Figure 2.2.  Schematic of the connections between properties of BC and BC-containing particles.  A combination of these 

properties determines the contribution of BC and BC-containing particles to climate forcing.  The properties depend on those 

of other substances produced in the atmosphere or co-emitted with BC, and on atmospheric processes such as nucleation and 

condensation.  Mass and number of BC and BC-containing particles (extensive variables) depend, in part, on particle 

properties that affect the lifecycle of BC (not represented here). 
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Figure 2.3.  Mass and number size distributions of BC particles observed in three fresh urban (red) and two fresh biomass 

burning (black) plumes as identified in the legend.  The measurements are made on board an aircraft using an in situ, single-

particle detection instrument (SP2).  The variable coatings on the BC particles is not shown.  The observed mass (a) and 

number (b) amounts are plotted as symbols versus volume equivalent diameter based on assuming a spherical particle shape.  

The mass distributions are normalized to the same peak value.  The observations are fit by a lognormal function between 90-

600 nm (solid lines).  The number distribution fits are those consistent with the fit to the respective mass distribution and are 

scaled to represent the same BC mass.  From Schwarz et al. [2008b].  
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Figure 2.4.  Critical supersaturation required to activate particles of varying size and BC content into cloud condensation 

nuclei.  Higher supersaturation values mean that particles are less likely to become cloud droplets.  Results are from 

a particle-resolved model that simulates coagulation and condensation in ambient air onto individual particles.  The two 

branches show aged particles from diesel exhaust (70% BC) and gasoline exhaust (20% BC), assuming that Köhler theory 

describes activation.  Particle diameter has the greatest effect on activation, with BC content inhibiting activation to a lesser 

extent.  Figure is based on simulations [Deville et al., 2011] of particle-resolved model [Riemer et al., 2009]. 
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Figure 2.5.  The number fraction of CCN-active BC particles versus mass of coating material for supersaturation of 0.9%.  

The data represent the response of 100-nm BC particles sampled in Tokyo in April 2007.  The black points with 1-σ error 

bars are averages of the individual runs shown as gray data points.  The solid curve is a sigmoidal fit to the averaged data 

points.  A sigmoidal function is used because the ordinate should fall in the region between 0 and 1 by definition, although 

some deviations are apparent likely due to the measurement errors as well as some deviations from the assumptions 

employed for the calculation.  Adapted from Figure 11 of Kuwata et al. [2009]. 
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Figure 3.1.  Regions (country groups) used for summarizing emissions and concentrations in this assessment.  EECCA = 

Eastern Europe, Caucasus and Central Asia.  The regional country groups are listed in Table S.1. 
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Figure 3.2.  Emission rates of BC in the year 2000 by source category, and ratios of co-emitted aerosols (e.g., primary 

organic aerosol, POA) and aerosol precursors (e.g., SO2) to BC.  For reference, it is often assumed that the ratio of OA to 

primary organic carbon (OC) varies from 1.1 to 1.4, depending on the source (Section 2.2.2).  SPEW emissions are shown as 

colored bars and are described by Lamarque et al. [2010].  GAINS estimates are from UNEP/WMO [2011a; b] and RETRO 

emissions for open burning are described by Schultz et al. [2008].  Sulfur emissions from Streets et al. [2009] were used for 

ratios to SPEW.  Regions are shown in Figure 3.1.   
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Figure 3.3.  Emission rates of BC in the year 2000 by region, indicating major source categories in each region.  SPEW, 

GAINS and RETRO emission data are the same as in Figure 3.2.  Regions are shown in Figure 3.1.   
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Figure 3.4.  Seasonality of BC emissions from forest, grassland and woodland burning.  Average monthly emissions 

estimated by RETRO for the period 1996-2000 are shown [Schultz et al., 2008].  Error bars indicate minima and maxima 

during each period.  Regions correspond to those in Figure 3.1.  Africa, which includes the small Middle East emissions, has 

two burning seasons because the equator bisects it.  The group of East, Southeast and South Asia (E, SE & S Asia) includes 

emissions from Oceania.  The very large error bars in that region results from the very high-fire season in 1997.  Note the 

different vertical scales in the two panels. 
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Figure 3.5.  Latitude plot of the data shown in Figures 3.2 and 3.3 using 5° latitude bins.   
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Figure 4.1.  Aerosol absorption optical depth (AAOD) at 550 nm attributable to BC and dust.  BC-AAOD fields are from the 

AeroCom median model fields [Schulz et al., 2006] of all-source BC, including AAOD that would have been present before 

the pre-industrial era.  Dust distribution is from Luo et al. [2003], with AAOD calculated from particle size in Mahowald et 

al. [2006] and optical properties in Yoshioka et al. [2007]. 
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Figure 4.2.  Evaluation of model performance and model sensitivities for simulating BC concentrations in surface air for 

specific regions and the rest of the world.  Box plots show ratios between observations and models (i.e., the factor by which 

modeled values are multiplied to obtain observed values).  The middle bar in each box shows the median model value.  Box 

boundaries show 25th and 75th percentiles.  Data points outside 1.5 times the interquartile distance from the box are marked as 

outliers; otherwise, they are included in the whiskers.  Symbols show sensitivity experiments using different emission 

databases (red triangles) and removal rates (blue squares) in a single model (GISS) with the base case shown as filled 

symbols.  For emission experiments, SPEW is shown with red fill and GAINS with black fill; unfilled symbols show results 

using two other emission databases.  The number of surface observations is shown below each region name.  Data from Koch 

et al. [2009a]. 
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Figure 4.3.  Seasonal absorption aerosol optical depth (AAOD) at 550 nm due to BC as inferred from observations and from 

models.  The left-panels show seasonal averages for BC AAOD at AERONET sites, as they were derived from sky-inversion 

data that were sampled during the last decade (2000-2010).  Each symbol represents an AERONET site.  The middle panels 

show seasonal BC-AAOD median maps of AeroCom models (listed in Table 5.1) for year 2000 conditions (see text for 

methods).  The right panel shows differences between the BC-AAOD values inferred from AERONET observations (left 

column) and AeroCom modeling efforts (middle column) at each location, illustrating deficiencies in global modeling of BC. 
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Figure 4.4.  Airborne, in situ measurements of BC made in the remote Pacific Ocean between 80°N and 67°S in January 

2009 using an SP2 instrument.  Upper left panel:  average measured BC mass concentrations observed in five latitude bands 

with whiskers representing atmospheric variability.  In the additional panels, colored lines repeat the observed average 

profiles and include the range of BC mass mixing ratios from the AeroCom model suite.  The legend explains lines and 

shading used to represent model results.   The whiskers are numerically symmetric about the average values but are omitted 

on the left side to simplify the presentation on a log-scale.  Adapted from Schwarz et al. [2010]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



A
cc

ep
te

d 
A

rti
cl

e
 

© 2013 American Geophysical Union. All Rights Reserved. 
 

 

 

Figure 4.5.  Multi-year averages of the global vertical distribution of mid-visible (532 nm), AOD from the Cloud-Aerosol 

Lidar with Orthogonal Polarization (CALIOP) spaceborne lidar on the NASA CALIPSO satellite.  The panel colors show 

average AOD derived from CALIOP observations from June 2006 to December 2011 (Version 3) for specific altitude 

intervals referenced to sea level (see legends).  The color bar has separate scales for the 0 to 6-km and full-column data 

panels as indicated.  The full-column AOD is shown in the bottom right panel.  The gray shading indicates ‘no observations’ 

usually because of elevated land surfaces.  CALIOP statistics were provided by D. Winker of NASA Langley Research 

Center (Hampton, VA, USA).   
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Figure 5.1. Annual mean direct radiative forcing by BC from 1850 to present day, as estimated by the CAM5 AeroCom 

model and adjusted according to the global annual mean bias of about 1.6, similar to the scaling of BC AAOD derived in the 

comparison with Aeronet observations (see Table 5.2 and Section 5.7.1).  Forcing is negative in regions where biomass or 

fossil fuel (e.g., coal) emissions were large in 1850.  Year 1750 emissions from these regions would be lower, so the total 

radiative forcing would be more positive.  Based on Liu et al. [2012] and Ghan et al. [2012]. 
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Figure 5.2.  Schematic showing the relationships between principal diagnostics of models used to simulate BC direct 

radiative forcing (DRF) and the role of models in deriving these diagnostics.  The arrows show which diagnostics can be 

multiplied to yield another diagnostic.  The schematic expands upon Equation 5.1 which expresses DRF as a product of 

factors DRF = E L MACBC AFE.  The diagnostics shown within double lines can be directly inferred from observations.  
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Figure 5.3.  Summary of the sensitivity of global BC-AAOD derived from AeroCom models.  The scaling of AeroCom BC-

AAOD values is based on AERONET observations following the method in Appendix B and discussed in Section 5.4.  

Separate unscaled and scaled AeroCom model values are shown in Table 5.2.  Data points (circles) are AeroCom median 

values.  Ranges are shown with lines and uncertainty with whiskers.  Not shown on the figure due to limited scale is an 

estimate of scaling to average BC AAOD inferred from AERONET version 2.0 averages (0.0143).  The sensitivity of scaled 

all-source BC-AAOD to key assumptions in using the AERONET observations is shown for three cases (see text).  Three 

other model study results are shown at the bottom for comparison.  Central estimates, value ranges and uncertainty ranges are 

shown in the right-hand column. 
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Figure 5.4. Summary of regional BC aerosol absorption optical depth (BC AAOD) scaling and contributions.  Left: 

Summary of regional scaling factors required for AeroCom median model values to match BC AAOD constrained by 

AERONET observations.  The regions are shown in Figure 3.1.  Scaling factors are effective annual averages apportioned 

between open biomass burning and energy related burning.  Each factor is an annual average of monthly scaling factors in 

each region and includes a prescribed MACBC scaling of 1.5 for all months and regions (open bar), the approximate ratio 

between the MACBC of internally and externally mixed BC.  The remainder of the scaling is attributed to burden.  Center:  

Estimate of BC AAOD fraction in each region due to energy-related combustion, biomass burning, and dust; the dust 

contribution is not a true estimate of dust AAOD but of dust AAOD in AERONET.  The small blue rectangles indicate where 

the left boundary of the dust AAOD would lie if BC AAOD were determined by applying AERONET refractive indices to 

the fine mode of the retrieved size distribution.  Right:  Contribution of modeled, scaled BC AAOD over land to global total 

BC AAOD.  These percentages do not sum to 100% because BC AAOD over oceans is excluded.  
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Figure 5.5.  Global distribution of absorption forcing efficiency (AFE) defined as direct radiative forcing divided by aerosol 

absorption optical depth (AAOD).  Both forcing and AAOD used are AeroCom median values as described in Section 4.3. 
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Figure 5.6.  AeroCom model results for BC DRF in the industrial era.  Top:  Unscaled Aerocom BC DRF versus global 

average BC AAOD in each model (circles) and scaled BC-DRF values (short lines) plotted at the AeroCom median AAOD 

value (0.0049).  BC AAOD is proportional the amount of BC in the atmosphere.  Unscaled models with higher BC AAOD 

generally have higher BC DRF.  When BC DRF from each model is scaled to the BC AAOD global mean value of 0.0049, 

the resulting BC DRF has a mean and standard deviation of 0.84 ± 0.21 W m-2 (blue triangle slightly offset for clarity).  

Bottom:  The percentage of BC above 5 km versus absorption forcing efficiency (AFE) in several Aerocom models.  Data 

presented here are also provided in Tables 5.1 and 5.2.  The scaling of BC DRF in AeroCom models is discussed in Section 

5.7.1.  The forcing average shown here is reduced for the best estimate of forcing, as discussed in Section 5.7.2. 
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Figure 5.7.  Adjustments to the annual mean, direct radiative forcing (W m-2) by BC in the median AeroCom model required 

for consistency with the AERONET retrieved aerosol absorption optical depth (AAOD).   
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Figure 6.1.  Schematic of the causes and effects that lead to cloud effects from BC emissions.  Each row begins with an 

identifying label followed by a cause, namely an atmospheric or microphysical parameter representing a potential 

perturbation to cloud properties.  To the right of each cause are the response(s) to the perturbation.  On the far right is the 

associated effect, namely, the cloud parameter that changes in response to the perturbation.  The single color of the 

components in a row indicates a climate system response of warming (red) or cooling (blue).  The split coloring in LC3 

indicates that the response can be either warming or cooling (see Section 6.2).  Although MC2 is not attributable directly to 

BC, it is included here because it alters the effects of BC. 
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Figure 6.2.  Compilation of heterogeneous ice nucleation threshold ranges of combustion aerosol samples from BC sources 

as a function of temperature.  The ice nucleation threshold is the supersaturation with respect to ice at which the aerosol 

activates.  Color-shaded regions show data from DeMott [1990] (DM90); DeMott et al. [1999] (DM99); Möhler et al. 

[2005a/b] (M05a/b); Petters et al. [2009] (P09); DeMott et al. [2009a] (DM09); Köhler et al. [2009] (K09); and Twohy et al. 

[2010] (T10).  The dashed curve represents the equilibrium ice saturation ratio required to freeze an aqueous solution droplet 

of diameter 500 nm in 1 s [Koop et al., 2000].  The solid curve is the water saturation curve, or the vapor pressure ratio of 

supercooled liquid water to hexagonal ice [Murphy and Koop, 2005].  Figure updated from Kärcher et al. [2007].   
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Figure 6.3.  Calculated total number concentration of nucleated ice crystals as a function of BC combustion particle number 

concentration.  Ice particle number results from the competition of three particle types (liquid H2SO4/H2O droplets acting as 

homogeneous freezing nuclei, and dust and BC particles acting as heterogeneous IN) during ice formation in adiabatically 

rising air parcels (sharp ice nucleation thresholds for the IN given in the legend).  Results are shown for an updraft velocity of 

5 cm/s (top panel, synoptic-scale vertical winds), and 100 cm/s (bottom panel, strong orographic waves or convective cells).  

In the simulations, air parcels start rising at 250 hPa and 220 K at ice saturation and contain mineral dust particles with 

concentrations noted in the legends, a wide range of BC (103 L-1 = 1 cm-3) concentrations, and a fixed concentration of log-

normally distributed aqueous H2SO4 particles.  Dust and soot particles are assumed to be monodisperse.  Adapted from 

Kärcher et al. [2007].    
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Figure 7.1.  Top:  Spectrally resolved, hemispheric albedo for snowpack effective grain sizes of radii (r) of 50 and 1000 µm, 

with and without BC mixing ratios of 200 ng/g, for a semi-infinite snowpack and with diffuse incident solar radiation.  

Changes in grain size most strongly affect albedo at near infrared wavelengths, whereas BC lowers albedo most strongly at 

visible and ultraviolet wavelengths.  Bottom: the reduction in hemispheric albedo caused by various mixing ratios of BC as a 

function of wavelength, for a snowpack with effective grain size of 200 µm.  BC optical properties are those used by Flanner 

et al. [2007, 2009] for hydrophobic (uncoated) particles, tuned to match recommendations from Bond and Bergstrom [2006].  

Albedo calculations were made following Flanner et al. [2007, 2009]. 
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Figure 7.2.  Daily-mean (top) top-of-atmosphere and (bottom) surface changes in net solar power (radiative forcing) as a 

function of single-scattering co-albedo (1-ωo) for all aerosol at 500 nm.  Extinction optical depth of the atmospheric aerosol is 

fixed at 0.2 and the environment represents a clear-sky atmosphere overlying a snowpack with effective grain radius of 200 

µm on 1 April at 45°N.  Curves are shown for different values of α, which is the ratio of particle mixing ratio in snow to 

atmospheric column burden ((kg kg-1) (kg·m-2)-1).  Radiative forcings represent the combined influence of particles in the 

atmosphere and snow.  For reference, the change in downwelling surface insolation (‘dimming’) is also depicted.  Vertical 

lines depict common co-albedo values of BC and organic matter, and that measured during the Indian Ocean Experiment 

(INDOEX) [Ramanathan et al., 2001a].  Also shown are co-albedo values of strongly and weakly absorbing components of 

dust aerosols.  The plot illustrates that 1) any mixture of atmospheric BC and organic matter exerts a positive ToA radiative 

forcing over snowpack, and 2) a small amount of aerosol mixed within the underlying snowpack exerts a darkening effect 

that exceeds the loss of absorbed energy from surface dimming caused by the atmospheric constituents.  Figure from Flanner 

et al. [2009]. 
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Figure 7.3.  Schematic of the parameters and feedbacks that influence climate forcing by BC in surface snow.  BC in the 

snowpack leads to reduced albedo of the snow surface, with the albedo change depending on BC amounts, snow grain size 

and snow depth.  Reduced snowpack albedo reduces regional surface albedo and leads to increased snowpack and surface air 

temperatures.  The temperature changes feed back to snow albedo through changes in snow parameters via several processes, 

as noted in the legend and discussed in the text.  This figure emphasizes feedbacks specific to forcing by BC in snow.  

Changes in climate of any origin may also affect BC emissions, atmospheric transport, rates of BC deposition to the 

snowpack and snow accumulation rate. 
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Figure 7.4.  Reduction in hemispheric broadband snow albedo (0.3 to 5.0 µm) caused by BC in the presence of varying 

amounts of dust.  The perturbation caused by BC becomes smaller with increasing dust burden.  Conditions represent a clear-

sky atmosphere with solar zenith angle of 60 degrees and snowpack effective grain radius of 250 µm.  Dust optical properties 

are similar to those listed in Flanner et al. [2009] for a particle effective radius of 1300 nm, and albedo calculations follow 

Flanner et al. [2009].  Vertical dashed lines depict, from left to right, dust-in-snow concentrations measured in Greenland 

(0.03-0.06 µg g-1, De Angelis et al. [1997]; Banta et al. [2008]), Barrow Alaska (0.98 µg g-1, Darby et al. [1974]), Hokkaido, 

Japan, during pre-melt and Andes, Peru (5 µg g-1, Thompson et al. [1979]; Higuchi and Nagoshi, [1977]), and Hokkaido, 

Japan, after a dust storm (600 µg g-1, Aoki et al. [2006]). 
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Figure 8.1.  (a) Emissions of BC aerosols (mg BC m-2 yr-1), (b) burden of BC aerosols (mg BC m-2), (c) direct radiative 

forcing due to BC aerosols (Wm-2) and (d) equilibrium surface temperature change (K) in response to the BC direct radiative 

forcing.  Adapted from data from the Hadley Centre climate model (HadGEM1) published in Jones et al. [2007].  The 

patterns of burden, radiative forcing and surface temperature response are considered illustrative because the lifetime of BC 

is known to be too long in this model. 
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Figure 8.2.  Surface temperature change in response to the BC radiative forcing in different climate models.  Note that the 

experiments differ in their BC emissions, inclusion or not of the snow albedo and indirect effects on clouds, and setup.  The 

panels are labeled with the model name.  The details of each model and experimental setups are provided in Table 8.3. 
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Figure 8.3.  Normalized global and regional surface air temperature (SAT) changes (°C (Wm-2)-1) in response to regional 

radiative forcings due to CO2 (blue bars), BC aerosol (no cryosphere) (red bars) and sulfate aerosol (yellow bars).  The 

forcing regions are defined on the horizontal axis as latitudinal bands (Southern Hemisphere mid- and high-latitudes, 28°S-

90°S; tropics, 28°S-28°N; Northern Hemisphere mid-latitudes, 28°N-60°N; and Northern Hemisphere high-latitudes, 60°N-

90°N).  The SAT response regions are labeled in each panel.  Adapted from Shindell and Faluvegi [2009]. 
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Figure 8.4.  Qualitative summary of our current understanding of the global climate impacts of BC emissions.  
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Figure 9.1.  Globally averaged climate forcing in units of W m-2 from BC emissions in the year 2005 compared to those in 

1750 (the industrial era).  The bars and whiskers show the best estimates and uncertainties, respectively, of the different 

climate forcing terms from BC acting alone.  The exception is the bottom bar which shows the net climate forcing from BC 

and its co-emitted species from BC-rich sources.  Whiskers represent the assessed 90% uncertainty range (5% to 95%).  The 

three smaller bars immediately below the direct forcing bar and legend display the separate contributions to industrial-era 

radiative forcing from fossil fuel, biofuel and open burning emissions.  The white line on the combined liquid-cloud forcing 

bar indicates the -0.10 ± 0.2 W m-2 contribution from semi-direct effects.  The additional direct forcing of +0.17 W m-2 

shown with the dashed line represents the direct radiative forcing from pre-industrial emissions (i.e., prior to 1750).  The 

combined colored and dashed bar represents our estimate of the all-source (i.e., natural plus anthropogenic) direct radiative 

forcing, namely a +0.88 W m-2 best estimate with a +0.18 to +1.47 W m-2 uncertainty range (see Section 5).  Likewise, the 

dashed line on the snow and sea-ice terms correspond to their additional climate forcing prior to 1750 and the combined bars 

give their all source forcing (see Section 7).  For snow and ice effects their adjusted forcing and radiative forcings, 

respectively, have been scaled by their higher efficacy to give effective forcings as shown.  The total climate forcing from all 

BC effects is shown as 1.1 W m-2.  The uncertainty for this bar is assessed using a Monte Carlo method that assumes 

correlated errors in some of the forcing terms (see text for details).  The columns on the right give the numeric value for each 

climate forcing and its uncertainty; they also present a level of scientific understanding (LOSU) for each forcing term.  LOSU 

follows IPCC practice [Forster et al., 2007] and represents our assessment of confidence in our own evaluation of a given 

climate forcing (see Table 9.1 and Section 9 for further details).  See Figure 10.2 and Section 10 for details of the total 

climate forcing resulting from co-emissions from BC-rich sources shown in the bottom bar. 
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Figure 9.2.  Probability distribution functions (PDFs) of industrial-era (1750 - 2005) forcings for BC climate forcing terms.  

Top:  individual PDFs for each climate forcing term.  Middle:  before and after PDFs showing the role of the semi-direct 

effect in modifying the liquid cloud climate forcing term and the role of efficacy in modifying the BC-in-snow and BC-in-ice 

combined forcing term.  Bottom:  PDFs of the aggregated climate forcing components and the total climate forcing (see text 

for details).  In the bottom panel, aggregated forcings are presented in two ways: with very low LOSU terms included (solid 

lines) or excluded (dotted lines).  Probabilities are normalized to unity for all terms.  Note the different vertical scale in the 

bottom panel. 
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Figure 10.1.  Total climate forcing for BC-rich source categories continuously emitting at year-2000 rates scaled to match 

observations in 2005.  Three sets of climate forcings are shown for each source as bars with a best estimate (black circle) and 

uncertainty range.  The top bar contains the components for which attribution to particular species is straightforward: direct 

forcing by aerosol and most gases, and cryosphere forcing by aerosol (including climate feedback).  The second bar shows 

the components for which there is less confidence in apportionment to individual species and, therefore, to sources.  These 

components include all cloud indirect effects and forcing by nitrate from NOx.  Effects of BC on liquid clouds include the 

cloud albedo and semi-direct effects.  Other BC-cloud forcings represent the effects of cloud absorption, mixed-phase clouds 

and ice clouds.  The bottom bar in each group shows estimated net climate forcing by each emission source, combining all 

forcings and their uncertainties. 
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Figure 10.2.  Probability density functions for total climate forcing of short-lived species during the first year after emission 

by the source categories in Figure 10.1.  Sources emit continuously at year-2000 levels, scaled to match atmospheric 

concentrations in 2005.  Curves labeled ‘BC-all effects’ (red lines) show all effects attributable to BC, including cloud 

effects.  Curves labeled ‘BC, POA, SO2’ (purple lines) show direct and snow effects for the most commonly considered 

aerosol species and precursors.  Total climate forcing (blue lines) is the sum of first-year forcings by all effects due to BC and 

co-emitted species, including clouds, gaseous species, and nitrate forcing.  Progressing from top to bottom, each curve 

represents forcing by the sum of the labeled category and all categories above it.  The total value and its uncertainty from 

BC-rich sources and co-emitted species are reproduced as the bottom bar in Figure 9.1.  The lowest set of curves labeled 

‘Other low-BC sources’ represents the total effect of aerosol sources.  The arrow labeled ‘energy-balance’ represents the 

central value and one standard deviation of total aerosol forcing from an energy-balance calculation [Murphy et al., 2009].  

The curve labeled ‘All aerosol effects’ (green line) excludes gaseous species but includes all other aerosol effects, so is most 

directly comparable to the energy-balance inference.  All curves have identical vertical scales and are normalized to unity.  

Blue dots on total curves represent central values, 68% confidence intervals (1 σ), and 90% confidence intervals (1.65 σ).  

Values outside of 95% confidence intervals are not plotted, so the curves do not meet the zero line. 
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Figure 10.3.  Climate forcing during the first year after emission, for selected individual sources that are subsets of the the 

categories in Figure 10.1.  As in Figure 10.1, the three bars for each source correspond to (1) climate-forcing components for 

which attribution to species and sources can be done with high confidence (direct forcing by gases and aerosols); (2) 

components for which attribution to individual sources is difficult (cloud changes and nitrate forcing); and (3) total of all 

components. 

 

 

 

 



A
cc

ep
te

d 
A

rti
cl

e
 

© 2013 American Geophysical Union. All Rights Reserved. 
 

 

 

Figure 10.4.  First-year and longer-term climate forcing of BC sources.  The forcings are shown by category (top panel) and 

by source activity (bottom panel) corresponding to the categories in Figure 10.1 and 10.3.  Totals and individual terms that 

make up integrated long-term (1-100 year) climate forcings, excluding the first-year forcing, are shown for individual terms 

and the total forcing with the first-year forcing excluded.  The total for the first-year forcing and its uncertainty are also 

shown in both panels.  This figure shows integrated forcing from (a) a single year of emissions (top, 2000 emission rates 

scaled to match atmospheric observations) or (b) a finite quantity of fuel burned, and does not assume that emissions are 

sustained. 

 

 

 



A
cc

ep
te

d 
A

rti
cl

e
 

© 2013 American Geophysical Union. All Rights Reserved. 
 

 

 

Figure 11.1.  GTP and GWP values for several time horizons for BC climate forcing.  Values are shown for the BC direct 

effect and the total climate forcing.  The calculations use the industrial-era climate forcing values displayed in Figure 9.1 and 

an annual BC emission of 8700 Gg yr-1.  The whiskers represent the uncertainty range as described in the text. 
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Figure 12.1.  Conceptual framework for evaluating the feasibility of mitigating environmental impacts.  The principal 

aspects are scientific understanding and technical and programmatic feasibility.  Each aspect has evolutionary phases that 

reach maturity in several steps.  Different emission sources are generally at different phases in the evolution of knowledge 

associated with each mitigation aspect.  This assessment has primarily focused on the aspect of scientific understanding. 
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Figure 12.2.  Total global BC emission projections from 2000-2100 in the four Representative Concentration Pathway (RCP) 

scenarios [Moss et al., 2010]. These scenarios are named according to the radiative forcing in 2100, and were developed by 

four individual modeling groups for use in climate modeling analysis for the IPCC Fifth Assessment Report.  Decreasing 

emissions are a result of expectations of cleaner fuels use and declining emission factors with increasing income. 
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Among land transporta  on modes, railroads have unique characteris  cs that aff ect how they relate to their environment. 
An understanding of the environmental eff ect of railroads requires an understanding of these fundamental characteris  cs. 
A specifi c method for the discussion of railroad opera  on, and specifi c technical language, has been developed because of 
the unique nature of the characteris  cs.

Railroad Characteristics

The most obvious characteris  c is the 
track. A train follows a narrowly defi ned 
path. The engineer ( operator/driver of 
a train) does not steer. The locomo  ves 
that pull and/or push the train follow the 
track as do all of the freight or passenger 
cars in the train. The track allows trains 
to operate in a space that is not substan-
 ally larger than the train. Trains do not 

require guard rails along curves or jersey 
barriers between adjacent tracks. There-
fore, a railroad can have a rela  vely mod-
est property requirement.

A train stays on the track because of the 
shape of the wheels. Wheels are tapered, 
smaller diameter toward the outside 
edge, and have a fl ange that extends be-
low the top of the rail. The fl ange gen-
erally does not touch the rail. Except on 
sharp curves and when moving through a 
turnout, the conical shape of the wheels 
is suffi  cient to keep the wheels appropri-
ately aligned on the rail.

Because the train merely follows the 
track and the engineer does not steer, a 
train cannot swerve to avoid an obstruc-
 on. Even when there are two or more parallel tracks, a train cannot 

merely change lanes to avoid another train. Loca  ons at which trains 
can change tracks, a special confi gura  on called a turnout must be 
planned in advance and constructed for the purpose.

Tracks used by trains to move along the line at normal speed are main 
tracks. Trains can move in either direc  on on a main track. If traffi  c is 
rela  vely light, the railroad may use only a single main track (single 
track) along all or a por  on of a route. A siding is a track constructed 
parallel to the main track and connected to the main track by turnouts 
at the ends. A siding is used for one train to leave the main track to 
allow another train to move by, either mee  ng (opposing direc  on) 
or passing (overtaking in the same direc  on). A siding must be long 
enough to accommodate the longest train that will need to leave the 
main track to yield to another train. Other tracks, generally called in-
dustry or yard tracks, are used to store or maintain railroad engines and cars or to provide freight service to business.

The part of the wheel that is in contact with the rail is about the size of a dime. Smooth steel wheels rolling on a steel 
rail present very li  le resistance to mo  on. The small contact area is responsible for only a small amount of fric  on. The 
wheel does not deform under the weight or in response to a turn as a rubber  re does. This also limits the resistance to 

TURNOUTS
This section of a turnout is known as the SWITCH 
or the POINTS.  The points pivot at one end and 
taper to a point at the other.  The tapered end fits 
tightly against the stock rail to guide the wheels.

If this is a manually-operated switch, a lever-type 
device known as a SWITCH STAND is mounted 
here.  Moving the lever pulls or pushes on the 
operating rod to move the switch points.
If this is a power-operated switch such as those 
used at a CTC control location, the electric motor, 
called a SWITCH MACHINE, that moves the 
operating rod is mounted here.

TAPERED AND FLANGED STEEL WHEELS O
ROUNDED-TOP RAIL

DRAINAGE: Generally in the form of 
ditches along the track, is required to 
keep water from accumulating in the 
ballast or in the subgrade earth.

Accumulated water will cause track 
movement under trains and failure of 
the subgrade to support the weight 
of the trains.

SUBGRADE:  Compacted earth, supports the track.

 

 
 
 

 

 

 

 

TRACK: Basic Elements

RAILS: Made of steel and generally 
weighing between 38 and 45 pounds 
for a one-foot length, supports and 
guides the wheels of trains.

TIES: Generally wood or con-
crete about 9 feet long 9 
inches wide and 7 inches 
deep, support the rails and 
keep them stationary and in 
the correct alignment.

BALLAST: Crushed rock, keeps the 
track stationary and in the correct 
alignment. 
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mo  on. Therefore, the power required to move 
the lading or passengers is rela  vely modest. A 40 
horsepower Volkswagen Beetle of the 1960s could 
a  ain a speed of about 70 mph on a fl at road. To 
a  ain that speed in the Beetle with steel wheels 
on steel rails, a large lawnmower engine would suf-
fi ce. With its original engine, the Beetle could pull 
40 other Beetles at about 40 mph with steel wheels 
on steel rails. It could also pull 13 large SUVs at the 
same speed. It could pull a 25 ton trailer at close 
to 60 mph. Modest power requirements provide a 
great advantage in fuel consump  on and the as-

sociated emissions. To take 
advantage of the low fric  on 
fi xed guideway characteris  cs 
of rail vehicles, they are much 
larger than highway vehicles. 
The size and weight aff ects the 
speed at which they can nego-
 ate curves.

The ease of movement on 
steel rails presents two diffi  cul-
 es. The limited fric  on makes 

climbing grades and stopping 
diffi  cult. Railroad grades must 
be gentle compared to high-
way grades. A grade consid-
ered moderate for a highway 
is extreme for a railroad. If 
the amount of force that the 
brakes exert on the wheels 
exceeds the small amount of 
fric  on between the wheels 
and the track, the wheels will 

SIGNALS

NO SIGNAL SYSTEM: Train speed is limited to the speed at which the train can be stopped within
sight distance. To allow increased speed, the engineer must be notified that the track ahead is clear of
trains for at least the distance required for stopping at the desired speed.

AUTOMATIC BLOCK SIGNAL SYSTEM: Signals spaced at approximately stopping distance, using
electric current in the track to sense the presence of trains, tell the engineer the condition between that
signal and the next, extending the engineer’s sight distance and allowing increased speed.
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merely slide on the rail. 
Opera  ng a train is like 
driving on ice except that 
the train will not slide off  
of the desired course. 
The stopping distance of 
a train is, at commercial-
ly viable speeds, much 
longer than the engi-
neer’s range of vision. A 
system of detec  ng the 
presence of trains (and 
perhaps other hazards), 
called a signal system, is 
needed to virtually ex-
tend the engineer’s sight 
distance. Signals along 
the track, looking similar 
to traffi  c signals at inter-
sec  ons but func  oning 
diff erently, tell the train 
engineer if the track 
is occupied at a point 
ahead that is eyond stop-
ping distance. The signal 
system electronically 
divides the track into 
segments called blocks. 
There is a signal at the 
entrance to each block. It 
indicates the condi  on of 
the immediate block (oc-
cupied / not occupied) 
and the condi  on of one 
or more blocks beyond 
the immediate block (proceed-no restric  on, prepare to stop at the next signal or second signal, proceed at a speed speci-
fi ed by the signal).

Because the track steers the train, changing tracks at a turnout requires opera  on of the movable part of the turnout. The 
movable part may be manually operated, requiring the train to stop, and a crew member to get off  and operate the mov-
able part of the turnout. Alterna  vely, the movable part of the turnout may be operated by a motor, remotely controlled 
from a distant loca  on. When the turnouts are remotely controlled, typically called Centralized Traffi  c Control (CTC), sig-
nals serve the dual purpose of showing whether the track ahead is clear of other trains and convey authority to occupy the 
track ahead and may tell the train engineer what route the train will take through the turnout(s) just beyond the signal.

Safety
Railroads, because they are engaged in interstate commerce, are regulated by the US government, specifi cally the Federal 
Railroad Administra  on of the Department of Transporta  on. The Staggers Act of 1980 deregulated the railaroad industry, 
but only the economic and business aspect regulated by the Interstate Commerce Commission. Safety regula  ons and 
enforcement moved from ICC to FRA.The federal regula  ons that apply to railroads are found in Title 49 of the Code of 
Federal Regula  ons part 200-299. They apply to virtually every aspect of railroad opera  on. 49 CFR 200-299 is divided into 
groups that apply to specifi c subjects:

SIDING

MAIN TRACK MAIN TRACK

SIDING
INTERMEDIATE SIGNALS WORK 

AUTOMATICALLY TO SHOW 
CONDITION OF THE TRACK 

AHEAD

CONTROLLED SIGNALS ARE USED TO AUTHORIZE TRAINS TO USE A SEGMENT OF TRACK. THEY 
ARE USED IN CONJUNCTION WITH CONTROLLED SWITCHES TO MANAGE TRAFFIC AND THE USE 
OF TRACKS. THEY NORMALLY DISPLAY STOP. WHEN THEY ARE SET TO AUTHORIZE A TRAIN TO 

USE THE TRACK SECTION THEY BECOME AUTOMATIC SIGNALS THAT SHOW THE CONIDITON OF 
THE TRACK AHEAD.

CTC
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Part Subject Part Subject Part Subject
200 Passenger service rules of prac-

 ce
222 Use of  locomo  ve horns at pub-

lic highway - rail grade crossings
237 Bridge safety standards

207 Railroad police offi  cers 223 Safety glazing standards loco-
mo  ves, passenger cars, and 
cabooses

238 Passenger equipment safety 
standards

209 Safety enforcement procedures 224 Refl ectoria  on of rail freight 
rolling stock

239 Passenger train emergency pre-
paredness

210 Noise emission 225 Railroad accidents/incidents: 
reports, classifi ca  on, and in-
ves  ga  on

240 Qualifi ca  on and cer  fi ca  on of 
locomo  ve engineers

211 Rules of Prac  ce 227 Occupa  onal noise exposure 241 US loca  on of dispatching of  
railroads in US

212 State safety par  cipa  on 228 Hours of service 242 Qualifi ca  on and cer  fi ca  on of 
conductors

213 Track safety standards 229 Locomo  ve safety standards 244 Safety integr  on plans govern-
ing consilida  ons, mergers, or 
acquisi  ons of control

214 Workplace safety 230 Steam locomo  ve inspec  on 
and maintenance standards

250 Trustees of railroads in reorga-
niza  on

215 Freight car safety standards 231 Safety appliance standards 256 Financial assistance for passen-
ger terminals

216 Special no  ce and emergency 
order procedures

232 Freight brake safety standards 260 Loans and loan guarantees un-
der the rialroad rehabilita  on 
and improvement fi nancing 
program

217 Opera  ng rules 233 Signal systems repor  ng 261 Credit assistance for surface 
transportatoin projects

218 Opera  ng prac  ces 234 Grade crossing signals 262 Capital grnts for rail line reloca-
ton and improvement

219 Control of alcohol and drug use 235 Discon  nuance or material 
modifi ca  on of a signal system

266 Assistance to states for local rail 
service

220 Communica  ons 236 Installa  on, inspec  on, mainte-
nance, and repair of signal and 
train control systems

268 Magne  c levita  on technology 
deployment

221 Rear end marking device

The safety standards are quite detailed. For example, Part 213, Track Safety Standards divides track condi  on into several 
classes. a maximum freight train and passenger train speed is assigned to each class. Measurements and condi  on are 
specifi ed for track componentswith tolerances specifi ed for each class of track. For some components and condi  ons, 
specifi ed measurements are as small as 1/4 inch. The regula  ons specify the frequency of track inspec  on and the qualifi -
ca  ons of the person inspec  ng the track. When a defect is found, including any of the specifi ed measurements being out 
of the tolernce for the track speed limit, train speeds must be reduced by temporary speed restric  on to the maximum al-
lowed speed for the class of track that current condi  on meets. The speed limit may only be restored to the normal speed 
a  er the track has been brought back into the standard for that class of track. The regula  ons also provide a mathema  -
cal formula for determining the maximum allowed speed through curves, based upon the sharpness of the curve (radius) 
and the amount of supereleva  on (banking). Similarly, the regula  ons contain detailed specifi ca  ons for the condi  on of 
locomo  ves, freight cars, and passenger cars. FRA safety inspectors regularly inspect track, signals, cars, and locomo  ves 
for compliance with the regula  ons.

The regula  ons also specify an extensive set of opera  ng procedures for the use of the locomo  ve horn at highway grade 
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crossings, the tes  ng and opera  on of the air brake system of a train, and general opera  ng prac  ces. The opera  ng 
prac  ces and rules for each railroad are contained in rulebooks,  metables, and other documents. The prac  ces must be 
approved by FRA. The regula  ons provide specifi c procedures and standards for the cer  fi ca  on (licensing) of locomo  ve 
engineers and train conductors. Employees are required to pass a biennial examina  on on the rules and procedures. The 
regula  ons  require periodic on the job tes  ng by railroad management staff  in addi  on to the biennial wri  en examina-
 ons. Tes  ng and examina  on records must be maintained for periodic 

review by FRA safety inspectors. FRA inspectors also preiodically perform 
on the job tes  ng of employees in addi  on to the tes  ng conducted by 
railroad management staff .

Railroad cars, freight or passenger, receive a thorough mechanical inspec-
 on at each terminal where cars are assembled into trains or trains are 

broken apart into individual cars for furtherance or delivery. In addi  on, 
all employees along the line are required to visually inspect trains as they 
pass. Electronic detectors spaced periodically along the line inspec  ng 
bearings and wheels for defects and detec  ng objects dragging along the 
track from the bo  omsof cars. when defects are found by electronic de-
tector or visual inspec  on, the train is no  fi ed by radio to stop.

The Language of Railroad Operation.

The loca  on of and need for railroad infrastructure is demonstrated using 
a traffi  c (stringline) diagram. A stringline diagram is a  me-distance chart 
that demonstrates the loca  on of trains at any point in  me. It is neces-
sary to understand and be comfortable with reading stringline diagrams in 
order to understand railroad infrastructure requirements.

Capacity

Railroad infrastructure re-
quirements are determined 
in terms of capacity. Capac-
ity is not an absolute quan-
 ty. It is dependent upon 

the speed of the trains, 
the rela  ve speed of one 
train to another, the length 
of the trains, and the spe-
cifi c combina  on of trains 
that will be operated (e.g., 
speed, length, and  me 
sensi  vity). At any  me, a 
train must have exclusive 
occupancy of the track on 
which is it located as well 
as the track in front of the 
train that is within stop-
ping distance. Thus, it may 
be necessary for a train to 
have exclusive right to sev-
eral miles of track at any 
 me. On main lines, the 
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signal system determines the amount of track ahead of the 
train that the train must occupy. On a single track line, a train 
must occupy the segment of line between sidings exclusively 
as well.

Capacity is generally not uniformly distributed along the line. 
The distance between signals may vary or the signals may be 
spaced uniformly but the speed limit varies. Sidings may be 
located at diff erent intervals or the speed limit may vary be-
tween sidings along the line. These factors must be considered 
in determining the adequacy of the route for proposed traffi  c. 
The capacity of the line is generally dictated by the individual 
segment that trains must occupy for the longest period. On 
a single track line, that segment is the segment between the 
two sidings that are the greatest travel  me apart. On a line 
that has two or more main tracks, the capacity is generally de-
termined by the two signals that are separated by the great-
est travel  me. These are the capacity-limi  ng segments. The 
examples will demonstrate single track line capacity because 
the line between Evere   and Bellingham is single track.

Traffi  c on the line has reached the capacity of the line when 
every opportunity to operate a train through the capacity lim-
i  ng segment has been reached.The minimum  me that can 
be achieved between two trains in the same direc  on is called 
minimum headway.

Flee  ng, the opera  on of several trains in one direc  on on 
close headway, is generally not an eff ec  ve means of capacity 
increase. Flee  ng can cause substan  al delay to trains in the 
opposite direc  on. Flee  ng trains in both direc  ons is not an 
eff ec  ve means of increasing capacity.

Capacity can be approximated by dividing the length of a day 
by the travel  me through the capacity-limi  ng segment.Thus, 
if the travel  me through the capacity-limi  ng segment is 30 
minutes (one-half hour) the capacity is 48 trains per day (24 
hours divided by 1/2 hour).

Practical and Theoretical Capacity

The examples demonstrate theore  cal capacity. That is the ca-
pacity that can be achieved by using every possible movement 
opportunity through the capacity-limi  ng segment. That type 
of traffi  c density and the precision that is required to achieve 
it are not prac  cal in regular operatoin. There will be some 
varia  on in even the most precise railroad opera  on (e.g., 
Switzerland or Germany). On a con  nuing basis, a railroad can 
be expected to perform reliably at about half of the prac  cal 
cpacity. The unused half of the theore  cal capacity is needed 
for track maintenance and as a buff er when trains do not fi t 
exactly into the full-to-capacity traffi  c pa  ern.
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In tis example, the travel time beteween Fairfi eld and Galloway is twice the travel 
time between other sidings. The segment between Fairfi eld and Galloway is the 
capacity limiting segment.
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Fleeting trains in one direction may provide a small increase in ca-
pacity, but it is done at the expense of substantial delays to 
trains in the opposite direction.
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Congestion

Regardless of when it is desirable to operate trains, the infra-
structurre will determine when trains can be operated. Con-
ges  on occurs when traffi  c exceeds capacity. Conges  on does 
not end un  l some  me a  er traffi  c has been reduced to less 
than capacity.

Commercial Capacity

The theory of spacing traffi  c evanly throughout the day in 
order to maximize u  liza  on of the infrastructure is o  en 
not prac  cal. Railroads are a business compe  ng with other 
transporta  on modes for customers. They must provide ser-
vice when customers need it or customers will shop for an 
alterna  ve. Rather than confi guring traffi  c to the characteris-
 cs of the infrastructure, it may be necessary to confi gure the 

characteris  cs of the infrastructure to the desired traffi  c. This 
approach is typically necessary when passenger trains are 
part of the traffi  c because of their need to operate at specic 
 mes determined by the travel needs of the public. Freight 

trains can also require special treatment. Bulk commodity 
trains operate in a conveyor belt-like manner, but trains car-
rying certain types of manufactured goods and packages for 
delivery have service requirements similar to those of pas-
senger trains.

The effect of the pending PTC installations

The purpose of the PTC systems that have been mandated 
by the US Federal government is collision preven  on. Such 
systems may have some eff ect on capacity, depending upon 
their design. The design of the systems is a work in progress. 
However, the fundamental opera  on of the system is similar 
to that of exis  ng systems. The signifi cant diff erence will be 
that the system will enforce the speed and stoppng require-
ments instead of relying solely on the engineers of trains.

PTC systems will probably include a display of the signals in 
the locomo  ve cab (commonly called cab signals). Cab signals 
provide a reliability improvement, but no substan  al capacity 
improvement. Some current systems actually reduce capacity 
because of their design. The reliability improvement is found 
in the con  nuous informa  on about condi  ons ahead. Way-
side signals provide informa  on to the engineer only as they 
are passed. If the condi  on ahead changes a  er the train has passed a signal, the engineer will not know about it un  l the 
next signal comes into view. If a train is closing on a slower train ahead, the train will receive a yellow signal (prepare to 
stop at next signal) when it is one block behind the slower train. If one second a  er the following train passes the yellow 
signal, the leading train clears the main track at a turnout, the engineer of the following train must s  ll begin stopping 
and not discon  nue the braking un  l the next signal, now displaying green, comes into view. A con  nuously updated cab 
signal, such as will probably be included in PTC design, will no  fy the engineer of the following train of the change and the 
discon  nued need to stop immediately. The following train may proceed at normal speed and not experience the delay 
associated with preparing to stop.
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Fleeting trains in both directions may provide a small increase 
in capacity, but it is done at the expense of greater delays to 
trains in the opposite direction than result from single direction 
fl eeting.
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When trains are operated at a following time of less than mini-
mum headway, congestion occurs. Delays continue until after 
traffi c entering the line has been reduced to less than capacity 
(less than minimum headway).
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PTC systems may include some type of moving block system. These systems do not divide the line into discreet segments 
(blocks). Electronic systems and radio are used to allow a following train to be as close as stopping distance plus a safety 
buff er from the train ahead. There is always a possibility that a train may stop suddenly, probably due to a derailment or 
defec  ve equipment. For that reason, the systems will be designed to not allow the following train to be closer than stop-
ping distance. The systems will not allow many trains to follow within a short distance, making one very long virtual train.

As well, PTC systems do not aff ect the basic infrastructure limita  ons on capacity. The distance between sidings on a single 
track line remain the same. PTC does not materially aff ect the travel  me between sidings. The BNSF line between the 
Powder River Basin coal mines and the west coast is almost en  rely a single track railroad. The supply of trains entering 
the line that extends between Evere   and Custer is limited by the approximately 1,000 miles of single track railroad east 
of Evere  . 

Adjusting the infrastruc-
ture to the traf ic

In general, a single track line 
should be confi gured with the 
travel  me between sidings as 
uniform as possible. This ar-
rangement minimizes delay 
when traffi  c is at or near capac-
ity. If traffi  c is heaviest during a 
specifi c period because of com-
mercial requirements, infra-
structure is confi gured for that 
traffi  c level. Regardless, uni-
form travel  me between sid-
ings provides the most effi  cient 
opera  on.

The BNSF line between 
Everett and Custer

The adequacy of the line to ac-
commodate traffi  c cannot be 
determined by examining an 
isolated segment. The line must 
be examined over a distance 
that allows considera  on of the 
secondary consequences (e.g., 
a train that must be held be-
cause there is no track available 
for it at some distant point). 
That distance typically involves 
endpoints of junc  ons or termi-
nals that feed traffi  c into and ac-
cept traffi  c from the line being 
examined. For the purpose of 
the discussion of the BNSF line 
that extends through Belling-
ham, we will consider the line 
between Evere   and Custer, 

Base Trains - 

00:00

01:00

02:00

03:00

04:00

05:00

06:00

07:00

08:00

09:00

10:00

11:00

12:00

13:00

14:00

15:00

16:00

17:00

18:00

19:00

20:00

21:00

22:00

23:00

00:00

H
ow

ar
th

 P
ar

k

B
ro

ad
w

ay
D

el
ta

M
ar

ys
vi

lle

K
ru

se
 J

ct

S
S

S
 E

ng
lis

h

S
S

S
 S

ta
nw

oo
d

S
S

S
 M

t V
er

no
n

B
ur

lin
gt

on

S
S

S
 B

ow

S
am

is
h

S
S

S
 S

ou
th

 B
el

lin
gh

am

B
el

lin
gh

am

S
S

S
 F

er
nd

al
e

C
us

te
r

S
S

S
 S

w
ift

S
S

S
 B

la
in

e

B
rid

ge
 6

9

C
ol

eb
ro

ok

The capacity of the BNSF line between Everett and Custer is limited by the travel time between 
Bow and Ferndale (shaded). The siding at South Bellingham is not long enough to accommodate 
a typical freight train.  In a day, 31 freight trains can operate through this segment when every 
movement opoortunity is used (practical capacity 15 trains).
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where the proposed coal trains 
would leave the main line and 
travel on the branch line to 
Cherry Point.

Between Evere   and Bow, the 
average speed limit is rela  vely 
high, the terrain is rela  vely 
fl at, and sidings are spaced at 
intervals of about 15 minutes. 
Between Bow and Ferndale, the 
speed limit is rela  vely low, the 
steepest (ruling) grade on the 
line is located between Belling-
ham and Ferndale, and the sid-
ing at South Bellingham is not 
long enough to accommodate 
a typical freight train, render-
ing it useless for providing ca-
pacity to the line. The distance 
between Ferndale and Custer is 
short, but the capacity aff ected 
by coal trains would be limited 
by the low speed at which trains 
would leave the main track at 
Intalco (Custer).

Traffi  c on the line varies with 
economic condi  ons. Typically, 
there are several daily mer-
chandise (mixture of manufac-
tured goods and raw materials) 
daily, two daily Amtrak Cas-
cades trains in either direc  on, 
and several coal and returning 
empty trains each week. The 
coal trains are moving from 
Wyoming to Roberts Bank BC 
for export from the West Shore 
terminal.

Travel  me for a freight train 
through the capacity-limi  ng segment between Bow and Ferndale is 48 minutes. That generates a theore  cal cpacity of 31 
trains per day (24 hours / 0.8 hours), which is a prac  cal capacity of 15 trains. Previous to the current economic downturn, 
normal traffi  c on the line would regularly reach 12 trains per day, including the four Amtrak trains. Thus, any expected 
increase in normal traffi  c, freight or passenger, would require addi  onal infrastructure.

Plans for additional Amtrak Cascades trains

The Washington State Department of Transporta  on Log Range Plan for Amtrak Cascades (2007) includes two addi  onal 
Amtrak Cascades trains in either direc  on between Sea  le and Vancouver BC (a  er substan  al infrastructure construc-
 on), but there is no currently projected funding for this expansion of the service.

The Long Range Plan describes the addi  onal infrastructure requirements for the fi rst of the two trains (the third daily 
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When the current Amtrak Cascades trains are added to the diagram, the number of freight train 
movement opportunities are reduced to 26 (practical capacity 12 freight trains).
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train). Between Evere   and 
Custer, the service will require 
extending the Samish siding to 
the south and connec  ng to 
the siding at Bow, and extend-
ing the South Bellingham siding 
north from its present north 
end to Central Avenue. The in-
frastructure requirements for 
this train in Bri  sh Columbia are 
substan  al. There is no current 
plan in Washington or Bri  sh 
Columbia to fund the required 
infrastructure.

The Samish and South Belling-
ham siding extensions were cal-
culated for those loca  ons for 
specifi c reasons. The greatest 
capacity increase for a project 
is found in reducing the longest 
travel  me between sidings and 
simultaneously making inter-
siding trvel  mes as uniform 
as possible. Construciton that 
makes the travel  me through 
the capacity limi  ng segment 
substan  ally shorter than those 
along the rest of the line will 
move the capacity limita  on to 
another segment. Constructoin 
that reduces the travel  me 
through the capacity limi  ng 
segment to an amount that is 
s  ll substan  ally more than the 
travel  me through other seg-
ments along the line provides 
insuffi  cient gain for the expen-
diture.

An early plan to address the 
Bow - Ferndale segment was 
to construct a new siding north 
of Bellingham, between the 
Cliff side Drive and Slater Road 
crossings. This loca  on provided a very small capacity increase, reducing the Bow - Ferndale travel  me by less than ten 
minutes. That small gain in capacity would have been insuffi  cient, and costly for the benefi t. The op  mum locatoin for a 
siding to provide the required capacity would be as close as possible to half way (in travel  me) between Bow and Fern-
dale. That loca  on would have been somewhere south of Chuckanut Bay. It would have been very costly costruc  on with 
poten  ally signifi cant environmental consequences. The resul  ng inter-siding travel  mes would have been more than 20 
minutes, s  ll the longest inter-siding travel  mes on the line. The Bow-Ferndale segment would have twice the capacity, 
but would s  ll limit capacity of the line to less than the other segments.

The solu  on that was developed for the fi nal plan, extending the Samish and South Bellingham sidings, provided the great-
est benefi t for the expenditure, would be less costly then a siding south of Chuckanut Bay, and have smaller environmental 
consequences than a siding south of Chuckanut Bay.
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The WSDOT long range plan for Amtrak Cascades includes extending the sidings at Samish 
and South Bellingham to increase capacity. These locations are necessary in order to increase 
capacity and maintain approximately uniform travel times between sidings. The capacity limiting 
segment is now between Samish and South Bellingham. The extension of the Samish and South 
Bellingham sidings provides a capacity of 53 freight trains per day (Theoretical 25 freight trains 
per day).
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The infrastructure require-
ments described in the Long 
Range Plan for the fourth daily 
round trip are substan  al. The 
plan includes the change from 
79 mph maximum speed to 
110 mph maximum speed. This 
change will require a substan-
 al amount of second and third 

main track between Marysville 
and Larrabee State Park and 
between a point near Marine 
Drive and Alderwood Ave. in 
Bellingham and the south bank 
of the Fraser River in Surrey BC. 
There is likewise no funding 
plan for this infrastructure.

There is a plan to redevelop the 
former Georgia Pacifi c paper 
mill in Bellingham. Part of the 
redevelopment plan includes 
reloca  ng the BNSF main track 
from its current alignment 
through the Georgia Pacifi c 
property to south of the GP 
property and south of Cornwall 
Ave. This realignment would al-
low a speed increase from the 
current 20 mph for all trains 
around the curve through the 
GP property between Laurel 
Street and Central Avenue to 60 
mph for Amtrak Cascades trains 
and 40 mph for freight trains. 
The increased speed reduces 
the amount of  me that trains 
occupy road crossings and in-
creases capacity by reducing 
the travel  me between the 
South Bellingham siding and 
the Ferndale siding.

The segment between Bow and Ferndale is the current capacity limi  ng segment between Evere   and Blaine. Extending 
the Samish and South Bellingham sidings as required for the third daily Amtrak Cascades train and increasing the train 
speeds as will be provided for in the reloca  on to the perimeter of the GP property will make travel  mes between sidings 
close to uniform between Evere   and Blaine, providing a smooth fl ow of traffi  c as well as increased capacity.

Coal trains

Railroads are common carriers. That means that they provide service to any party that has something to ship. In the days of 
regula  on, that meant handling any shipment whether it was profi table or not. Regula  on ended when such requirements 
caused the economic collapse of a large part of the railroad industry. Railroads s  ll handle any shipments off ered, but with 
no requirement to handle them at a loss. There remains a small degree of regula  on of railroads by Surface Transpor-

Base Trains - 
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When the current Amtrak Cascades trains and the one additional Amtrak Cascades train for 
which the Samish and South Bellingham siding extensions are required are added to the capac-
ity-level freight traffi c, 49 freight trains may be operated (24 trains at practical level).
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ta  on Board. Shippers 
who feel that they have 
been treated unfairly 
by a railroad may fi le a 
complaint with STB for 
possible correc  ve ac-
 on. Railroads have no 
fi nancial interest in the 
products they transport.

Freight transport by 
rail is safer than freight 
transplort by highway. 
Freight transport by rail 
also represents the re-
duc  on of damage to 
roadways by heavily-
loaded trucks. Coal trains 
have characteris  cs that 
make them somewhat 
safer than a conven  on-
al freight train. All of the 
cars in the train are the 
same size and weight. 
The eff ect of braking ac-
 on is uniform through-

out the train. Conven-
 onal freight trains are 

made up of cars of many 
sizes and weights. The 
poten  al for derailment 
because of the diff er-
ences in the cars (e.g., 
heavy cars following 
light cars or a mixture 
of long and short cars) 
requires greater cau-
 on in accelera  ng and 

braking the train. Coal 
trains also typically have 
locomo  ves at the rear 
of the train, controlled 
by radio-based remote 
control from the engi-
neer of the locomo  ve 
at the front of the train. 
This arrangement fa-
cilitates the handling of 
the train, reducing the 
stress on the couplings 
and reducing the chance 
of mechanical failures. 
It also improves braking 
performance.

Railroads do not construct facili  es that are not required. They have an extensive process to determine exactly what must 

CURRENT SOUTH 
BELLINGHAM SIDING

SOUTH BELLINGHAM 
SIDING EXTENSION FROM 
WSDOT LONG RANGE PLAN 
FOR AMTRAK CASCADES
SEPTEMBER 2007

CURRENT BNSF ALIGNMENT 
TO BE RELOCATED AS 
SHOWN IN RED FOR GP SITE 
REDEVELOPMENT

CURRENT SAMISH SIDING

CURRENT BOW SIDING

BOW-SAMISH SIDING EXTENSION 
FROM WSDOT LONG RANGE 
PLAN FOR AMTRAK CASCADES
SEPTEMBER 2007
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be built, where, and why. The BNSF system consists of about 32,000 miles of track in 27 states and Bri  sh Columbia. The 
en  re system must compete for the capital improvement funds that are available through normal business revenue. Every 
prospec  ve project is analyzed and weighed careully against others. Each year, the capital program is the list of the highest 
return projects among all candidate projects. Projects that do not generate a return of the capital investment in a rela  vely 
short  me are generally not considered. Unnecessary or poorly conceived projects will not be considered for funding.

The study process expands upon the fundamentals that have been explained in this paper. In addi  on to development 
using these principles, simula  on is extensively used in a process that establishes a proposed solu  on as eff ec  ve and 
not excessive. BNSF can be expected to support any new business, including the proposed coal trains, with the minimum 
amount of eff ec  ve investment.

BNSF has made no public announcement of how it intends to handle the addi  onal traffi  c, nor what infrastructure must 
be constructed to support it. It appears likely from examina  on of the infrastructure proposed in the WSDOT Long Range 
Plan for Amtrak Cascades, that the infrastrucure solu  on developed for increased coal train traffi  c will probably be similar. 
However, before construc  on can begin, the project will be subject to the procedures prescribed by the Na  onal Environ-
mental Policy Act (NEPA). Projects of the magnitude of the addi  onal infrastructure needed to support the expected coal 
train traffi  c will require a detailed statement of purpose and need, extensive research into the poten  al environmental 
eff ects, public discussion, and mi  ga  on plans for environmental impacts that cannot be prac  cally avoided.
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Executive Summary 
 
The Washington State Legislature directed the Washington State 
Department of Transportation (WSDOT) to develop a mid-range plan for 
Amtrak Cascades that identifies specific steps to achieve additional 
service beyond current levels. As stated in ESHB 1094, Section 226, 
WSDOT is required to submit a mid-range plan to the Office of Financial 
Management and the transportation committees of the legislature by 
December 31, 2008. The Amtrak Cascades Mid-Range Plan fulfills the 
legislative mandate by identifying and developing options that outline 
steps to achieve incremental Amtrak Cascades services for the next eight 
years.  

Background 
Washington State faces both challenges and opportunities resulting from 
the fundamental changes in our economy and society. Public investment 
policies embrace solutions that address multiple issues such as economic 
globalization, population growth, increased roadway congestion, higher 
fossil fuel prices, global climate changes, and increases in natural and 
man-made disasters.  
 
Passenger rail, once used as a means to address only mobility problems, is 
increasingly viewed and used, at both national and regional levels, as an 
integrated part of robust and resilient multimodal transportation systems. 
Such robust transportation systems will help policymakers achieve 
multiple policy ends, including economic viability, societal mobility, 
environmental sustainability, and public safety. 
 
Amtrak Cascades is an intercity passenger rail service between Eugene, 
Oregon, and Vancouver, British Columbia (B.C.). It is sponsored by the 
states of Washington and Oregon in partnership with other parties. The 
service, known as the Amtrak Cascades, provides travelers with a viable 
transportation alternative for their intercity trips.  
 
Rail development in the Pacific Northwest began in 1864, when President 
Abraham Lincoln signed the Northern Pacific Railroad Charter to build a 
direct rail connection between the Great Lakes and Puget Sound. 
Washington State investment in Amtrak intercity passenger rail service 
began in 1994. After incremental infrastructure enhancements by 
Washington State and its partners, intercity passenger rail service with 
Talgo trains began in 1999, and was branded Amtrak Cascades.  
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Amtrak currently operates Amtrak Cascades intercity passenger rail 
service on the Pacific Northwest Rail Corridor (PNWRC), which runs 
roughly parallel to the I-5 corridor between Vancouver, British Columbia, 
and Eugene, Oregon. The PNWRC is owned by BNSF Railway (BNSF) in 
Washington State and by Union Pacific Railroad (UP) in Oregon State. 
Amtrak Cascades offers one daily round trip between Seattle and 
Vancouver, B.C.; one daily round trip between Portland and Bellingham; 
two daily round trips between Eugene and Portland; and four daily round 
trips between Portland and Seattle.  

Plan Purpose 
In response to a legislative mandate, the Amtrak Cascades Mid-Range 
Plan FY2010 to FY2017 is to provide Washington State policymakers 
with four strategic investment options for infrastructure development. 
These plan options incrementally enhance service capacity, improve on-
time performance, and increase ridership on the segment between Seattle 
and Portland over the next eight years.  
 
The mid-range plan:  

• Identifies the needs of intercity passenger train services. 
• Assesses potential of passenger rail as a strategic multimodal 

transportation solution. 
• Specifies the steps of improving infrastructure to deliver additional 

intercity passenger services. 
• Links capital and operational investment to ridership growth and 

economic and societal benefits. 
• Provides a variety of information to support informed decision-

making processes—legislative budgeting and prioritizing. 

Methodology 
The strategy adopted by WSDOT to develop the mid-range plan is fact-
based and demand-driven. WSDOT strengthened its ridership forecast and 
analytic capacity by developing robust ridership databases and forecast 
models. WSDOT improved capital project cost estimation through a 
specific cost study of all historic rail projects.  
 
Based on management directives, the mid-range plan provides 
policymakers with options that are designed, analyzed, and presented to 
address socioeconomic policy issues. Results of investment in 
infrastructure improvements to add additional services are assessed and 
measured in terms of enhanced capacity, improved reliability, and 
increased ridership for considering funding additional Amtrak Cascades 
services. Economic impact assessment, benefit/cost analysis, and cross 
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modal comparison were also performed to assist policymakers in linking 
the investment of an option to its effects on the economy and society. 

Public Involvement 
In the development of the mid-range plan, an advisory committee was 
formed, involving identifiable stakeholders. The advisory committee’s 
role was to help WSDOT assess and evaluate beneficial impacts of rail 
infrastructure improvement on society, to help WSDOT understand 
concerns of local communities, and to share information and provide 
feedback during the mid-range plan development process. Advisory 
committee stakeholders involved in the development of the mid-range 
plan include: 
 

• Metropolitan Planning Organizations and Regional Transportation 
Planning Organizations in the I-5 corridor  

• Counties and cities within the study area 
• Oregon State 
• Province of British Columbia  
• Private railroads 
• Amtrak 
• Washington Public Ports Association 
• WSDOT planning units in different modes 
• WSDOT regions 
• All tribes in Washington State with an interest in the I-5 corridor 
• Passenger rail advocacy groups 

 
Two public/advisory committee meetings were held at WSDOT, led by 
State Rail and Marine Office staff, providing progress reports and 
opportunities for public comments and discussion. After the 
public/advisory committee meetings, the draft plan was available for two 
weeks for public review and comment. Some public comments were 
incorporated into the final draft and the remainder are included in 
Appendix 13 with WSDOT’s responses.  

Mid-Range Plan Options 
Options presented in the mid-range plan are designed in the context of the 
current macroeconomic policymaking environment. The options build on 
incremental strategies with stakeholder involvement and are supported by 
capacity analyses and benefit/cost analysis. The four options presented in 
this plan are different approaches to achieve incremental Amtrak 
Cascades services for the next eight years between Portland and Seattle, 
where the greatest concentration of ridership and the most service 
improvements are needed (Exhibit ES-1).  
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Exhibit ES-1: Mid-Range Plan Options 

Option 1 – 
Maintaining the 
Current Operation 

• Option 1 is an analytical baseline. 
• No capital investment is needed. 
• It maintains capacity at four daily round trips 

between Seattle and Portland. 
• On-time performance is about 60 percent. 

Option 2 – 
Incremental Strategy – 
Minimizing Capital 
Investment 

• Completes four capital projects already underway by 
FY2012. 

• Capital investment is $141 million. 
• Capacity increases from four to five daily round trips 

between Seattle and Portland. 
• On-time performance improves from about 

60 percent to about 95 percent. 
Option 3 – 
Incremental Strategy – 
Matching Supply and 
Demand 

• Completes all four projects in Option 2 and five 
additional new capital projects bye FY2017. 

• Capital investment is $537 million. 
• Capacity increases from four to six daily round trips 

between Seattle and Portland. 
• On-time performance improves from about 

60 percent to about 97 percent. 
Option 4 – No 
Financial Constraints 

• Completes all four projects in Options 2 and 3 and 
five additional new capital projects by FY2014. 

• Capital investment is $817 million. 
• Capacity increases from four to eight daily round 

trips between Seattle and Portland. 
• On-time performance improves from about 

60 percent to about 92 percent. 

Investment in Capital Projects 
Exhibit ES-2 shows Amtrak Cascades proposed infrastructure 
improvements and investment. Capital projects are incrementally 
developed as project groups. Project groups are building blocks that 
combine a number of projects to deliver an incremental service level. The 
cost estimates are based on prices during the implementation timeframe of 
each specific mid-range option.  
 



 

Amtrak Cascades Mid-Range Plan December 2008 
State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov Page xi 

Exhibit ES-2: Capital Investment by Option 

Option 1: 
$0

Option 2: 
$141 

Million

Option 3: 
$578 

Million

Option 4: 
$817 

Million

Project Group 
A***: $141M for 
Options 2, 3, 

and 4

Option2,3,and 4: 
2012

$141.2 $141.2 $141.2
Five Seattle to Portland and two Seattle 
to Vancouver, B.C. daily round trips, 
95 percent on-time performance.

Project Group B: 
Option 3 $437M; 
Option 4 $334M

Option 3: 2017
Option 4: 2015

$437.1 $334.2
Six Seattle to Portland and two Seattle 
to Vancouver, B.C. daily round trips, 
97 percent on-time performance.

Project Group C: 
$341M for 
Option 4

Option 4: 2015 $341.4

Eight Seattle to Portland and two Seattle 
to Vancouver, B.C. daily round trips, 
92 percent on-time performance due to 
running two additional round trips without 
taking additional expensive reliability 
projects.

Project Group*
Year of 

Completion

Capital Cost Estimates* ($ Million)

Deliverables

* A project group is a set of projects or project stages to be implemented collectively to achieve additional service.

** Costs do not include anticipated expenditures prior to July 2009 in 2008 Transportation Supplemental Budget. These 
projects were currently funded as: Tacoma – Bypass of Pt. Defiance – 66th St. to Nisqually, $57.1 million; Vancouver – Yard 
Bypass and W 39th St., $59.9 million; King Street Station – Track Improvements, $13 million; Cascades Train Sets – 
Overhaul, $4 million. The cost estimates listed in options are additional costs needed to complete these projects starting July 
2009.

*** Projects anticipated to be complete prior to July 1, 2009 in the 2008 Transportation Supplemental Budget are not listed. 
 

 
Source: WSDOT State Rail and Marine Office 

Operating Costs, Revenue, and Investment in Operations by 
Option 

Operating costs include the costs to operate Amtrak Cascades intercity 
passenger train services and costs to maintain service equipment. Since 
each option in the mid-range plan operates at a different level, the 
operating costs vary. However, Options 3 and 4 operate more efficiently 
due to economies of scale. 
 
Revenue includes ticket revenues and revenues from services provided on 
the trains such as food and beverage revenues. 
 
Net state costs in operations is the state’s net investment from public 
funds for Amtrak Cascades operation. It is the total operation costs minus 
revenues from operation. It is a public investment that aims for gaining 
greater economic and societal benefits.  
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Exhibit ES-3 shows the sum of operating costs, revenue, and investments 
in operations for all plan options from FY2010 to FY2017.  
 

Exhibit ES-3: Total Operating Costs, Revenue, and Net State Costs 
for Amtrak Cascades Operations 

Sum of FY2010 - FY2017 ($ Millions) 

Plan Options Operating Costs* Revenue**
Net State Costs for 
Amtrak Cascades 

Operation***

Option 1: Maintaining 
Current Operation $235.7 $118.4 $117.3

Option 2: Incremental 
Strategy 1 - Minimum 
Capital Investment

$360.2 $144.4 $215.8

Option 3: Incremental 
Strategy 2 - Supply Meets 
Demand

$366.7 $153.0 $213.8

Option 4: No Financial 
Constraints $428.2 $157.2 $270.9

**** The sixth round trip starts in FY2017, the total operation cost here for Option 3 does not show  full effect of the operation at the capacity built.

* Include operating costs, Talgo maintenance costs, maintenance costs enhancing reliability, and Amtrak administrative 
costs. Estimated based on historical data, Amtrak FFY2009 Cost Estimates, and planned activities.

** Include revenues from tickets and passenger services. Estimated based on historical revenue data assuming price neutral 
policy. Total revenue is the product of total forecasted passenger miles and revenue earned per passenger mile, adjusted for 
inflation.

*** This is the estimated costs Washington State pays for contracted Amtrak Cascades  operation.

 
 

Source: WSDOT State Rail and Marine Office 

Capacity Increase 
The capacity growths for plan options are based on capital projects that 
build capacity for each plan option (Exhibit ES-4). The capacity increase 
and reliability improvement of capital projects are presented in Chapter 4. 
Exhibit 6-6 in Chapter 6 provides a dynamic view of capacity changes by 
option over the time frame of the mid-range plan. 
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Exhibit ES-4: Maximum Annual Seating Capacity by Option 
Seattle to Portland FY2010-FY2017 

600,000

800,000

1,000,000

1,200,000

1,400,000

1,600,000

2010 2011 2012 2013 2014 2015 2016 2017

Se
at

in
g 

C
ap

ac
ity

Option 1 Option 2 Option 3 Option 4  
 
Note: Maximum seating capacity = Seats per train X Trains per day X 365 days 
 
Source: WSDOT State Rail and Marine Office 

Reliability Improvement 
Operational analysis by the WSDOT State Rail and Marine Office in 
2007-2008 reviewed the infrastructure necessary to support each mid-
range plan option. The analysis included traffic conditions and growth 
expectations for Amtrak Cascades, Sounder, BNSF, and the UP. The 
analysis validated the investment in capital projects and their impacts on 
service capacity and on-time performance (Exhibit ES-5). Please note that 
on-time performance decreases slightly resulting from the operation of 
eight round trips. 
 

Exhibit ES-5: Reliability Improvement by Option 

92%

97%

95%

61%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Completion of Project
Groups A, B, & C
(8 Round Trips)

Completion of Project
Groups A & B

(6 Round Trips)

Completion of Project
Group A (5 Round Trips)

Current Operation
(4 Round Trips)

 
 
Source: Transit Safety Management 
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Ridership Growth 
The ridership growth for plan options is estimated through two processes. 
First, the ridership forecast model is developed to forecast long-term 
growth of ridership based on factors such as population, gas prices and 
service availability. Second, based on improvement on on-time 
performance and scheduled time savings resulted from implementation of 
plan options, additional ridership growth is estimated using demand 
elasticity of time reduction published for Amtrak passenger trains. 
 
The ridership growth for the mid-range plan options is demonstrated in 
Exhibit ES-6. 
 

Exhibit ES-6: Annual Ridership Growth by Option 
FY2007 vs. FY2017 

Vancouver, B.C. to Portland 

783,000

822,000

890,000

574,202574,202574,202574,202

646,130
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Strategy 1 -
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Source: WSDOT State Rail and Marine Office 

Economic Impacts 
When public funds are used to invest in Amtrak Cascades intercity 
passenger train services, the investment generates economic impacts that 
would benefit the state and local communities in general. The magnitudes 
of economic impacts are dependent on the size of investment and how the 
funds are invested. WSDOT used the Washington State input-output 
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economic model, developed using IMPLAN1, to estimate the ripple effects 
of the increases in Amtrak Cascades services. The IMPLAN model was 
used to estimate the total economic impacts of mid-range plan options, 
including the cascading effects of the investments of each option. The 
economic impacts are assessed in terms of the following two indicators: 

 
• Employment represents the jobs created by the investment. 

Amtrak Cascades service directly creates jobs in construction, 
maintenance, food service, and transportation operations. It also 
creates jobs indirectly by the affect of the outputs of other 
industries and government incomes. 

• Value added is an indicator that reflects the net benefit of the 
investment. Both labor income (wages and salaries) and business 
incomes are counted as value added. 

 
Exhibit ES-7 demonstrates economic impacts of the four plan options. 
 
Exhibit ES-7: Economic Impacts of Amtrak Cascades  
Mid-Range Plan Options: Sum of FY2010 to FY2030* 

Impact Area Option 1: Maintaining 
Current Operation

Option 2: Incremental 
Strategy 1 - Minimum 

Capital Investment

Option 3: Incremental 
Strategy 2 - Supply 

Meets Demand

Option 4: No Financial 
Constraints

Benefits to Local 
Communities Along I-5 
Corridor

4,887 11,725 17,454 23,752

Statewide Benefits (Include 
benefits to local communities) 6,202 15,024 22,825 31,138

Benefits to Local 
Communities Along I-5 
Corridor

$306.5 $746.8 $1,139.9 $1,555.1

Statewide Benefits (Include 
benefits to local communities) $399.7 $977.6 $1,500.6 $2,048.1

Support Employment 
(Job-Year**)

Value Added*** ($ 
Million, 2008 Dollars)

Note: Economic impacts are assessed using IMPLAN Input-Output model for Washington State and its local areas.

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities and Washington State for many 
years beyond FY2017.

** A job-year means that a person is employed as a full-time employee for a year.

*** Difference between the total sales revenue of an industry and the total cost of components, materials, and services purchased from other firms within a 
reporting period (usually one year). It is the industry's contribution to the gross domestic product (GDP).

 
 
Source: WSDOT State Rail and Marine Office 

Benefit/Cost Analysis  
The benefit/cost analysis looked at investments, benefits, and impacts of 
the Amtrak Cascades projects completed during the mid-range plan period 
                                                 
1 IMPLAN is a commercial input-output model developed using input-output data from 
Bureau of Economic Analysis, U.S. Department of Commerce. The model used to 
estimate economic impacts in this plan is a Washington State specific model. 
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of FY2010 to FY2017. Because the projects can generate benefits for local 
communities and Washington State for many years beyond FY2017, the 
analysis looked at benefits and costs through FY2030. Economic benefits 
(revenue and value added) and societal benefits (congestion relief, safety 
improvement, and environmental impact reduction) were analyzed to 
calculate net benefit, which was used in the benefit/cost analysis. Exhibit 
ES-8 highlights this analysis.  
 

Exhibit ES-8: Estimated Benefit/Cost Ratio by Investment Option 

Total Cost** 
($ Million)

Total Benefit** 
($ Million)

Net Benefit 
($ Million) B/C Ratio

Option 1: Maintaining 
Current Operation

$310 $625 $315 2.02

Option 2: Incremental 
Strategy 1 - Minimum 
Capital Investment

$733 $1,853 $1,120 2.53

Option 3: Incremental 
Strategy 2 - Supply Meets 
Demand

$1,129 $2,744 $1,615 2.43

Option 4: No Financial 
Constraints

$1,536 $3,400 $1,864 2.21

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities and 
Washington State for many years beyond FY2017. Benefits are sum of FY2010 to FY2030. 

** Operation costs are sums of FY2010 to FY2030. Capital investment is sum of FY2010 to FY2017. Both benefits and costs 
are discounted to present value (2008 dollars).

Plan Option

Sum of FY2010 to FY2030* - $ Million (2008 Dollars)

Note: Option 1 is the baseline.

 
 
Source: WSDOT State Rail and Marine Office 

Connectivity 
Multimodal connectivity at Amtrak Cascades train stations includes travel 
by Sound Transit (Light Rail, Sounder, and Express Bus), marine 
(Washington State Ferries service, cruise ships), bus (public and private 
intercity bus services), air, and bicycle. Service improvements to enhance 
connectivity include integrated fares, travel packages, integrated 
schedules, passenger information systems, signage, and parking/bicycle 
storage.  

Marketing 
Amtrak Cascades marketing is operated by the WSDOT State Rail and 
Marine Office to optimize ridership and service capacity usage. It 
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promotes the achievement of ridership and revenue targets and builds 
strong brand awareness (Amtrak Cascades as differentiated from Amtrak 
and other transportation modes). It primarily targets adults ages 25-54 in 
the Seattle and Portland markets, where potential ridership is most 
concentrated. Marketing currently operates with a flat budget of 
$1 million to $1.3 million and is focused on non-business travelers. 
Depending on the mid-range plan option, Amtrak Cascades marketing can 
be positioned with an industry-standard, ridership-based budget to 
promote the ease, comfort, and environmental sustainability of train travel 
as a viable transportation alternative for business and non-business 
travelers.  

Challenges and Opportunities 
Mobility, reliability, environmental sustainability, safety, and tourism are 
important considerations when planning Amtrak Cascades intercity 
passenger rail development. A strategic investment in Amtrak Cascades 
infrastructure development, depending on the mid-range option, can: 

• Increase mobility and reduce congestion on the I-5 corridor and at 
Sea-Tac International Airport. 

• Increase reliability and attract business travelers. 
• Increase energy efficiency and reduce environmental impacts of 

other more polluting and energy consuming transportation modes. 
• Improve passenger safety and offset the safety of other 

transportation modes. 
• Support and enhance tourism development, one of Washington’s 

top industries.  
 
Policymakers, in considering the Amtrak Cascades Mid-Range Plan 
options, are faced with strategic investment challenges that include the 
lack of dedicated federal funding, limited multimodal state funding, and 
uncertain Oregon State and British Columbia funding.  
 
Policymakers are also presented with strategic investment opportunities 
that can reduce travel time up to 30 minutes, increase reliability (on-time 
performance) from 60 percent to 90 percent, reduce greenhouse gas 
emission and fuel consumption, and increase ridership.  
 
Amtrak Cascades is experiencing double-digit ridership growth due to 
higher fuel prices and favorable socioeconomic trends as discussed 
throughout this plan. The trends are likely to continue beyond the mid- 
and long-range planning horizons as population and transportation 
demand increases and resources become scarcer. Strategic investment in 
Amtrak Cascades intercity passenger rail infrastructure development, as 
an integrated part of the multimodal solution of resilient transportation 
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systems in Washington State, provides policymakers an opportunity to 
meet societal needs from a long-term perspective.  
 
To manage the risk of cost escalation, WSDOT plans to develop a better 
contract management practice. To this end, WSDOT should examine 
methods of lowering risk to the state including the development of a price 
agreement with BNSF to run a pre-determined number of round trips at a 
certain level of performance.  
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Chapter 1: Introduction 
 
Since 1994 the Washington State Department of Transportation (WSDOT) 
has partnered with Amtrak, the state of Oregon, the province of British 
Columbia, the railroads, and others to provide fast, reliable, and more 
frequent intercity passenger rail service along the 466-mile Pacific 
Northwest Rail Corridor (PNWRC). As one of 11 federally designated 
corridors, the PNWRC extends from Eugene, Oregon to Vancouver, 
British Columbia (B.C.). The service, known as the Amtrak Cascades, 
provides travelers with a viable transportation alternative for their intercity 
trips.  
 
Following the legislature’s directive, WSDOT developed and published 
the Long-Range Plan for Amtrak Cascades (2006). The incremental 
approach, outlined in the plan, would allow the state of Washington to add 
faster, more frequent Amtrak Cascades service based on market demand, 
partnership investment, and legislative authorization. In order to ensure 
that public funds are expended in the most efficient manner, construction 
projects have been designed and grouped as “building blocks” to deliver 
incremental services. This strategy would allow projects to be constructed 
in a logical sequence to meet system performance objectives while 
providing flexibility for funding. 

 
The Amtrak Cascades program is being implemented in stages, using a 
step-by-step approach for development. Service is added over time, based 
on available state and federal funding and market demand.  

Legislative Mandates 
Washington State Legislature has directed WSDOT to develop a mid-
range plan for Amtrak Cascades that identifies specific steps to achieve 
additional service beyond current levels. ESHB 1094, Section 226, 
requires WSDOT to submit a mid-range plan to the Office of Financial 
Management and the transportation committees of the legislature by 
December 31, 2008. The Amtrak Cascades Mid-Range Plan fulfills the 
legislative mandate by identifying and developing options that outline 
steps to achieve incremental Amtrak Cascades services for the next eight 
years. Relevant legislative directives (Appendix 1) were reviewed and 
implemented as applicable to this mid-range plan.  
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The purposes of the mid-range plan include:  
 
• Providing policymakers (the Governor and Washington State 

Legislature) with information, based on benefit and cost analyses, for 
further development of strategic economic investment policy for 
Washington State’s Amtrak Cascades intercity passenger rail program. 

• Describing four options to increase intercity passenger rail service 
along the I-5 corridor based on analysis of supply and demand, and 
estimating resources needed to implement these options. 

• Specifying steps that increase capacity and improve reliability for 
additional intercity passenger rail services associated with each of the 
four mid-range plan options. 

• Helping policymakers assess the potential of rail as part of an 
integrated transportation solution that addresses interwoven problems, 
such as economic development, road congestion, public safety, and 
environmental impacts.  

Macro Policy Environment  
Washington State faces both challenges and opportunities resulting from 
the fundamental changes in our economy and society. Challenges within 
the macroeconomic policy environment include economic globalization, 
population growth, increases in I-5 corridor congestion, higher fossil fuel 
prices, global climate changes, and increases in natural and man-made 
disasters. Passenger rail, once used as means to address only mobility 
problems, is increasingly viewed and used as an integrated part of macro 
solutions to achieve multiple ends. These macro solutions include 
economic viability, societal mobility, environmental sustainability, public 
safety, and transportation system redundancy and resiliency.  
 
As directed in RCW 47.82, WSDOT has been monitoring and analyzing 
socioeconomic and technical conditions that affect intercity passenger rail 
development. These conditions are directly aligned with state and national 
policy priorities of transportation, economy, energy, and environment. 
Several chapters in this plan, specifically Chapter 2, discuss these factors 
in more detail.  

 
In response to these driving factors, and given our competing needs for 
limited resources (capital and land), Washington State is increasing its 
policy efforts to address greenhouse gas emissions, congestion, and health 
and safety improvements, and to develop a more sustainable economy. 
WSDOT is seeking policies to increase efficiency, relieve highway 
congestion, and develop robust and resilient transportation systems.  
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Methodology 
The strategy adopted by WSDOT to develop the mid-range plan is fact-
based and demand-driven. WSDOT strengthened its ridership forecast and 
analytic capacity by developing ridership database and forecast models. 
WSDOT improved capital project cost estimation through a specific cost 
study of all historic rail projects.  
 
Based on management directives, the mid-range plan provides 
policymakers with options that are designed, analyzed, and presented to 
address socioeconomic policy issues. These are used to integrate 
transportation solutions, when considering funding additional Amtrak 
Cascades services. Economic impact assessment, benefit/cost analysis, 
and cross modal comparison were also performed to assist policymakers 
in linking the investment of an option to its effects on the economy and 
society. 
 
Options presented in the mid-range plan are designed in the context of the 
current macroeconomic policymaking environment. The options build on 
incremental strategies with stakeholder involvement and are supported by 
capacity analyses and benefit/cost analysis. This mid-range plan presents 
four options for future program development. 

Relationship with Other Plans 
The mid-range plan is implementing the vision of WSDOT’s multimodal 
plan—the Washington Transportation Plan—and the incremental strategy 
developed in the Long Range Plan for Amtrak Cascades under the 
guidance of the legislature.  
 
The Washington Transportation Plan is a 20-year multimodal plan that 
includes Amtrak Cascades development. It establishes guiding principles 
for investments in current and future facilities through 2026. These 
investment guidelines are meant to direct funding and resources toward 
programs and investments that yield the greatest benefits. The mid-range 
plan is an implementation of the rail section. It states, “as the projects 
currently underway move forward and the investment priorities are 
implemented, future planning efforts will build on what we learn about 
system operations, the pace and challenges of global warming, and the 
opportunities and limitations of different travel modes such as rail, bike, 
and transit.”  
 
The Long Range Plan for Amtrak Cascades is a 20-year plan that meets 
federal requirements for high-speed intercity rail service development 
through 2023. Based on the long-range plan, the mid-range plan builds for 
more in-depth planning and economic analysis of projects and investment 
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opportunities for Amtrak Cascades development. It states, “WSDOT will 
continue to work with the freight railroads, ports, and other partners to 
ensure the rail system has adequate capacity to meet the demands of its 
various users. The ability for freight and passenger traffic to coexist on a 
common infrastructure and continue to grow is important to our regional 
mobility and economy.” 
 
The plans were all developed in coordination with Metropolitan Planning 
Organizations (MPOs) and Regional Transportation Planning 
Organizations (RTPOs), and other state, regional, tribal, and local 
stakeholders within their respective planning areas. See the list below for 
the mid-range plan stakeholder list.  

Public Involvement 
In the development of the mid-range plan, an advisory committee was 
formed, involving as many stakeholders as possible. The advisory 
committee’s role was to help WSDOT assess and evaluate beneficial 
impacts of rail infrastructure improvements on society, to help WSDOT 
understand concerns of local communities, and to share information and 
provide feedback during the mid-range plan development process. 
Advisory committee stakeholders involved in the development of the mid-
range plan include: 
 

• MPOs and RTPOs in the I-5 corridor  
• Counties and cities within the study area 
• Oregon State 
• Province of British Columbia  
• Private railroads 
• Amtrak 
• Washington Public Ports Association 
• WSDOT planning units in different modes 
• WSDOT regions 
• All tribes in Washington State with an interest in the I-5 corridor 
• Passenger rail advocacy groups 

 
Two public/advisory committee meetings were held at WSDOT, led by 
State Rail and Marine Office staff, providing progress reports and 
opportunities for public comments and discussion. After the 
public/advisory committee meetings, the draft plan was available for two 
weeks for public review and comment. Some public comments were 
incorporated into the final draft and the remainder are included in 
Appendix 13 with WSDOT’s responses. The mid-range plan was then 
submitted to WSDOT executive management for final approval. Appendix 
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2 provides a complete list of stakeholders and active participants involved 
in the process. 

Organization of this Plan 
This chapter introduces the mid-range plan, its legislative mandates, 
management direction, socioeconomic contexts, and the strategy and 
methodology WSDOT adopted to develop the plan. 
 
Chapter 2 discusses the macroeconomic environment and its impact on 
intercity passenger rail infrastructure using historical, current, and future 
trends and data. This chapter also introduces the mid-range plan options.  
 
Chapter 3 reports the results from ridership and capacity analyses, 
including models, methods, data sources, and forecasts that were used to 
develop plan options.  
 
Chapter 4 lists detailed capital projects for “building block” infrastructure 
improvements, and the costs associated with these projects. The 
information on the capacity increases and reliability improvements of 
completing each “building block” for each plan option is included. 
 
Chapter 5 addresses operations and maintenance issues. A simulation 
analysis provides on-time performance estimates used in the development 
of the options. Operational cost estimates are also provided, based on 
historic data and projected costs for each plan option. 
 
Chapter 6 describes the mid-range plan options for achieving additional 
Amtrak Cascades service. It specifies the steps needed for each plan 
option. It presents detailed information on capital and operation costs, 
capacity increases and reliability improvements, ridership growth, and 
economic impacts of investment. 
 
Chapter 7 provides the results of a benefit/cost analysis for all mid-range 
plan options. It includes assessment of public benefits and costs, 
discussion of economic and societal impacts, and analysis of full 
transportation costs.  
 
Chapter 8 is an analysis of the importance of providing easy connections 
between the different modes of transportation, and how WSDOT is 
working with other modes to achieve this connectivity. 
 
Chapter 9 is a marketing analysis, including a history of major marketing 
efforts, marketing goals, trends, updated costs, anticipated impacts, and 
efforts to measure performance.  
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Chapter 10 discusses past, present, and future funding challenges and 
opportunities.  
 
This mid-range plan does not require additional environmental review. 
The 2006 Long-Range Plan for Amtrak Cascades has been determined, 
jointly by the Federal Railroad Administration and Federal Highway 
Administration, to sufficiently address the requirements of a Tier 1 
Environmental Impact Statement. Individual projects will require a 
detailed environmental review to determine the need for additional 
environmental study and documentation. The projects contained in the 
options either already have completed environmental documentation, are 
nearing completion of required National Environmental Policy Act 
(NEPA) documentation, or are categorically excluded from environmental 
review. 
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Chapter 2: Amtrak Cascades Development, 
Socioeconomic Context, and Mid-Range Plan 
Options 

 
Intercity passenger rail benefits society by reducing congestion, pollution, 
and fuel consumption, while increasing safety by complementing other 
more heavily used modes of transportation. This plan assesses benefits and 
costs and evaluates investment strategies related to Amtrak Cascades 
development within its socioeconomic context. This chapter provides an 
overview of the development Amtrak Cascades passenger train service, 
socioeconomic trends, and macro policy environment.  

Amtrak Cascades Development 
Rail development for the Pacific Northwest began in 1864. At that time 
President Abraham Lincoln signed the Northern Pacific Railroad Charter 
to build a direct rail connection between the Great Lakes and Puget 
Sound. In the mid-1890s passenger rail service reached its peak in 
ridership when its share of the market was estimated to be about 
95 percent. Largely due to interstate highway system development and 
competition from airlines, passenger rail ridership reached its lowest point 
in 1970. 
 
Washington State infrastructure investment in intercity passenger rail 
service began in the late 1980s, when some state funds were expended to 
improve train stations. The first state-sponsored Amtrak intercity 
passenger rail service began in 1994. After incremental enhancements by 
Washington State and its partners, the service was branded Amtrak 
Cascades in 1999, with the introduction of the European-style, custom-
built equipment. In 2007 annual ridership reached 676,760 passengers, the 
highest in the history of the state-sponsored program. Incremental 
enhancements continue to improve service and ridership. Appendix 3 
provides a more detailed history of rail development in Washington State.  
 
Currently, Washington State provides Amtrak Cascades intercity 
passenger service for four daily round trips between Seattle and Portland 
as shown in Exhibit 2-1. Note that one of the four state-sponsored daily 
round trips between Seattle and Portland continues on to Bellingham.  
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Exhibit 2-1: Amtrak Cascades Daily Schedule 
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The railroad tracks that span the Pacific Northwest Rail Corridor 
(PNWRC) are owned by the BNSF Railway (BNSF) in Washington, by 
the Union Pacific Railroad (UP) between Portland and Eugene, Oregon, 
by BNSF between the Canadian Border and Fraser River, and by 
Canadian National Railway from the Fraser River to the Vancouver, B.C. 
station. Freight and passenger rail traffic run on the same tracks. The 
Washington State Department of Transportation (WSDOT) partners with 
federal, state, provincial, tribal, and local jurisdictions; railroads including 
Amtrak, BNSF, UP, Canadian National Railway (CN), VIA Rail Canada; 
and others under many agreements to provide Amtrak Cascades service.  
 
The state-supported Amtrak Cascades service continues to demonstrate 
record growth in ridership. Ridership of 594,970 in the first three quarters 
of 2008 increased 16.3 percent over the same period in 2007. High 
gasoline prices, population growth, and many other factors have 
contributed to this increase. 
 
Many planning documents have guided Amtrak Cascades development 
over the years. In 1995 WSDOT published Options for Passenger Rail in 
the Pacific Northwest and in December 1997, WSDOT produced the 
Pacific Northwest Rail Corridor Operating Plan for public review. 
 
WSDOT published the Long-Range Plan for Amtrak Cascades (2006) that 
meets the U.S. Department of Transportation’s recommended planning 
framework for high-speed intercity rail service development, a 
requirement for Washington State to be eligible for federal funding.  The 
long-range plan outlines a 20-year progression of incremental 
improvements that increase train frequency, reliability, and safety, and 
reduce travel times.  

Socioeconomic Context 

Population/Congestion 

Western Washington and the Puget Sound region, anchored by major 
metropolitan areas, is the densest, most heavily populated area in 
Washington State. As of 2008 an estimated 3,664,000 people (four out of 
ten people) reside within 10 driving minutes of Oregon and Washington 
Amtrak Cascades stations. 
 
Exhibit 2-2 shows increasing I-5 corridor population growth from 2004 to 
2030, in terms of proximity to nearby Amtrak Cascades stations at 
5-minute drive, 10-minute drive, and 20-minute drive times. Increasing 
travel demand on the I-5 corridor impacts mobility, safety, the 
environment, and energy consumption. Strategies that promote viable 
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transportation alternatives, such as intercity passenger rail cause mode 
shifts that can reduce travel demand on the I-5 corridor and improve 
mobility, safety, environmental sustainability, and the economy.  
 

Exhibit 2-2: Population Surrounding Amtrak Cascades Services 
Vancouver, B.C. to Eugene, OR  
Drive Times to Amtrak Stations 
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Source: Data developed by WSDOT State Rail and Marine Office based on U.S. Census 
using WSDOT GIS tools. 
 
Exhibit 2-3 shows the increase in I-5 vehicle miles traveled from 1998 to 
2030.  
 

Exhibit 2-3: Vehicle Miles Traveled Along the I-5 Corridor 
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Source: WSDOT Transportation Data Office, and FY2010 to FY2030 projections by State 
Rail and Marine Office. 
 
With national highway congestions cost estimated at $70 billion annually, 
states are turning to rail as part of their transportation strategy. Specific 
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markets, like the Seattle, Portland, and Vancouver, B.C. metropolitan 
areas, have the most potential to generate public benefits from reduced 
highway congestion now and in the future. Intercity passenger rail is even 
more beneficial in regional markets with well-developed intracity mass 
transit systems, because intercity rail is more likely to be more 
competitive with driving on those routes. 
 
The Amtrak Cascades’ route goes along the same sections of the I-5 
corridor. WSDOT estimates that daily delay along the I-5 corridor is about 
300,000 hours and cost about $7 million a day. Amtrak Cascades 
passenger rail can help reduce congestion by diverting traffic away from 
the crowded I-5 corridor, increasing the serviceability of the overall 
transportation system.  
 
According to a WSDOT Urban Planning Office model, a 5 percent 
reduction in I-5 traffic will reduce 70 percent of the delay caused by 
congestion. Therefore, it doesn’t take a huge quantity of travelers 
switching to intercity passenger rail to generate substantial public benefits 
by reducing highway congestion.  
 
Intercity passenger rail service could potentially ease air travel congestion 
(take-off and landing delays) and it could reduce the number of flights 
between cities. In areas with little to no additional space for runways, 
airports have fewer options for increasing capacity. In those areas, 
intercity passenger rail service would be more competitive.  
 
There is an economic advantage for passenger rail in locations where train 
stations are located in central business districts, especially with convenient 
access to mass transit.  

Safety and Security 

On October 16, 2008, President George W. Bush signed into law a 2-part 
legislation: HR 2095, the Railroad Safety Enhancement Act of 2008, and 
HR 6003, the Passenger Rail Investment and Improvement Act of 2008. 
The legislation gives $12.9 billion for intercity passenger rail development 
over five years, almost double what the U.S. is currently spending. Safety 
and rail passenger improvements include increased rail safety inspectors, 
at-grade crossing improvements or eliminations, positive train control 
technology on rail main lines by 2015, and reporting required on service 
delays and poor on-time performance for the Amtrak Coast Starlight and 
Amtrak Cascades. 
 
According to the National Safety Council (NSC), the safety of intercity 
passenger rail travel is comparable to commercial bus and air travel. The 
2008 NSC Injury Facts report shows that passenger autos have a 0.81 U.S. 
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passenger fatalities per 100 million passenger miles ratio (1996-2005 
data); buses have a 0.04 ratio; railroad passenger trains have a 0.05 ratio; 
and airlines have a 0.02 ratio. Passengers may choose to travel by rail to 
improve their own safety, if they believe passenger rail is safer than other 
modes. 
 
In addition global development and global warming may cause 
transportation systems to be more vulnerable to natural and man-made 
disasters. The ability to respond to and recover from adversity is largely 
due to society’s degree of resiliency. Regions and communities with 
viable transportation alternatives are better positioned to deal with 
adversity and successfully recover from emergencies.  
 
A robust intercity passenger rail service is an asset in times of emergency. 
After the September 11, 2001 attack on the World Trade Center, Amtrak 
service resumed days before highways were open to the public. Likewise, 
after I-5 was flooded by the Chehalis River and its tributaries in December 
2007, Amtrak Cascades service resumed in two days, while I-5 service 
resumed for public use after four days.  

Environment/Energy 

Transportation is the fastest growing source of carbon dioxide (CO2) in 
the United States. CO2 emissions are projected to exceed 175 percent of 
year 2000 levels by 2025. Personal cars and trucks now account for 
40 percent of our nation’s oil consumption. Cars and trucks produce about 
a third of the greenhouse gas emissions in the U.S. Increasing travel 
demand is expected to cancel out the CO2 savings from the fuel economy 
and renewable fuel requirements as specified in the Energy Independence 
and Security Act of 2007.  
 
The University of California at Berkley recently completed the first 
comprehensive environmental life-cycle assessment of passenger 
transportation in the U.S. The assessment includes significant indirect 
supply chain costs that are harder to measure. It analyzes the real costs of 
all system components in terms of their energy use and polluting by-
products “from cradle to grave.”  
 
The University of California study shows that greenhouse gas emissions 
per passenger mile traveled is less for rail than for cars or airplanes, as 
indicated in Exhibit 2-4. Rail systems are the best energy and greenhouse 
gas performers, but they require much larger infrastructure requirements 
per passenger-mile served. High-speed rail can perform better than 
automobile and aircraft, but only if ridership is optimized. In the study, 
intercity passenger rail service similar to Amtrak Cascades was not 
included. Caltrain has a similar type of diesel propulsion system, but 
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offers a commuter service with shorter distances and more frequent 
service.  
 

Exhibit 2-4: Greenhouse Gases by Transportation Mode 
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Source: University of California at Berkeley, Center for Future Urban Transport 
 
Amtrak provides long-distance rail service and intercity passenger rail 
service throughout the U.S. Current initiatives to increase energy 
efficiency and reduce fuel consumption include a range of Amtrak 
programs. With its participation in the Chicago Climate Exchange, 
Amtrak is committed to cutting diesel emissions by 6 percent by 2010, the 
largest voluntary reduction commitment in the U.S., and the first 
commitment made by a national transportation company.  
 
Intercity passenger rail can generate some public benefit by reducing 
dependency on gasoline and fossil fuels. Another public benefit would be 
to reduce vulnerability to an energy supply disruption. 

Economy  

Amtrak Cascades investments can increase the economic potential of an 
area. There are model approaches used around the world to stimulate the 
economy and improve intercity passenger rail infrastructure and service 
with established and clearly defined national policy goals, stakeholder 
roles, and committed funding. In the U.S. where passenger rail is all 
public sector, Amtrak is taking action to reduce costs, but it is not 
positioned to address broader goals, roles, and funding issues.  
 
Intercity passenger rail services along designated corridors have a 
comparative advantage over other transportation modes in terms of 
financial viability and public benefits. However, currently there isn’t a 
national policy framework for rail and transportation in general. This is a 
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major finding of the National Surface Transportation Policy and Revenue 
Study Commission Report of December 2007. The report was developed 
by an advisory group of 12 delegates, led by the U.S. Department of 
Transportation Secretary with a vision to create and sustain the pre-
eminent surface transportation system in the world. Their recommendation 
to increase multimodal transportation infrastructure investment will guide 
future rail policy. The report’s call to action states, “…our nation will 
need to put more emphasis on transit and intercity passenger rail and make 
them a priority for our country. A cultural shift will need to take place 
across America to encourage our citizens to take transit or passenger rail 
when the option is given.”  

Consumer and Travel Industry Trends 

Eco-tourism is growing both in trips to important environmental sites and 
in ways travelers choose travel alternatives that are more environmentally 
sustainable. Rail, as part of “green travel,” is emerging as the 
transportation alternative of choice for those who want to benefit local 
communities, reduce their carbon footprint, and experience the natural 
scenery in comfort and convenience as they travel.  
 
Global warming is of high concern for 41 percent of Americans and 
59 percent believe the affects are apparent now. Approximately 50 percent 
of Americans changed their summer travel plans due to high gas prices. 
Almost 25 percent of Americans working in the private sector don’t get 
paid vacations. With soaring gas prices influencing consumer’s travel 
plans, shorter, domestic trips are likely to continue to dominate travel 
destinations. Amtrak Cascades can be a preferred travel alternative for 
local and regional trips.  
 
In the next five years, America is expected to experience an 80 percent 
growth in the number of households headed by someone 55+ years old. 
Their availability to travel, their established and stable income, and their 
nostalgia for trains is expected to stimulate rail travel, especially if their 
rail experience is favorable.  
 
Wireless Internet (WiFi), cell phone reception, and electronic media are 
becoming standard amenities in all sectors of society, particularly among 
youth and young adults. The availability of convenient, state-of-the-art 
technology appeals to passengers and is an economic advantage for 
intercity passenger rail travel.  

Mid-Range Plan Options 
Washington State is facing both challenges and opportunities resulting 
from the fundamental changes in our economy and society. The main 
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factors that shape policy development have been discussed in a previous 
section. Transportation solutions, once used as a means to address only 
mobility problems, are increasingly viewed and used as strategies to 
achieve multiple ends, such as economic viability, societal mobility, and 
environmental sustainability. The options of the mid-range plan are 
designed, analyzed, and presented to assist policymakers in determining 
funding for the Amtrak Cascades, to achieve additional services that 
benefit society and the economy.  

Purposes of Mid-Range Plan Options 

The purposes of the plan options are identified as:  
 

• Articulating the needs of intercity passenger train services and 
discussing supply and demand issues for various scenarios. 

 
• Providing alternatives needed by policymakers in developing 

strategic investment policy, which might help achieve multiple 
policy ends using transportation solutions. 

 
• Assessing potential of passenger rail as a strategic alternative of 

long-term transportation solutions, rather than a niche market 
segment for tourists and intercity travelers. 

 
• Specifying the steps of improving infrastructure to deliver 

additional intercity passenger services, and link capital and 
operational investment to ridership growth and economic and 
societal benefits. 

 
• Providing a variety of information to support informed decision-

making processes—legislative budgeting and prioritizing. 

Defining Options for Achieving Additional Services 

Option 1: Maintaining Current Operation Strategy 

This option is designed to maintain current Amtrak Cascades operation at 
four daily round-trip trains between Seattle and Portland and two daily 
round-trip trains between Seattle and Vancouver, B.C. This option would 
not have additional capital investment and infrastructure improvements in 
the mid-range plan period. All previous capital investments for incomplete 
projects would become sunk costs1, as no additional investments for 
completing projects, which increase service capacity and reliability, will 
                                                 
1 Sunk costs are costs that cannot be recovered once they have been incurred. If there is 
no additional investment to complete projects that increase service capacity, then the 
costs of the uncompleted projects are lost or sunk. 
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occur. Ridership growth will be confined at current capacity levels. The 
growth opportunity would be to attract additional riders to the non-peak 
seasons and low ridership days. 
 
This option informs policymakers about the current status of Amtrak 
Cascades services and the outlook of maintaining the current status. It also 
serves as an analytic baseline for other options. 

Option 2: Incremental Strategy 1 – Minimum Capital Investment 

By identifying the cost to deliver the minimum increase of additional 
service, this option would deliver five daily round-trip trains between 
Seattle and Portland and maintain two daily round-trip trains between 
Seattle and Vancouver, B.C. in 2012. This option would complete capital 
projects that have already been started, and would sustain the capital costs 
that were already invested into the system to achieve incremental service 
gains. The increased service would be used to meet the demands that 
would rise due to improved schedule reliability and rail line capacity. 
 
Option 2 helps decision-making by specifying the investments needed to 
complete the capital projects for minimum service increase. This option 
also assesses benefits and costs associated with additional investments that 
would revive the sunk costs and deliver minimum incremental service. 

Option 3: Incremental Strategy 2 – Supply Meets Demand 

By best analyzing and matching supply and demand in a dynamic 
economy and a changing society, this option assesses both supply and 
demand and the interactions between them. It provides essential 
information about ridership growth, cost and revenue, local and state 
economic impacts, and environmental and social benefits for incremental 
investments. These investments would achieve additional service levels, 
where the increased supply (Amtrak Cascades service capacity) 
essentially meets the increased demand (ridership growth).  
 
This option is essential because it supports decision-making by specifying 
investment levels, where the supply meets the demand, and provides 
information about a variety of benefits associated with such investments. 

Option 4: Rail as a Long-Term Alternative Strategy – No Financial 
Constraints 

By maximizing engineering feasibility, this option provides information 
about the maximum capacity that can be built during the mid-range plan 
horizon, FY2010 to FY2017, given the level of investment necessary to 
develop such infrastructure improvements. However, this option does 
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exclude a few reliability improvement projects that are expensive when 
compared to achieved improvements. 
 
Option 4, which allows eight daily round trips between Seattle and 
Portland by FY2015, is a viable option in an environment where 
policymakers might be willing to promote rail as a strategic alternative 
and part of the solution to highway congestion. It also helps to explore the 
potential benefits and costs for such a strategic movement to address 
greenhouse gas reductions, congestion relief, public safety improvements, 
and transportation resilience to disasters. 
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Chapter 3: Ridership for Amtrak Cascades 
 
Ridership for Amtrak Cascades on the Pacific Northwest Rail Corridor 
(PNWRC) has been increasing. This chapter highlights the changes in 
ridership in the past, present, and future and includes: 

Ridership History 
In 1993 Amtrak offered only one daily round trip between Seattle and 
Portland. Washington State saw the need and demand for more passenger 
rail service in the PNWRC, and in 1994 expanded service by introducing 
passenger trains sponsored by Washington State. This new Washington-
sponsored train service first leased a train set from Renfe Talgo of 
America (Talgo) to provide a second daily regional round trip between 
Seattle and Portland. In 1995 Oregon sponsored a state-funded train and 
one of two existing Seattle to Portland daily round trips was extended to 
Eugene, Oregon. Also in 1995, after a 14-year absence, service was 
restored between Seattle and Vancouver, B.C. In 1996 Washington leased 
a second Talgo train to support service. The Amtrak Cascades brand 
debuted in 1999 and WSDOT expanded Seattle to Portland service by 
offering a third daily round trip.  
 
Washington State initiated a new phase for Amtrak Cascades in 1999 by 
replacing leased equipment with custom-built trains purchased from 
Talgo. Currently there are five train sets in the Amtrak Cascades service. 
Washington State owns three train sets and Amtrak owns two. WSDOT 
signed a lease/purchase agreement for two train sets with Talgo in 1995, 
and took delivery in late 1998-early 1999. In 2000 a second daily Seattle 
to Portland train was extended to Eugene, sponsored by Oregon. A new 
stop in Tukwila was added in 2001. A fourth daily Seattle to Portland 
regional round trip started in July 2006, which completed the extent of 
current Amtrak Cascades regional service between Seattle and Portland. 
 
Ridership has risen steadily on the PNWRC from Eugene, OR to 
Vancouver, B.C., from less than 200,000 annual passengers in 1994 to 
676,760 passengers in 2007. Ridership for the three Washington-
sponsored trains increased over 500 percent from 1994 to 2007, even 
though there were service disruptions for approximately three months in 
2007. A complete history of the Amtrak Cascades annual ridership is 
shown in Exhibit 3-1. 
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Exhibit 3-1: Amtrak Cascades Annual Ridership 
1994-2007 
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Source: WSDOT State Rail and Marine Office 
 
Annual ridership for 2008 is expected to surpass all previous years in 
annual growth. Year-to-date ridership through October for Amtrak 
Cascades shows 27.4 percent growth over the same time in 2007. One 
reason for this growth is the rapid rise in gasoline prices in the last year, 
prompting consumers to consider train travel rather than driving for their 
travel needs. More convenient schedules and better connections have also 
fostered higher growth rates in the last several years. 
 
Since 1994 when Washington began actively supporting Amtrak service, 
consumers have responded to the increased frequency of daily train 
service. In every case when or where the supply of passenger train 
capacity increased, higher ridership has quickly followed. Ridership 
increases are most pronounced in the Seattle to Portland corridor, now that 
it has four daily Amtrak Cascades regional round trips. 

Ridership Distribution  
Public use of Amtrak Cascades is also measured by station on-offs, which 
measure passenger volumes per station. This measurement is determined 
by counting the number of passengers who get on and off trains at each 
station along the Amtrak Cascades corridor. Station volumes can assist 
planners and businesses in determining local train station activity. This 
knowledge can support greater connectivity with bus systems and other 
transportation modes. It can also be of help in land use planning for 
residential and business expansion. 
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Station on-offs provide a good measurement of the distribution of 
ridership along the rail corridor. Amtrak Cascades currently has 
17 stations, with an additional station scheduled for opening in Stanwood, 
WA in 2009. Originally, Amtrak Cascades had 15 stations in operation in 
1995. Tukwila, WA opened in 2001, followed by Oregon City, OR in 
2004. Restoration of older stations and building of new stations in more 
strategic locations led to greater volumes of passengers at stations. For 
passengers traveling between major cities (i.e. Seattle and Portland), 
having all trains stop at all stations increases travel time. Future 
consideration should be given to adding express trains between major 
cities.  
 
Station locations with 2007 total on-offs are listed from north to south in 
Exhibit 3-2. Nearly six out of every ten passengers begin or end their train 
travel at either the Seattle or Portland stations. These two cities serve as 
hubs for north and south traffic from each station and as beginning or end 
points for the four daily Seattle to Portland round trips. Exhibit 3-3 
illustrates in a pie chart the share of on-offs by station in 2007. 
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Exhibit 3-2:  Station On-Offs – 2007 
Stations Number Percentage 
Vancouver, B.C. 105,960 7.2% 

Washington Stations 
Bellingham 51,291 3.5% 
Mt. Vernon 19,321 1.3% 
Everett 18,211 1.2% 
Edmonds 18,200 1.2% 
Seattle 438,845 29.8% 
Tukwila 18,884 1.3% 
Tacoma 87,996 6.0% 
Olympia/Lacey 41,119 2.8% 
Centralia 17,509 1.2% 
Kelso/Longview 20,314 1.4% 
Vancouver 66,761 4.5% 
Total 798,451 54.3% 

Oregon Stations 
Portland 421,658 28.7% 
Oregon City 7,186 0.5% 
Salem 42,303 2.9% 
Albany 24,661 1.7% 
Eugene 71,040 4.8% 
Total 566,848 38.5% 

Grand Total 1,471,259 100.0% 
 
Source:  WSDOT State Rail and Marine Office 
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Exhibit 3-3: Amtrak Cascades On-Offs by Station – 2007 
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Ridership Profile 
Passenger demographics are important in determining characteristics of 
current passengers and potential growth of additional passengers. Surveys, 
periodically conducted by Amtrak, collect national and regional data to 
provide updated information on Amtrak Cascades. Current demographics 
of riders have been identified for targeting advertising campaigns: 
 

• Adults 25-54. 
• Household income $50,000+. 
• Slightly skewed female (60 percent). 
• Employed (52 percent full time, 12 percent part time). 
• Educated (54 percent college graduate, 31 percent some college). 
• Travels an average of seven one-way trips along the I-5 corridor 

per year, for business or leisure. 
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Approximately 81 percent of passengers are riding Amtrak Cascades for 
leisure. Ridership peaks during Friday, Saturday, and Sunday; and 
seasonally in the summer months and during the winter holidays. 
Attracting business travelers, especially those willing to pay higher fare 
tickets, is essential for increasing demand for current capacity and 
proposed capacity expansion. Providing frequent and reliable service with 
flexible timetables is important in attracting business customers. 

Factors that Drive Ridership Growth 
Ridership has grown over time, in part, because of underlying 
demographic characteristics of potential rail passengers. Population 
density and proximity to Amtrak stations is important in determining 
ridership growth. As of 2008 an estimated 3,664,000 people reside within 
10 minutes of Oregon and Washington Amtrak Cascades stations. 
Employment opportunities and income levels of the same nearby 
populations are also important. 
 
Greater capacity in the number of daily trips between stations is 
instrumental in increasing demand for passenger rail service. More daily 
trips expand the daily timetable, attracting more customers who may find 
an earlier or later travel time more attractive, especially for taking day 
trips. Business travelers especially respond to more flexibility and choices.  
 
Passengers are sensitive to ticket pricing. Amtrak offers four categories of 
ticket prices. Similar to airlines, prices rise as the trains fill up. 
Historically when additional trips were added to the Seattle to Portland 
segment, ridership responded quickly. More seats were available per day 
which drove down ticket prices, as more seats were available at a lower 
price. Saving money can be a great incentive for switching to other travel 
times. 
 
Higher costs for competing transportation modes also increase growth of 
ridership. Higher gasoline prices for automobile travel have been a big 
contributing factor for higher ridership, especially this past year. 
Nationwide, more highways and bridges are charging tolls, which add an 
additional cost to automobile travel. A new bridge, being planned for the 
I-5 crossing of the Columbia River between Washington and Oregon, is 
considering a toll for financing. This has the potential of furthering rail 
passenger growth between Portland and Seattle by increasing the cost of 
automobile travel. 

Growth Forecast: Methods and Results 
Ridership growth on Amtrak Cascades trains was forecasted using 
statistical methods relating ridership to population, capacity increases, and 
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inflation-adjusted gasoline prices. For more technical information 
concerning ridership forecasting, please refer to Appendix 4. The Seattle 
to Portland segment is highlighted here because of the proposed expansion 
of capacity for this portion of the PNWRC. Monthly ridership from 1996 
to October 2008 was available for reference and forecasting. The baseline 
forecast used monthly ridership, average monthly train occupancy, 
population based upon driving time from Amtrak stations, inflation-
adjusted gasoline prices, and capacity in number of daily round trips. An 
alternative forecast excluded gasoline prices for comparison. Exhibit 3-4 
shows three data series: history starting in January 2006; the baseline 
forecast; and the alternative forecast. The baseline forecast provides a 
better fit to actual historical ridership, specifically gasoline prices have 
increased substantially since 2006. From FY2010 to FY2017, the baseline 
forecast projects an average of 3 percent higher ridership by including 
gasoline prices. After FY2017 the alternative forecast projects an average 
of 2 percent higher forecast. 
 

Exhibit 3-4: Comparison of Monthly Ridership History, Baseline 
Forecast, and Alternative Forecast without Gasoline Price Index 

Seattle to Portland  

27,000

32,000

37,000

42,000

47,000

52,000

57,000

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

20
20

20
21

20
22

20
23

20
24

20
25

20
26

20
27

20
28

20
29

20
30

R
id

er
sh

ip

History Baseline Forecast Alternative Forecast without Gasoline Price Index  
 
Stations included are Seattle, Tukwila, Tacoma, Olympia/Lacey, Centralia, 
Kelso/Longview, Vancouver, and Portland. 
 
Source: WSDOT State Rail and Marine Office 

Growth Analysis: Peak Ridership and Capacity, Time Saving and 
Reliability Improvement Effect – Discussion and Results 

When Amtrak Cascades ridership is forecasted in total for the Seattle to 
Portland corridor, it does not take into consideration peak ridership that 
occurs when the train is at its fullest along the corridor. For the Seattle to 
Portland segment, this maximum regularly occurs between Olympia/Lacey 
and Centralia, whether traveling north or south. During the peak months of 
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ridership in summer, during the winter holidays, and for weekend days of 
Friday through Sunday, the Olympia/Lacey to Centralia segment is 
usually where a train is sold out and passengers are possibly turned away.  
 
An analysis of the distribution of daily ridership in this peak section was 
conducted for a full year from July 2007 through June 2008 for all four 
Seattle to Portland daily round trip trains. Nearly 0.5 percent, or 
2,348 passengers, was not provided reserved seating as ridership exceeded 
train capacity for the peak ridership segment between the Olympia/Lacey 
and Centralia stations. Passengers not securing reserved seating are 
provided, if possible, overflow seating in the Bistro and Lounge cars. 
Passengers provided overflow seating are classified as unsupplied 
marginal demand for the purposes of the following discussion about peak 
capacity and loading. 
 
Passengers securing reserved seating, plus the overflow, determine a level 
of ridership or demand for the peak section. For the year’s duration, from 
July 2007 through June 2008, the peak section demand totaled 
474,800 riders. The four Seattle to Portland daily round trips provide a 
total of 738,760 seats annually. Dividing 474,800 by 738,760 determines 
an average peak-loading calculation of 64 percent. The difference of 
263,960 seats between peak section demand riders and annual total seats 
reflects lower ridership in non-peak sections: lower ridership during 
spring and fall seasons and lower ridership levels from Monday through 
Thursday.  
 
Sensitivity analysis of unsupplied marginal demand levels from 1 percent 
to 5 percent indicated a range of 5,515 to 27,518 riders. One percent 
unsupplied demand leading to a peak loading of 67 percent was chosen as 
a reasonable amount of unsupplied marginal demand. Meeting demand 
during peak trips is imperative, given the potential lost revenue of high 
paying passengers and resulting dissatisfied customers. 
 
Ridership can also be responsive to travel time reductions and reliability 
improvements of adhering to schedules. Option 2 is used as an example 
for explanation. Option 2 provides for an additional daily round trip (total 
of five) between Seattle and Portland, starting in July 2012. The Tacoma – 
Bypass of Point Defiance – 66th St. to Nisqually, included with Options 2 
through 4, results in a time savings of 6 minutes per one-way trip. A 
literature review of elasticity factors cites that train ridership increases 
1.58 percent as time decreases by 1 percent. By using the same elasticity 
factor, expenditures for rail maintenance that improve on-time reliability 
from the current 61 percent to 95 percent also increases ridership by 
18 percent when fully implemented.  
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Exhibit 3-5 provides a comparison of peak capacity and peak ridership for 
Option 2. The peak ridership line also incorporates the time and reliability 
enhancements inherent to Option 2. The chart shows that from 2000 
through 2007, peak capacity accommodated the peak ridership levels. 
Starting in 2008, peak ridership begins to exceed peak capacity with 
rapidly increasing ridership due to higher gasoline prices and other 
factors. Both peak capacity and peak ridership rise rapidly from 2012 to 
2014, when an additional daily round trip is added and time and reliability 
enhancements begin to take effect. From 2015 through 2030, peak 
ridership exceeds peak capacity and demonstrates a need for additional 
capacity. Options 3 and 4 provide for those additional capacities.  
 

Exhibit 3-5: Peak Ridership vs. Effective Capacity 
Option 2 – Minimum Capital Investment 
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Stations included are Seattle, Tukwila, Tacoma, Olympia/Lacey, Centralia, 
Kelso/Longview, Vancouver, and Portland. 
 
Peak Ridership: Peak ridership is defined as annual ridership measured at peak 
segment of the route (Olympia/Lacey to Centralia is the peak segment of Seattle 
to Portland route). 
Effective Capacity: Effective capacity is defined as average occupancy level 
where one percent of unsupplied demand happens due to peak time and peak 
section constraints. 

Source: WSDOT State Rail and Marine Office 
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Chapter 4: Amtrak Cascades Needed 
Infrastructure Improvements: FY2010 to FY2017 

 
In 1993 the Washington State Legislature directed the Washington State 
Department of Transportation (WSDOT) to develop high-quality intercity 
passenger rail service through the incremental upgrading of the existing 
BNSF Railway Company’s (BNSF) north-south main line. Since that time, 
WSDOT has been working with railroad companies and other 
organizations to identify, develop, prioritize, and build infrastructure 
projects. The 2006 long-range plan identified opportunities to improve 
existing services between 2004 and 2023. It proposed a set of 
infrastructure improvement projects that can, depending on the investment 
strategy “building blocks,” enable WSDOT to fulfill the legislature’s 
directive to provide safe, faster, more frequent, and more reliable 
passenger rail service through an incremental approach.  
 
This chapter outlines major infrastructure improvements that can be 
implemented during the mid-range plan horizon—FY2010 to FY2017. 
The infrastructure improvements are designed to achieve additional 
services, given scenarios of ridership growth and investment goals 
described in Chapter 6. The economic, societal, and environmental 
benefits of these services, as well as investment levels to achieve these 
services, are further assessed in later chapters.  

Identifying and Refining Infrastructure Improvements 
Since the early 1990s, WSDOT has partnered with Amtrak Cascades 
stakeholders (i.e. BNSF, Amtrak, and others) to increase service—
improving safety and building rail line capacity—through phased 
infrastructure project development. Projects are developed in a very 
specific order to achieve a range of operational goals—individual projects 
solve individual problems; groups of projects solve larger operational 
challenges.  
 
The Amtrak Cascades Mid-Range Plan includes operations analysis 
focused on service goals and strategic investment options between 
FY2010 and FY2017. By phasing infrastructure projects for incremental 
implementation, WSDOT provides policymakers with additional 
flexibility to fund Amtrak Cascades services at a desirable level, given a 
variety of factors that affect state budget and priorities. Meanwhile, 
WSDOT can better identify solutions, analyzing how to implement 
projects and maximize public benefit at the given investment level.  
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Updating Costs to Implement Infrastructure Improvements 
With all transportation projects, including rail, cost escalation is a 
challenge. Transportation projects are huge investments. They often take 
many years to complete. They contain many uncertainties (i.e. real estate, 
engineering design, public-private partnerships, societal and 
environmental challenges). These factors can easily drive cost estimates 
for transportation projects much higher than originally anticipated.  
 
To better manage cost escalation and deliver transportation projects on 
time and within budget, WSDOT began use of cost validation processes 
called Cost Risk Assessment (CRA) and Cost Estimate Validation 
Process® (CEVP). While the cost validation processes were effective with 
highway projects, they were marginally effective with rail projects for 
several reasons: 
 

• Unlike highway projects that have dedicated funding for system 
inventory and system preservation, rail projects have no dedicated 
funding sources to develop or manage such systems.  

 
• Unlike highway projects with available historical data, rail projects 

have limited historical data. Consequently, less information is 
available for reliable cost estimates and risk analysis processes.  

 
• Highway projects and rail projects have different inflation trends 

for their major components. Inflation indices that work for 
highway projects may not produce reliable cost projections for rail 
projects. 

 
To address cost escalation concerns for rail projects, WSDOT State Rail 
and Marine Office staff conducted a study based on a set of 1994 to 2008 
rail projects (mainly BNSF projects) experiencing cost escalation. The 
study identified cost escalation drivers and trends. It categorized rail 
project costs into five cost groups: pre-construction engineering, right of 
way, track, signal, and earthwork. It found specific indices to analyze 
inflation trends and quantify inflation effects. It deducted inflation effects, 
scope-of-work changes, and original cost estimate errors from the cost 
escalation.  
 
The study found cost escalation for rail projects averaged about 60 percent 
(ranging from 2 percent to more than 100 percent) depending on cost type, 
cost categories, initial estimates, and project implementation timeframe. 
The rail signal system cost inflation index was also systematically 
understated.  
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To address the uncertainty of cost escalation and control risks, three cost 
estimation improvements were developed by the WSDOT State Rail and 
Marine Office to improve cost estimates: 
 

• A set of rail project specific inflation indices were used to reflect 
cost inflation between cost estimates and project implementation.  

 
• Cost escalation, due to scope-of-work changes, would be 

minimized with a developing rail project management system, 
which includes a database of historical and current information 
about project location, type, size, economic climate, and other 
factors.  

 
• Cost escalation, due to estimation errors, was minimized with staff 

management control of the data and process. A cost item database 
that represents rail projects will be developed to help validate the 
cost estimates produced by consultants using their proprietary 
databases.  

 
Exhibit 4-1 presents cost estimates for rail projects based on the improved 
methodology described above. Although WSDOT made its best effort to 
incorporate risk analysis into cost estimation processes, actual costs may 
still vary, depending on the funding availability, the outcome of 
environmental analysis for each project, the outlook of the national 
economy, and the project completion timeline (generally, the longer the 
timeline, the rougher the cost estimate). 

Infrastructure Improvements and Service Capacity 
Exhibit 4-1 describes the rail projects that could be implemented, 
depending on the funding level, to achieve additional service. Each project 
solves a particular problem (i.e. eliminate a chokepoint, increase safety) 
and fulfills a specific operational goal. Because operations analysis is 
based on an incremental approach to project development, if funding is 
not available to complete all of the listed projects, a sub-set or phase of 
each project can be implemented and achieve certain passenger service 
levels associated with that particular investment level.  
 



 

December 2008 Amtrak Cascades Mid-Range Plan 
Page 4-4 State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov 

Exhibit 4-1: Projects and Project Stages that Could Be Implemented to  
Achieve Additional Service Levels During the Mid-Range Planning Horizon: 

FY2010 to FY2017 

Option 1: 
$0

Option 2: 
$141 

Million

Option 3: 
$578 

Million

Option 4: 
$817 

Million
Tacoma – Bypass of Pt. Defiance – 66th St. to 
Nisqually**

2012 $42.8 $42.8 $42.8

Vancouver – Yard Bypass and W 39th St.** 2012 $90.4 $90.4 $90.4

King Street Station – Track Improvements** 2011 $2.0 $2.0 $2.0

Cascades Train Sets – Overhaul** 2011 $6.0 $6.0 $6.0

Increase  Capacity of Existing Train Sets 2011 $48.4

Kelso-Martin’s Bluff  – New Siding Option 3: 2017 
Option 4: 2013

$83.4 $60.2

Kelso-Martin’s Bluff – Kelso-Longview Jct. – 3rd Main 
Track

Option 3: 2017 
Option 4: 2013

$151.0 $125.8

Cascades – Two New Train Sets Option 3: 2016 
Option 4: 2012

$56.8 $50.8

Blaine to Vancouver, WA – Main Line Track Upgrade Option 3: 2013 
Option 4: 2014

$97.4 $97.4

Centralia – New Crossover Near China Creek 2011 $3.7

Cascades – Two New Train Sets & Four Locomotives 2012 $69.9

Kelso-Martin’s Bluff – Kalama 3rd Main Track 2013 $77.8

Cascades – Higher Speed Locomotives 2014 $88.4

Tacoma – Reservation to Stewart – New 3rd Main Track 2014 $101.7

Five Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 95 percent on-time performance.

Project 
Group 
A***: 

$141M for 
Options 
2, 3, and 

4

** Costs do not include anticipated expenditures prior to July 2009. These projects were currently funded as: Tacoma – Bypass of Pt. 
Defiance – 66th St. to Nisqually, $59.5 million; Vancouver – Yard Bypass and W 39th St., $115 million (include $55 million in 09-11 
bienium); King Street Station – Track Improvements, 13 million; Cascades Train Sets – Overhaul, $4million. The cost estimates listed 
in the options are additional costs needed to complete these projects starting July 2009.

*** Projects anticipated to be complete prior to July 1, 2009 in the 2008 Transportation Supplemental Budget are not listed. 

Project 
Group B: 
Option 3 
$437M; 
Option 4 
$334M

Project 
Group C: 
$341M for 
Option 4

* A project group is a set of projects or project stages to be implemented collectively to achieve additional service.

Six Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 97 percent on-time performance.

Eight Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 92 percent on-time performance due to 
running two additional round trips without taking additional expensive reliability projects.

Year of 
CompletionProject NameProject 

Group

Capital Cost Estimates* ($ Million)

 
Source: WSDOT State Rail and Marine Office. 

 
There are a number of smaller incomplete projects that are underway or 
are planned to be underway as of this writing. These projects have 
reliability benefits and in some cases capacity benefits to increase 
passenger rail service frequency. Some of these projects will be completed 
prior to the start of this plan’s study period, July 1, 2009, and some will 
carry forward beyond that date. Exhibit 4-2 lists the detail of these 
projects and their overall costs and anticipated costs to be expended prior 
to July 1, 2009. These projects are not discussed further in this chapter as 
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they are planned to be complete, or nearly so, prior to the beginning of the 
mid-range planning horizon. 
 

Exhibit 4-2: Projects with Reliability Benefits 

Project Name Total 
Budget 

Planned 
Expenditures 

Prior to 
July 1, 2009 

Planned 
Expenditures 

Starting 
July 1, 2009 

Tenino – High Speed 
Crossovers $3,875,000 $3,875,000 $0 

Mt Vernon – Siding 
Upgrade $3,800,000 $3,800,000 $0 

Everett – Curve 
Realignments and Storage 
Tracks 

$14,000,000 $14,000,000 $0 

Stanwood – Siding 
Upgrades $15,950,000 $15,950,000 $0 

Blaine – Customs Facility 
Siding $6,000,000 $6,000,000 $0 

King Street Station – Track 
Improvements $15,000,000 $13,000,000 $2,000,000 

Cascades Train Sets – 
Overhaul $10,000,000 $4,000,000 $6,000,000 

Stanwood – New Station $5,000,000 $5,000,000 $0 
Budgets and planned expenditures are based on the 2008 Supplemental 
Transportation Budget. 
 
The remainder of this chapter contains information about specific rail 
projects between Seattle and Portland. Each rail project contains the 
following information: title, beginning and ending rail milepost (MP) 1, 
project components, map or photo, cost and funding information, 
timeframe, and a brief explanation of why it is needed and how it can 
independently solve a particular problem. 

                                                 
1 Mileposts or rail mileposts are designations by the railroad indicating the railroad track 
distance from an established starting point to an ending point. 
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Tacoma – Bypass of Point Defiance – 66th St. to Nisqually 
(Rail mileposts 24.7 to 24.2, 11.5 to 0.0, and 9.0 to 0.6) 

 
 
This project is the first phase of a much larger project listed as Point 
Defiance Bypass in the long-range plan. Since then, the project has been 
separated into two phases. 
 
Currently passenger trains must slow down to use the curved tracks along 
Puget Sound and the single-track tunnels under Point Defiance. The first 
phase of this project builds a bypass so that passenger trains can avoid 
those areas. Freight trains would continue to use the existing tracks in the 
Point Defiance area. This project would increase capacity to allow 
increases in passenger service, as well as provide reliable Amtrak 
Cascades service by reducing travel time by six minutes and eliminate 
conflicts with freight trains. 
 
The proposed route of this WSDOT project is the same that Sound Transit 
would use to extend Sounder Commuter Rail service to Lakewood. After 
both the WSDOT-sponsored and Sound Transit-sponsored projects are 
completed, Amtrak trains and Sounder Commuter Rail would share the 
route with infrequent freight trains currently serving, Fort Lewis, and 
other shippers in Lakewood, south Tacoma, and Roy. 
 
This first phase improvement on this bypass route includes a new second 
track between 66th Street in south Tacoma and Bridgeport Way in 
Lakewood. It reconstructs the remainder of the existing Sound Transit-
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owned track between Lakewood and Nisqually and reconfigures the rail 
junction at Nisqually on the BNSF’s Seattle Subdivision main line. The 
current cost estimate for this portion of the project is $42.8 million with 
delivery by 2012 (Exhibit 5A-2, Appendix 5). This project is listed in the 
2003 Legislative Transportation Package and the 2005 Transportation 
Partnership Account, but it would require additional funding beyond the 
$59.8 million allocated by the state legislature. The design and 
environmental documentation is complete. The initial work between 
S. 66th Street and Bridgeport Way is planned to begin construction, along 
with Sound Transit-funded improvements, in late 2008. 

Vancouver – Yard Bypass and W. 39th Street 
(Rail mileposts 9.9 to 10.4 and 133.3 to 136.5) 
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This project consists of a single-track bypass of the heavily congested 
Vancouver rail yard, a siding2 extension, and associated turnouts from rail 
MP 133.3 to rail MP 136.5 of the BNSF’s Seattle Subdivision and 
connecting tracks, crossovers3, and track improvements from rail MP 9.9 
to rail MP 10.4 on the BNSF’s Fallbridge Subdivision. The bypass 
separates grain freight traffic from passenger traffic to allow for projected 
increased traffic in both freight and passenger rail. All the improvements 
relieve congestion for freight coming from eastern Washington. West 39th 

Street, which bisects the rail yard, would also be grade separated4, thus 
providing a safer crossing for vehicles and pedestrians.  
 
The current estimated construction cost of this project is $150.7 million. 
This project is listed in the 2003 Legislative Transportation Package. To 
deliver the project in 2012 it will cost $90.4 million (Exhibit 5A-3, 
Appendix 5). The design and environmental documentation for this 
project has been completed, and portions of the rail improvements and the 
W. 39th Street Bridge are under construction as of this writing. 

Add Fifth Seattle to Portland Daily Round Trip 

By completing the Vancouver and Tacoma projects described above, the 
number of daily round trips between Seattle and Portland can be increased 
from four to five and maintain the two Seattle to Vancouver, B.C. daily 
round trips. 

                                                 
2 A siding is an auxiliary track located next to a main line that allows a train to move out 
of the way of an oncoming train. Sidings are also used to store trains or to add/subtract 
rail cars. 
3 A crossover is a set of turnouts connecting multiple tracks. A crossover allows a train to 
move from one track to another.  
4 Grade separated means the crossing lines of rail, auto, or pedestrian traffic are vertically 
separated from each other (i.e. a roadway that crosses over or under a railroad track).  
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Increase Capacity of Existing Train Sets 

 
 
The current fleet of train sets was built from 1996 to 1998 by Renfe Talgo 
of America (Talgo). Each set has 12 cars and has a relatively fixed 
consist5, as it takes a crew of five to seven people up to six hours to add or 
remove cars for any one train set. Thus, the train set cannot be increased 
or decreased easily to react to short-term peaks or valleys in ridership. 
Riders may be turned away during times of peak demand. 
 
In addition each train has one locomotive, usually an Electro-Motive 
Diesel (EMD) F59 of 3,500-horsepower provided by Amtrak, as well as a 
cab car.6 The cab car is required to provide a place for the engineer to 
operate the train when the powered locomotive is pushing the train instead 
of pulling. It also provides additional safety in case of a collision. The 
existing fleet of 12-car train sets is based on the ability of one locomotive 
to keep to schedule while pulling or pushing the train set and cab car. To 
move a larger train set and stay on schedule, the cab car needs to be 
replaced with a second locomotive on each train. 
 
There is a very limited availability of the model of Talgo cars in the 
current fleet on the used market. This model of train car is no longer in 
production and has been replaced with a new model that meets current 

                                                 
5 A consist is the number of cars forming a train set, not including the locomotive or 
current cab car. 
6 A cab car is an unpowered locomotive. 
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U.S. rail equipment regulations without modifications. These newer model 
cars, although similar, are not compatible mechanically with the cars in 
the current fleet. Further, there is a very limited availability of the model 
of car in the current fleet on the used market. 
 
This project would purchase a new train set of 14 cars and purchase five 
new locomotives to supplement the Amtrak-provided fleet of locomotives. 
The addition of a new type of train set would allow the cars in the existing 
train sets to be re-arranged to form four train sets consisting of at least 
14 cars. This would increase the overall capacity of all trains in the 
Amtrak Cascades service without additional “on the ground” 
infrastructure improvements.  
 
The cost of the one train set and five locomotives is estimated to be 
$48.4 million, with delivery by 2012 (Exhibit 5A-4, Appendix 5). As the 
EMD F59 is no longer in production, the estimate also assumes that 
locomotives, either of a new design or second-hand from inside the U.S., 
will be available. While the existing fleet is comprised of equipment from 
specific manufacturers, the purchase of additional equipment would be a 
competitive process open to all qualified equipment manufacturers. 

Kelso to Martin’s Bluff – New Siding 
(Rail mileposts 105.5 to 110.0)  
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This project is a phase of a much larger rail improvement project listed as 
Kelso to Martin’s Bluff Rail Project in the long-range plan. Since then, the 
project has been separated into six phases. 
 
This project consists of adding a Centralized Traffic Controlled7 arrival 
and departure track capable of holding up to two full-length trains and 
associated switches and crossovers on BNSF’s Seattle Subdivision. This 
would allow grain trains inbound for Kalama and empty trains outbound 
from Kalama to move off the main line, when the Port of Kalama tracks at 
the two grain terminals are filled with other trains. The project is needed 
because current congestion on the rail line in this area negatively affects 
reliability and the ability to add service for additional Amtrak Cascades 
trains. Once this project is completed, service would be more reliable and 
additional service could be added.  
 
This project can be delivered as early as 2013 at a cost of $60.2 million 
with Option 4, or 2017 at a cost of $83.4 million with Option 3 
(Exhibit 5A-5, Appendix 5). This project is listed in the 2003 Legislative 
Transportation Package, but would require additional funding beyond the 
$49 million allocated by the state legislature. Conceptual design and 
environmental documentation for this project began in 2001. It is 
anticipated that final design will begin by 2013. 

                                                 
7 Centralized Traffic Controlled track means the track is dispatcher controlled. 
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Kelso to Martin’s Bluff – Kelso-Longview Jct. – 3rd Main Track 
(Rail mileposts 96.2 to 102.1)  

 
 
This project is a phase of a much larger project listed as Kelso to Martin’s 
Bluff Rail Project in the long-range plan. Since then, the project has been 
separated into six phases. 
 
This project will build on other phases and construct a 4.5-mile third main 
line track from the passenger station in Kelso to Longview Junction South 
at the south end of Longview Yard. The Longview Yard is an area of 
congestion with trains of cars bound for and coming from the Port of 
Longview and the Weyerhaeuser paper mill. Here cars are switched by 
BNSF, Union Pacific Railroad (UP), and the Longview Switching 
Company. The third track would allow passenger and freight trains to 
move around freight trains leaving or bound for Longview Yard. A new 
rail bridge over the Coweeman River, as well as two bridges over private 
access roads, would also be built. 
 
A 5,000-foot storage track in south Kelso would be replaced and 
converted to main track. This siding would cross Yew Street and Mill 
Street in Kelso at grade. This project will not require these two grade 
crossings8 south of the station to be closed or replaced. They are planned 
to be replaced in a later phase of the overall project. 

                                                 
8 A grade crossing is the area along the track where a roadway or pathway crosses on the 
same grade level. 
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This project could be delivered as early as 2013 at a cost of $125.8 million 
with Option 4, or in 2017 at a cost of $151.0 million with Option 3 
(Exhibit 5A-6, Appendix 5). 

Cascades - Two New Train Sets 

 
 
In order to increase service capacity between Seattle and Portland, either 
the service elsewhere would have to be reduced, or more train equipment 
would be required to supplement the existing fleet of five Talgo-built train 
sets. While more equipment could be leased from elsewhere in the U.S., it 
is more conservative to assume that the program would acquire new 
equipment.  
 
This project would acquire two new train sets for this purpose. It is 
assumed Amtrak would be able to provide the required locomotives, if 
WSDOT has not purchased the new high-speed locomotives described 
later. 
 
The purchase of equipment is difficult to predict as purchasing rail 
equipment in small quantities, such as two at a time, can increase unit 
costs substantially. The cost of two new train sets is estimated to be 
$50.8 million with delivery by 2013 with Option 4 or $56.8 million in 
2017 with Option 3 (Exhibit 5A-7, Appendix 5), but could be as much as 
25 percent less, if the purchase is associated with a larger order. The 
estimate assumes a 14-car train set similar to the current fleet, but the 
equipment purchase would be a competitive process open to all qualified 
equipment manufacturers. 
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Blaine to Vancouver, WA – Main Line Track Upgrade 

 
 
Currently, all the main line tracks that the Amtrak Cascades operate on 
are maintained to Federal Railroad Administration (FRA) “Class IV”9 
standards. Class IV tracks are limited to a maximum speed of 79 mph on 
straight or nearly straight track. When a track falls out of compliance with 
the Class IV standard, a “slow order”10 is imposed by the owning railroad 
until repairs can be made.  
 
This project will upgrade and maintain all existing main line tracks to 
FRA “Class V”11 standards. However, trains would still be limited to 
79 mph maximum due to signal limitations. When tracks are brought up 
and maintained at a higher track standard, then if they fall into disrepair, 
the Amtrak Cascades trains would still be able to operate at 79 mph. This 
will eliminate nearly all slow orders, thus increasing on-time performance 
                                                 
9 Class IV is a Federal Railroad Administration (FRA) safety standard focused on track 
structure, geometry, inspection, and road bed. The Class IV maximum allowable speed 
for passenger trains is 79 mph.  
10 A slow order is a track condition, usually temporary in nature, that can cancel or 
severely delay train service (i.e. track damage due to a winter storm, track maintenance in 
process).  
11 Class V is a higher FRA track safety standard. The maximum allowable speed for 
passenger trains is 90 mph. 
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and increasing schedule reliability. A similar project is underway on 
California’s Capital Corridor. 
 
WSDOT estimates it will cost more than $200,000 per track mile. This 
equates to $97.4 million with delivery in 2014 (Exhibit 5A-8, 
Appendix 5). In addition, the cost of maintaining the tracks to the higher 
standard will be higher than today. This will take about four years to 
implement without severely disrupting existing service. BNSF estimates it 
will cost between $10,000 and $13,000 (2008 estimates) per track mile 
annually for ongoing maintenance at the higher track standard. 

Six Seattle to Portland and Two Seattle to Vancouver, B.C. Daily 
Round Trips 

By completing the above projects (increasing train capacity, completing 
the first two phases of Kelso-Martin’s Bluff, purchasing two new train 
sets, and main line track upgrades), the number of daily round trips 
between Seattle and Portland can be increased to six. 
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Centralia – New Crossover Near China Creek 
(Rail mileposts 53.5 to 53.6) 

 
 
Construction of this crossover provides flexibility for trains to move 
between tracks when entering and departing Centralia’s Union Depot, 
ensuring that passengers can exit the train on the west side of the rail line, 
adjacent to the station. Without this crossover, there would be situations 
when a passenger train on the east main line would require passengers to 
cross the west main line, which reduces passenger safety. This project 
would provide increased capacity, reliability, and safety. The estimated 
construction cost of this project is $3.7 million with delivery by 2011 
(Exhibit 5A-9, Appendix 5). 
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Cascades - Two New Train Sets & Four Locomotives 

 
 
As described earlier, in order to add more service between Seattle and 
Portland, more train equipment would be required to supplement the 
existing fleet. This project would acquire an additional two new train sets 
for this purpose. This project would also purchase four additional high-
speed locomotives, as described later. 
 
The purchase of rail equipment is difficult to predict because small 
purchase orders, such as two at a time, can increase unit costs 
substantially. The cost of two new train sets and four locomotives is 
estimated to be $69.9 million with delivery by 2013 (Exhibit 5A-10, 
Appendix 5), but they could cost as much as 25 percent less, if they are 
part of a larger order. The estimate assumes a 14-car train set similar to 
the current fleet with a capacity of approximately 300 passengers, but the 
purchase of the equipment would be a competitive process open to all 
qualified equipment manufacturers. 
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Kelso to Martin’s Bluff – Kalama 3rd Main Track 
(rail mileposts 105.8 to 108.9) 

 
 
This project is a phase of a much larger project listed as Kelso to Martin’s 
Bluff Rail Project in the long-range plan. Since then, the project has been 
separated into six phases. 
 
This project would build on other phases and construct a 2.9-mile third 
main track around the congested Port of Kalama area. Here 7,000-foot 
BNSF and UP grain trains move between the main tracks and one of the 
largest grain terminals on the west coast. These movements, on and off the 
main line, create congestion on the main tracks. The third main track 
would allow passenger and freight trains to move around freight trains that 
are waiting to enter or are leaving the Port of Kalama.  
 
This project is estimated to cost $77.8 million with delivery by 2014 
(Exhibit 5A-11, Appendix 5). 



 

Amtrak Cascades Mid-Range Plan December 2008 
State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov Page 4-19 

Cascades - Higher Speed Locomotives 

 
 
As stated earlier, currently each train has one locomotive, usually an EMD 
F59 of 3,500 horsepower provided by Amtrak and a cab car. This project 
would purchase 16 new locomotives that are capable of operating 
consistently and economically with higher speeds (up to 110 mph) and 
higher acceleration rates than the current F59 locomotive fleet. This 
project would provide two locomotives per train set plus two reserve 
locomotives for scheduled maintenance and in case of break-downs. 
 
The estimated cost is $88.4 million with delivery by 2015 (Exhibit 5A-12, 
Appendix 5), however, as previously stated, the purchase of equipment is 
difficult to predict since purchasing rail equipment in small quantities, 
such as two at a time, can increase unit costs substantially. Purchasing the 
rail equipment as part of a larger order would reduce costs. 
 
For a more detailed discussion of the type of locomotives needed for 
higher-speed travel, see the 2006 long-range plan, Volume 1; Amtrak 
Cascades Operating and Infrastructure Plan Technical Report, page 4-46. 
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Tacoma - Reservation to Stewart – New 3rd Main Track  
(rail mileposts 38.2 to 33.9) 

 
 
A new main line will be built next to the existing double track. The 
purpose of this track is to provide a dedicated track for lower speed freight 
trains that originate, terminate, or stop in Tacoma. The track is needed 
because freight traffic is predicted to continue to grow in this area over the 
next 20 years. Without increased capacity additional traffic would result in 
increased congestion and reduced reliability. 
 
The estimated construction cost of this project is $101.7 million with 
delivery by 2015 (Exhibit 5A-13, Appendix 5). 

Eight Seattle to Portland and Two Seattle to Vancouver, B.C. Daily 
Round Trips 

By completing the above projects (new cross-over in Centralia, two new 
train sets and higher speed locomotives, the 3rd main track at Kalama, and 
a new main line in Tacoma), the number of daily round trips between 
Seattle and Portland can be increased to eight. 
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Chapter 5: Operational Analysis and Costs 
 
This chapter of the Amtrak Cascades Mid-Range Plan reviews the 
operating environment of Amtrak Cascades service in support of mid-
range plan options that can allow up to four additional daily Amtrak 
Cascades round trips between Seattle and Portland. Computer simulation 
modeling was performed throughout 2007-2008 to validate infrastructure 
requirements necessary for new service, and to identify opportunities to 
improve the on-time performance and reliability of the service. 
Appendix 6 provides detailed information regarding the operational 
analysis and costs described throughout this chapter. 
 
Appendix 6 includes details about the operational analysis, additional 
reliability projects, service enhancements, and passenger train delays.  

Operational Analysis 
Operational analysis uses computer simulation modeling to validate 
Amtrak Cascades timetables, track capacity, and service capacity. It looks 
at proposed infrastructure improvements to increase frequency, improve 
reliability, and meet on-time performance targets between Seattle and 
Portland. Operational analysis also helps determine the order of 
infrastructure and operating projects to be included in Options 2, 3, and 4. 
Project types include:  
 
• Timetable (schedule) improvements. 
• Track capacity improvements. 
• Reliability improvements. 
 
It also examines the feasibility of increasing the frequency (up to four 
daily round trips) and the fleet (up to four additional trains) for Amtrak 
Cascades service between Seattle and Portland.  
 
The operational analysis for this plan examined four weeks of railroad 
operation in randomized traffic patterns to represent the current railroad 
conditions. It analyzed over 2,800 trains in each of 16 simulations. Each 
simulation began with a base case that was subjected to extensive analysis 
before proceeding. Each simulation contained many variables, including 
the differentiations between freight and passenger rail movements. The 
modeling process ensured that the results represent the infrastructure 
requirements as accurately as possible. 
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Modeling results validated and confirmed the previous 2003 operations 
analysis. The model addressed on-time performance; it didn’t address 
reliability, slow orders, or the “state of good” railroad repair and 
maintenance.  
 
Exhibit 5-1 shows anticipated on-time performance when a cumulative set 
of improvements, adding 1, 2, or 4 additional daily Amtrak Cascades 
round trips between Seattle and Portland, is complete.  
 
Exhibit 5-1: Passenger Service On-Time Performance  
Based on Five Cases of Randomized Freight Service 

WSDOT (Seattle-Portland) Rail Traffic Controller Simulation Results 
WSDOT Trains’ On-Time Performance Percentage – 3 hr. 40 min. (including 10 min. 

tolerance) 
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Source: BNSF Railway Company 

 
The exhibit above shows that the Amtrak Cascades has a base case of 
61.1 percent on-time performance (a key measure of service reliability), 
which is relatively consistent with current operations, particularly during 
peak traffic periods. Completion of the Vancouver – Yard Bypass & 
W 39th St. Project increases on-time from 61.1 percent to 68.2 percent, but 
not enough for an additional Amtrak Cascades Seattle to Portland daily 
round trip. Completion of the Tacoma – Bypass of Pt. Defiance Project – 
66th St. to Nisqually increases on-time performance and track capacity 
dramatically, enough to add one additional Seattle to Portland daily round 
trip to the system and improve on-time performance from 68.2 percent to 
95.1 percent.  
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With the completion of the first two phases of the Kelso-Martin’s Bluff 
Project, an additional Seattle to Portland daily round trip can be 
implemented with on-time performance in the range of 96 percent to 
97 percent.  
 
It is important to note that although four daily round trips could be 
operated, the operation occurs at slightly reduced levels of reliability. This 
demonstrates that the remaining Kelso-Martin’s Bluff – Kalama 3rd Main 
Track project should be completed and will provide some reliability 
benefit when the full complement of four additional daily round trips 
between Seattle and Portland are implemented. 
 
As previously discussed, BNSF is agreeable to allowing additional 
Amtrak Cascades service as long as it will not negatively impact freight 
service. Impacts to freight service are measured in hours of delay. Current 
freight train delays, as replicated in the base case, are 304.6 hours per 
week. It is BNSF’s position that intercity passenger rail service expansion 
can be accommodated as long as their freight business is not adversely 
impacted.  
 
Exhibit 5-2 shows the relationship between infrastructure improvements, 
additional Amtrak Cascades service, and freight train delay. The modeling 
confirms that the infrastructure plan can be implemented without 
negatively impacting freight business.  
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Exhibit 5-2: WSDOT Plan’s Impact on Freight Service 
WSDOT (Seattle-Portland) Rail Traffic Controller Simulation Results 
Freight Train Delay in hours per week (all main line freight trains) 
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Source: BNSF Railway Company 

Opportunities to Enhance Reliability and Improve Performance 

Reliability Improvement 

Operational analysis confirms, with a high level of probability, that the 
incremental infrastructure developments related to Options 2, 3, and 4 
would enable additional Amtrak Cascades daily round trips between 
Seattle and Portland, as well as improvement of reliability and overall 
system performance.  
 
Achieving the 90 percent on-time performance goal in Options 2, 3, and 4 
will make Amtrak Cascades service punctual and dependable. People who 
are not satisfied with their service are much more likely to tell others as 
people who receive a satisfactory rail experience. Amtrak Cascades can 
not achieve broader acceptance unless service is punctual and dependable, 
regardless of other infrastructure and operating improvements.  
 
Amtrak Cascades uses a limited amount of rolling stock (equipment) 
making multiple trips within the Pacific Northwest Rail Corridor 
(PNWRC) each day. One delayed train can cause a domino effect of 
successive delays for passenger and freight trains using the same corridor. 
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When frequencies (additional daily round trips) are added, operating 
tolerances become tighter. Amtrak Cascades service not only needs the 
rail line capacity for additional service, but it needs operational changes 
for much tighter precision and punctuality in the daily operating 
environment. 

Additional Recommended Reliability Improvements  

At the request of WSDOT, BNSF ran operational analysis to address three 
recommended reliability improvements that are currently outside the 
scope of the mid-range plan. They also have a high potential to increase 
the capacity for future expansion.  
 

1. Oregon. There is a highly congested section of the corridor 
between the Columbia River and Portland’s Union Station. The 
segment contains several drawbridges and crossing movements of 
freight traffic to and from port facilities and yard traffic. Four 
projects have been identified. Two are funded by the state of 
Oregon and two are unfunded.  

 
2. Napavine – Winlock to Chehalis 3rd Main Track. Between 

Chehalis Junction and Winlock, there is a need for a dedicated 
main line track, which would allow passenger trains to travel 
unimpeded by slow moving freight trains traveling on the gradient 
of Napavine Hill. The dedicated passenger train track would also 
eliminate sharp curvature, allowing higher travel speeds, which 
would reduce travel times.  This project is unfunded. 

 
3. Kelso-Martin’s Bluff – Longview to Kalama 3rd Main Track. 

This project phase adds a third main line track between Kalama 
and Longview Junction to enhance reliability and achieve an on-
time performance of 96 percent or better.  This phase is currently 
unfunded. 

Other Reliability Improvements  

• Maintenance Facility. At the Seattle Maintenance Facility, where 
trains receive more intensive servicing and maintenance every four 
days, Amtrak is finalizing plans to reconstruct the facility for 
current and future needs of Amtrak Cascades intercity passenger 
service, Amtrak long distance service, and Sounder commuter 
trains. 

 
• Stations. Train station access improvements are needed to enhance 

safety, capacity, wheelchair access, baggage loading, and boarding 
and de-boarding time.  
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• Integrated Scheduling. Between Seattle, Tacoma, and Nisqually, 
there are plans to minimize Amtrak Cascades and Sound Transit 
scheduling conflicts. This would allow opportunities to provide 
rail-to-rail connections and passenger transfers at common stations 
in Tacoma, Tukwila, and Seattle, where Amtrak Cascades and 
Sound Transit offer complementary services.  

Maintenance of Track 

The current methods of performing track maintenance during normal 
daylight hours require “work windows” that limit rail capacity to move 
freight and passenger trains efficiently through the system. As freight and 
passenger frequencies increase, the ability to perform track maintenance 
decreases and the result is slow orders, which can cancel or severely delay 
train service. Slow orders are placed on a track when conditions exist 
(i.e. damage to track or crossovers largely due to storm-related events) 
that restrict the ability for freight and passenger trains to operate at 
designated track speeds. Slow orders, which are temporary in nature, are 
problems particularly during construction seasons, when new construction 
and capitalized maintenance projects are underway.  
 
WSDOT and BNSF are considering additional track maintenance 
enhancements that limit slow orders, achieve track maintenance goals, 
accommodate infrastructure growth, and meet the need for absolutely 
reliable service. Enhancements include: 
 

• Night maintenance. Performing maintenance activities at night 
when traffic is lighter.  

 
• Alternative methods or equipment. Multi-function, high-speed 

track maintenance machines.  
 

• Capitalized maintenance. Upgrading from Class IV to Class V 
track maintenance standards. This is included in Chapter 4 in the 
project titled “Blaine – Vancouver, WA – Main Line Track 
Upgrades.” 

Traffic Management 

BNSF is evaluating a “movement planner” program for use throughout 
their entire system to increase reliability and better manage traffic flow.  

Positive Train Control  

New rail safety laws require the installation and operation of positive train 
control, an advanced signal system, by 2015 on rail lines that have mixed 
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passenger and freight traffic. BNSF is currently testing them on select 
corridors within their system.  

Opportunities for Service Enhancements 
In quarterly Amtrak customer satisfaction index surveys, Amtrak 
Cascades service has been ranked in the top five in the nation in customer 
satisfaction throughout its history. Customers have enjoyed a level of 
service that is considered better in overall quality than “typical” Amtrak 
service.  
 
In 2008 Amtrak surveyed existing and potential Amtrak Cascades 
customers. Participants were asked about amenities and improvements to 
further enhance customer satisfaction. The survey resulted in several 
recommendations for Coach Class and Business Class travelers. The 
largest segment of potential new riders is more likely to be business 
travelers. Their main suggestions are:  
 

• Wireless Internet (WiFi) onboard the passenger coaches.  
• WiFi in separate Business Class lounges and in stations.  
• Quiet car.  
• Business Class amenity upgrades.  
• Enhanced passenger information display system.  

Analysis and Estimation of Operating Costs  
Cost estimation analysis provides detailed and accurate forecasts of 
Amtrak Cascades operating costs for the four strategic investment options 
discussed in this plan. Operating cost categories, which are defined further 
in this section, include:  
 

• Train costs are direct costs associated with each train. Train costs 
change with the number of operating trains.  

 
• System costs are indirect costs that change with the number of 

trains, passengers, and train sets. The system cost is allocated 
equally among the trains.  

 
• Passenger costs are individual costs allocated to trains by their 

ridership. The cost estimation analysis projections do not 
accurately reflect the relationship of passengers to individual 
trains, which is an overly complex calculation. The total passenger 
cost is allocated equally among the trains.  
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Train Costs 

 Labor and Support for Train and Engine: Labor costs for 
engineers, conductors, and other train operating staff. 

 
 Labor and Support for Onboard Service: Labor costs for staff 

involved in dispensing food and beverages on trains to passengers. 
 

 Fuel: Costs for locomotive fuel.  
 

 Commissary Provisions and Management: Costs for food, 
beverages, and consumable supplies dispensed on trains to 
passengers and non-consumable supplies used for customer service 
on trains. 
 

 Host Railroad Maintenance-of-Way: Costs for maintaining track 
(e.g. track, signals, crossings) and facilities (e.g. stations, other 
buildings). 
 

 Host Railroad Performance Payments: Payments to the railroad 
for keeping trains on schedule. 
 

 Insurance: Purchased property and liability insurance and costs of 
self-insurance. 

System Costs 

 Advertising: Costs for advertising Amtrak Cascades service. 
 

 General Support: Expenses not related directly to train operation 
and the use of resources not dedicated entirely to Amtrak Cascades 
operation (e.g. general counsel, claims services, customer 
communications, payroll, safety and environmental control, 
engineering, materials management, human resources, technical 
training, police and safety services, and procurement/purchasing). 
 

 Transportation: Personnel supervising and managing the service 
and associated costs as well as the costs of buses in lieu of train 
service and alternative transportation for passengers during service 
interruptions. Includes itemized categories of yard operations, 
terminal payments, passenger inconvenience, and transportation 
supervision and training. 
 

 Maintenance of Equipment: Costs of vehicle maintenance.  
 

 Other Railroad Costs: Charges by the railroad (BNSF in 
Washington State and UP in Oregon for the Amtrak Cascades) that 



 

Amtrak Cascades Mid-Range Plan December 2008 
State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov Page 5-9 

are not specific to train operation (e.g. administration, control 
center functions, avoidable costs). 

 
 Reservations: Costs related to managing passenger reservations 

and the maintenance of information technology systems used for 
passenger reservations. 
 

 Other Amtrak Costs: Includes itemized sub-categories of Amtrak 
operations and transportation support and amtrak fixed 
infrastructure maintenance. 

Passenger Costs 

 Station Services: Labor costs for station staff (e.g. ticket agent, 
janitors) and utility expenses for stations. 
 

 Commissions: Fees paid to travel agents and to credit card 
services. 
 

 Sales: Marketing support and the costs of non-station ticketing 
(e.g. tickets by mail). 

 
The Amtrak Cascades cost estimation timeframe is Federal Fiscal Year 
2009 (FFY09), which is October 1, 2008 through September 30, 2009. 
FFY09 cost estimates are split between the partners: Washington at 
65 percent, Oregon at 20 percent, and Amtrak at 15 percent. Some cost 
estimates, such as the cost of Washington State’s higher performance 
Talgo trains, are split differently per agreement with each set of 
stakeholders.  
 
Analysis results show that cost estimates change based on escalating 
factors, when capacity changes for additional daily round trips on the 
Seattle to Portland and Seattle to Vancouver, B.C. segments.  
 
Exhibit 5-3 shows economies of scale.1 On the Seattle to Portland daily 
round trip, the “cost per trip” decreases as capacity increases. Factors 
influencing the “cost per trip” reduction include: 
 

• The cost of adding passenger coaches to existing Talgo train sets.  
 

• The costs of adding locomotives to Talgo train sets that receive an 
additional passenger coach (a power requirement).  

 
                                                 
1 Reduction in cost per round trip resulting from increased round trips, realized through 
operational efficiencies. Economies of scale can be accomplished because as roundtrip 
increases, the cost of operate additional roundtrip falls. 
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• The cost of adding more trains to the fleet.  
 

• The cost of additional Talgo maintenance. 
 

• The cost of enhanced reliability (capitalized maintenance) 
associated with Options 2, 3, and 4 that eliminate slow orders and 
improve on-time performance. 

 
Exhibit 5-3: Estimates of Annual Operating Costs  

and Maintenance Costs (2008 Dollars) 

4 $5,753,341 $2,876,671 $913,540 $456,770 $940,125 $470,063 

5 $5,499,419 $2,749,710 $899,596 $449,798 $940,125 $470,063 

6 $5,293,188 $2,646,594 $890,774 $445,387 $940,125 $470,063 

8 $4,997,243 $2,498,622 $873,709 $436,854 $940,125 $470,063 

Reliability 
Enhancement 
Maintenance 
Cost Per One-

Way Trip 

Amtrak 
Operating Cost 
Per One-Way 

Trip

Talgo 
Maintenance 
Cost Per One-

Way Trip 

Amtrak 
Operating Cost 
Per Round Trip

Talgo 
Maintenance 

Cost Per Round 
Trip 

Daily 
Round 
Trips

Reliability 
Enhancement 
Maintenance 

Cost Per Round 
Trip 

 
 
Source: WSDOT State Rail and Marine Office 

 
Exhibits 5-4 and 5-5 show analysis results on how Amtrak Cascades 
operating costs change as capacity is added to the Seattle to Portland daily 
round trip segment as incrementally developed in Options 2, 3, and 4.  
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Exhibit 5-4: Amtrak Cascades Operating Costs for Seattle to 
Portland Four Daily Round Trips (2008 Dollars) 
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Source: WSDOT State Rail and Marine Office 
 

Exhibit 5-5: Amtrak Cascades Operating Costs for Seattle to 
Portland Eight Daily Round Trips (2008 Dollars) 
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Source: WSDOT State Rail and Marine Office 
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Chapter 6: Options for Achieving Additional 
Amtrak Cascades Service 

 
The analysis in this chapter articulates the needs of intercity passenger 
train services and discusses supply and demand issues for various 
scenarios. Comparing the alternatives available to policymakers, the 
option analysis provides information to help develop strategic investment 
policies that achieves multiple policy ends using transportation solutions.  
The option analysis specifies the steps of improving infrastructure to 
deliver additional intercity passenger services, and link capital and 
operational investment to ridership growth and economic and societal 
benefits to support informed decision-making processes—legislative 
budgeting and prioritizing. 

Options for Achieving Additional Services 
Options presented in the Amtrak Cascades Mid-Range Plan are designed 
in the context of the current macroeconomic policymaking environment. 
They build on incremental strategy with stakeholder involvement and are 
supported by capacity analyses and benefit/cost analysis. This mid-range 
plan presents four options for future program development described in 
details in Chapter 2. The following is a brief summary of these options. 

Option 1 – Maintaining Current Operation Strategy 

This option has no additional capital investment and infrastructure 
improvements in the mid-range planning period. It maintains the current 
operation level of Amtrak Cascades service. All previous capital 
investments become sunk costs1, due to no additional investment for 
completing projects that would increase service capacity. 

Options 2 and 3 – Incremental Strategies 

These options address specific investment goals based on the supply and 
demand interactions of our dynamic economy and changing society. They 
provide essential information about ridership growth, cost and revenue, 
local and state economic impacts, and environment and social 
benefits/costs.  

                                                 
1 Sunk costs are costs that cannot be recovered once they have been incurred. If there is 
no additional investment to complete projects that increase service capacity, then the 
costs of the uncompleted projects are lost or sunk. 
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Option 4 – Rail as a Long-Term Alternative Strategy – No Financial 
Constraints 

This option examines the engineering feasibility of the maximum capacity 
that can be built, given the availability of investment to develop such 
infrastructure improvements.  
 
Option 4 is viable in an environment where policymakers are willing to 
promote rail as a strategic component in integrated transportation solution. 
In such an environment, rail, while providing transportation service, 
would help address issues such as greenhouse gas reduction, congestion 
relief, public safety improvement, and transportation resilience to natural 
and man-made disasters.  

Investment in Capital Projects by Option 
Investment options are designed to achieve multiple goals using passenger 
rail as part of an integrated solution. Investment in capital projects is used 
to improve infrastructure and acquire additional equipment that is needed 
to expand the level of operations. The planning period for capital 
investment is from fiscal year 2010 to fiscal year 2017.  
 
Exhibit 6-1 demonstrates investments in capital projects and shows the 
capacity and reliability to be achieved by these capital projects. 
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Exhibit 6-1: Costs of Capital Projects to Achieve Additional Service Level: 
FY2010 to FY2017 

Option 1: $0 Option 2: 
$141 Million

Option 3: 
$578 Million

Option 4: 
$817 Million

Tacoma – Bypass of Pt. Defiance – 66th 
St. to Nisqually**

Vancouver – Yard Bypass and W 39th 
St.**

King Street Station – Track 
Improvements**

Cascades Train Sets – Overhaul**

Increase  Capacity of Existing Train Sets

Kelso-Martin’s Bluff – Stage 1 – New 
Siding

Kelso-Martin’s Bluff – Stage 2 – Kelso-
Longview Jct. – 3rd Main Track

Cascades – Two New Train Sets

Blaine to Vancouver, WA – Main Line 
Track Upgrade

Centralia – New Crossover Near China 
Creek

Cascades – Two New Train Sets & Four 
Locomotives

Kelso-Martin’s Bluff – Stage 3 – Kalama 
3rd Main Track

Cascades – Higher Speed Locomotives

Tacoma – Reservation to Stewart – New 
3rd Main Track

Project 
Group A***: 
$141M for 

Options 2, 3, 
and 4

Five Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 95 percent on-time performance.

Project 
Group B: 
Option 3 
$437M; 
Option 4 
$334M

Six Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 97 percent on-time performance.

$437.1 $334.2

Project 
Group* Project Name Year of Completion

Capital Cost Estimates* ($ million)

Project 
Group C: 
$341M for 
Option 4

Eight Seattle to Portland and two Seattle to Vancouver, B.C. daily round trips, 92 percent on-time performance due to running two 
additional round trips without taking additional expensive reliability projects.

* A project group is a set of projects or project stages to be implemented collectively to achieve additional service.

** Costs do not include anticipated expenditures prior to July 2009 in 2008 Transportation Supplemental Budget. These projects were currently 
funded as: Tacoma – Bypass of Pt. Defiance – 66th St. to Nisqually, $57.1 million; Vancouver – Yard Bypass and W 39th St., $59.9 million; 
King Street Station – Track Improvements, $13 million; Cascades Train Sets – Overhaul, $4 million. The cost estimates listed in options are 
additional costs needed to complete these project starting July 2009.

Option 4: 2015 $341.4

*** Projects anticipated to be complete prior to July 1, 2009 in the 2008 Transportation Supplemental Budget are not listed. 

Option 2, 3, and 4: 2012 $141.2 $141.2 $141.2

Option 3: 2017
Option 4: 2015

 
 
Source: WSDOT State Rail and Marine Office 

Operating Costs, Revenue, and Investment in Operations by 
Option 

Operating Costs 

Operating costs include the costs to operate Amtrak Cascades intercity 
passenger train services and costs to maintain service equipment. Since 
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each option in the mid-range plan operates at a different level, the 
operating costs vary. However, Options 3 and 4 operate more efficiently 
due to economies of scale. 

Revenue 

Revenue includes ticket revenues and revenues from services provided on 
the trains such as food and beverage revenues. 

Investment in Operations 

Investment in operations is the state’s net investment of public funds to 
maintain the operation. It is the total operation costs minus revenues from 
operation. It is a public investment that aims for gaining greater economic 
and societal benefits.  
 
Exhibit 6-2 shows the sum of operating costs, revenue, and investments in 
operations for all plan options from FY2010 to FY2017.  
 

Exhibit 6-2: Total Operating Costs, Revenue, and Net State Costs for  
Amtrak Cascades Operations  
FY2010 - FY2017 ($ Millions) 

Plan Options Operating Costs* Revenue** Net State Costs for Amtrak 
Cascades Operation***

Option 1: Maintaining Current 
Operation

$235.7 $118.4 $117.3

Option 2: Incremental Strategy 1 - 
Minimum Capital Investment

$360.2 $144.4 $215.8

Option 3: Incremental Strategy 2 - 
Supply Meets Demand

$366.7 $153.0 $213.8****

Option 4: No Financial 
Constraints

$428.2 $157.2 $270.9

* Include operating costs, Talgo maintenance costs, maintenance costs enhancing reliability, and Amtrak administrative costs. Estimated based on 
historical data, Amtrak FFY2009 Cost Estimates, and planned activities.

** Include revenues from tickets and passenger services. Estimated based on historical revenue data assuming price neutral policy. Total revenue is 
the product of total forecasted passenger miles and revenue earned per passenger mile, adjusted for inf lati

*** This is the estimated costs Washington State pays for contracted Amtrak Cascades operation.

**** The sixth round trip starts in FY2017, the total operation cost here for option 3 does not show  full effect of the operation at the capacity built.
 

 
Source: WSDOT State Rail and Marine Office 
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Total Public Investment by Option 
Total public investment includes both capital investments and operational 
costs. It reflects public costs for a specific option of Amtrak Cascades 
intercity passenger train service.  
 
Exhibit 6-3 shows the total investment (sum of capital projects and 
operations) over time for the four options. The chart only reflects capital 
investments during the mid-range planning period of FY2010 to FY2017.  
 

Exhibit 6-3: Dynamics of Total Public Investment  
Passenger Rail Investment by Option: FY2010 to FY2017 
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Source: WSDOT State Rail and Marine Office 

Operation Investments 

Annual operation investments for FY2010 to FY2017 are present in all 
incremental strategy options, from around $14 million to $48 million, per 
year depending on capacity development level of each option.  

Capital Investments 

The timing of capital investments depend on each option’s construction 
schedule. Depending on the option, estimated project completion dates are 
2011, 2013, 2015, and 2017.  
 
Option 1 has no investment in capital projects, since this option only 
invests in operations. Its line in Exhibit 6-3 is relatively flat.  
 
Option 2 would invest and build capacity of five daily round-trip trains 
between Seattle and Portland at $141 million as soon as possible to 
complete ongoing projects that increase reliability/on-time performance 
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and capacity. The investment improves reliability (on-time performance) 
from approximately 60 percent currently to above 90 percent. 
 
Option 3 would invest in capital project investments and train sets 
gradually, based on the market demand. For a total capital of roughly 
$578 million, this option gradually increases equipment and capacity to 
14 cars per train in 2011, five daily round trips between Seattle and 
Portland in 2013, and six daily round trips between Seattle and Portland to 
meet demand in 2017. The investment improves reliability (on-time 
performance) from roughly 60 percent currently to above 90 percent.  
 
Option 4 would invest in even more capital projects to build capacity to 
eight daily round trips between Seattle and Portland in the shortest time 
based on engineering feasibility. A total capital of roughly $816 million 
would be invested by 2015. The reliability would be improved to above 
90 percent. 
 
In the “supply meets demand” financially constrained strategy of Option 
3, the capital investment is over a longer period of time than the “no 
financial constraints” strategy of Option 4. This is because Option 3 is 
designed to meet the growth of demand for a policy neutral scenario, 
while Option 4 is designed for policies that stimulate demand of train 
services. 
 
Exhibit 6-4 lays out the annualized investment details for all four options. 
It shows the distribution of investments between capital projects and 
operation. The operation investments are the total operating costs minus 
revenues. It is the public costs for Amtrak Cascades services. 
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Exhibit 6-4: Passenger Rail Investment by Year and Option 
FY2010 to FY2017 ($ Million) 

Net State 
Costs for 
Amtrak 

Cascades 
Operation*

Costs of 
Capital 

Projects

Total State 
Investment

Net State 
Costs for 
Amtrak 

Cascades 
Operation

Costs of 
Capital 

Projects

Total State 
Investment

Net State 
Costs for 
Amtrak 

Cascades 
Operation

Costs of 
Capital 

Projects

Total State 
Investment

Net State 
Costs for 
Amtrak 

Cascades 
Operation

Costs of 
Capital 

Projects

Total State 
Investment

2010 $13.6 $0.0 $13.6 $14.7 $48.4 $63.1 $14.7 $72.2 $86.9 $14.7 $92.6 $107.3

2011 $13.6 $0.0 $13.6 $15.3 $48.4 $63.7 $15.3 $107.1 $122.5 $15.3 $157.9 $173.2

2012 $14.2 $0.0 $14.2 $17.4 $44.4 $61.8 $16.2 $77.0 $93.2 $17.4 $249.2 $266.6

2013 $14.5 $0.0 $14.5 $34.0 $0.0 $34.0 $32.7 $39.0 $71.6 $40.6 $196.8 $237.5

2014 $14.9 $0.0 $14.9 $33.8 $0.0 $33.8 $32.4 $26.6 $59.0 $38.4 $85.2 $123.5

2015 $15.2 $0.0 $15.2 $33.6 $0.0 $33.6 $32.1 $47.4 $79.5 $49.0 $35.0 $84.0

2016 $15.5 $0.0 $15.5 $33.6 $0.0 $33.6 $32.0 $116.1 $148.2 $47.7 $0.0 $47.7

2017 $15.8 $0.0 $15.8 $33.5 $0.0 $33.5 $38.3 $92.8 $131.1 $47.9 $0.0 $47.9

Total Cost $117.3 $0.0 $117.3 $215.8 $141.2 $357.0 $213.8 $578.1 $791.9 $270.9 $816.7 $1,087.6

Year

* This is the estimated costs Washington State pays for contracted Amtrak Cascades  operation.

Option 1: Maintaining Current 
Operation

Option 2: Incremental Strategy 1 - 
Minimum Capital Investment

Option 3: Incremental Strategy 2 - 
Supply Meets Demand Option 4: No Financial Constraints

 
 
Source: WSDOT State Rail and Marine Office 

Growth of Ridership and Capacity by Option 

Ridership Growth - Demand 

The ridership growth for plan options is estimated through two processes. 
First, the ridership forecast model is developed to forecast long term 
growth of ridership based on factors such as population, gas prices, and 
service availability (Chapter 3 and Appendix 4).  
 
Second, based on improvement on on-time performance and scheduled 
time savings resulting from implementation of plan options, additional 
ridership growth is estimated using demand elasticity of time reduction 
published for Amtrak passenger trains. 
 
The total ridership growth for options is demonstrated in Exhibit 6-5. 
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Exhibit 6-5: Annual Ridership Growth by Option 
FY2007 vs. FY2017 
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Capacity Growth – Supply 

The capacity growth for plan options is based on capital projects that build 
capacity for each plan option. The capacity increase and reliability 
improvement of capital projects are presented in Chapter 4. Exhibit 6-6 
provides a dynamic view of capacity changes by option over the time 
frame of the mid-range plan. 
 

Exhibit 6-6: Maximum Annual Seating Capacity by Option 
Seattle to Portland FY2010 to FY2017 
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Demand and Supply Analysis 

The demand of Amtrak Cascades intercity passenger rail service, like 
utilities such as electricity, is seasonal. While electricity production 
usually has scalability that allows the electric company to adjust 
production for peaks and valleys, passenger rail has little flexibility to 
adjust due to the fixed schedule. The big gap between peak and valley 
demands makes capacity use and development much more challenging. If 
WSDOT builds sufficient supply to meet the peak demand, the average 
capacity use will be low due to the valley in demand. If WSDOT limits the 
capacity growth, peak demand will not be met. Therefore, there is a trade-
off between economic efficiency and policy to meet the societal demand. 
This is a policy issue similar to policies to regulate and subsidize electrical 
industries, where economic efficiency does not guarantee sufficient 
supply. However, the efficiency can be improved through attracting riders 
in non-peak time through both service improvement and marketing. 
 
Appendix 7 discussed effective or peak capacity and peak ridership—
supply and demand indicators. The supply and demand analysis, which is 
based on peak demand and effective capacity defined, provides 
information on how growth of the Amtrak Cascades service is related to 
ridership growth.  
 
The following charts demonstrate the relationship between supply and 
demand for the four policy options of Amtrak Cascades investment.  
 
Option 1 – Maintain Current Operations Strategy: Ridership would 
exceed the capacity in FY2008, and could exceed the capacity for the 
future by any factor that cause ridership jumps since there is little room to 
meet the additional growth of ridership (Exhibit 6-7). 
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Exhibit 6-7: Peak Ridership vs. Effective Capacity (Seattle/Portland):  
Option 1 - Maintain Current Operation 
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Effective Capacity Peak Ridership  
Peak Ridership: Peak ridership is defined as annual ridership measured at peak 
segment of the route (Olympia/Lacey to Centralia is the peak segment of Seattle 
to Portland route). 
Effective Capacity: Effective capacity is defined as average occupancy level 
where one percent of unsupplied demand happens due to peak time and peak 
section constraints. 

Source: WSDOT State Rail and Marine Office 
 
Option 2 – Minimum Capital Investments: Peak ridership would exceed 
seating capacity in FY2008 and could exceed the capacity for the future 
by any factor that causes ridership jumps until FY2013, when the 
minimum capital investments would increase service levels to five daily 
round-trip trains between Seattle and Portland. The improved reliability 
and increased capacity resulting from completion of capital investments 
and operational improvements would continue to drive up ridership. The 
demand indicated by ridership would exceed supply in about ten years 
(Exhibit 6-8).  
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Exhibit 6-8: Peak Ridership vs. Effective Capacity  
(Seattle/Portland):  

Option 2 - Minimum Capital Investment 
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Effective Capacity Peak Ridership  
 

Peak Ridership: Peak ridership is defined as annual ridership measured at peak 
segment of the route (Olympia/Lacey to Centralia is the peak segment of Seattle 
to Portland route). 
Effective Capacity: Effective capacity is defined as average occupancy level 
where one percent of unsupplied demand happens due to peak time and peak 
section constraints. 

Source: WSDOT State Rail and Marine Office 
 
Option 3 – Supply Meets Demand: Peak ridership would exceed capacity 
in FY2008. Capacity would stay above ridership in FY2009 and could 
exceed capacity at any time. The investment in a new train set would add 
two additional cars to each train set and the longer trains would increase 
service levels for additional riders in FY2011.  
 
The capital investment would deliver a fifth daily round-trip train between 
Seattle and Portland in FY2013. Ridership would continue to increase due 
to reliability improvements and other factors. The capital investments 
would deliver a sixth daily round-trip train between Seattle and Portland 
in FY2017, to ensure that sufficient seating capacity is available to meet 
the ridership growth. Since higher frequency and reliability improvements 
could trigger the demand for business riders, the ample capacity could be 
filled by such a demand. Since the increase in such a demand was not 
estimated by the ridership model due to lack of data, ridership indicated 
by the demand curve may be understated (Exhibit 6-9).  
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Exhibit 6-9: Peak Ridership vs. Effective Capacity (Seattle/Portland):  
Option 3 - Supply Meets Demand 
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Effective Capacity Peak Ridership  
 

Peak Ridership: Peak ridership is defined as annual ridership measured at peak 
segment of the route (Olympia/Lacey to Centralia is the peak segment of Seattle 
to Portland route). 
Effective Capacity: Effective capacity is defined as average occupancy level 
where one percent of unsupplied demand happens due to peak time and peak 
section constraints. 

Source: WSDOT State Rail and Marine Office 
 
Option 4 – No Financial Constraints: Peak ridership would exceed the 
capacity in FY2008. Capacity would stay above the capacity in FY2009. 
In this option, rail service would be used as a strategic solution to address 
multiple issues related to transportation. Ample capacity would be built 
for policies that encourage the use of passenger rail services. Investments 
in capital projects are only subject to engineering feasibility during this 
period. The invested capital projects would deliver two additional daily 
round-trip trains between Seattle and Portland in FY2013, and another two 
daily round-trip trains in FY2015, for a total of eight daily round trips 
between Seattle and Portland. The improved reliability, the higher 
capacity, and frequency would attract additional riders to Amtrak 
Cascades service. This option also opens other incentive policies, such as 
a modified fare structure, that could increase rail ridership substantially. 
The ample capacity could be used for any promotional policies that view 
passenger rail as part of a solution to address multiple issues 
(Exhibit 6-10).  
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Exhibit 6-10: Peak Ridership vs. Effective Capacity 
(Seattle/Portland):  

Option 4 - No Financial Constraint 
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Effective Capacity Peak Ridership  
 

Peak Ridership: Peak ridership is defined as annual ridership measured at peak 
segment of the route (Olympia/Lacey to Centralia is the peak segment of Seattle 
to Portland route). 
Effective Capacity: Effective capacity is defined as average occupancy level 
where one percent of unsupplied demand happens due to peak time and peak 
section constraints. 

Source: WSDOT State Rail and Marine Office 

Economic Impacts 
When public funds are used to invest in Amtrak Cascades intercity 
passenger train services, the investment generates economic impacts that 
affect the state’s economy, employment, people’s income, business’ 
profits, and taxes to governments. These economic impacts would benefit 
the state and local communities in general. The magnitudes of economic 
impacts are dependent on the size of investment and how the funds are 
invested.  
 
WSDOT used the Washington State input-output economic model, 
developed using IMPLAN2, to estimate the ripple effects of the increases 
in Amtrak Cascades services. The IMPLAN model was used to estimate 
the total economic impacts of mid-range plan options, including the 
cascading effects of the investments of each option (direct, indirect, and 

                                                 
2 IMPLAN is a commercial input-output model developed using input-output data from 
Bureau of Economic Analysis, U.S. Department of Commerce. The model used to 
estimate economic impacts in this plan is a Washington State specific model. 
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induced impacts). The economic impacts are assessed in terms of the 
following two indicators: 

 
 Employment represents the jobs created by the investment. 

Amtrak Cascades service directly creates jobs in construction, 
maintenance, food service, and transportation operations. It also 
creates jobs indirectly by the affect of the outputs of other 
industries and government incomes. 

 
 Value added is an indicator that reflects the net benefit of the 

investment. Both labor income (wages and salaries) and business 
incomes are counted as value added. 

 
Exhibit 6-11 demonstrates economic impacts of the four plan options. 
 

Exhibit 6-11: Economic Impacts of Amtrak Cascades  
Mid-Range Plan Options: Sum of FY2010 to FY2030* 

Impact Area Option 1: Maintaining 
Current Operation

Option 2: Incremental 
Strategy 1 - Minimum 

Capital Investment

Option 3: Incremental 
Strategy 2 - Supply 

Meets Demand

Option 4: No Financial 
Constraints

Benefits to Local 
Communities Along I-5 
Corridor

4,887 11,725 17,454 23,752

Statewide Benefits (Include 
benefits to local communities) 6,202 15,024 22,825 31,138

Benefits to Local 
Communities Along I-5 
Corridor

$306.5 $746.8 $1,139.9 $1,555.1

Statewide Benefits (Include 
benefits to local communities) $399.7 $977.6 $1,500.6 $2,048.1

Note: Economic impacts are assessed using IMPLAN Input-Output model for Washington State and its local areas.

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities and Washington State for many 
years beyond FY2017.

** A job-year means that a person is employed as a full time employee for a year.

*** Difference between the total sales revenue of an industry and the total cost of components, materials, and services purchased from other firms within a 
reporting period (usually one year). It is the industry's contribution to the gross domestic product (GDP).

Support Employment 
(Job-Year**)

Value Added*** ($ 
Million, 2008 Dollars)

 
 
Source: WSDOT State Rail and Marine Office 
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Chapter 7: Benefit/Cost Analysis 
 
Studies show that passenger rail has many benefits. With its fuel 
efficiency, safety records, and lower environmental impacts, passenger rail 
has resurfaced as an attractive candidate that can be included in policy 
options aimed at solving economic, social, and environmental problems 
with integrated solutions. 
 
The common public benefits associated with passenger rail include 
stimulating the state’s economy, supporting local communities and 
businesses with jobs and revenues, reducing congestion, improving public 
safety, offering a transportation choice, reducing environmental pollution, 
and saving energy. 
 
This chapter will assess benefits and costs associated with the four plan 
options that provide various Amtrak Cascades service levels. The impacts 
of these options on the state budget, the state’s economy, local 
communities, highway congestion, public safety, and the environment will 
be evaluated to determine the likely effects of these policy options. This 
chapter includes three sections: 
 

• Understanding Public Investment and Benefit 
• Benefits and Costs Assessment 
• Transportation Cost Analysis 

Understanding Public Investment and Benefit 
Investment analysis in the public sector is very different from private 
sector analysis. There are several principles that must be understood in 
analyzing public investment and public benefits. 

Discounting 

Discounting addresses the problem of translating values from one time 
period to another. The larger the discount rate, the more weight that is 
placed on benefits and costs in the near-term over benefits and costs in the 
future. Unlike the private sector, long-term benefits, such as 
environmental quality, are important public policymaking criteria. 
Consequently, public investment analysis usually uses a relatively lower 
discount rate than the private sector. 
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Leveraging 

Public projects usually involve multiple sources of investment and 
partnership. While the analysis of such an investment assesses the 
efficiency of total investment, public investment analysis also assesses the 
effectiveness of public investment only. In other words, a measure of the 
effectiveness of public investment is how much additional investment a 
public investment can bring into a specific project. This measure is called 
leveraging. 

Distributional Benefits 

Many public investment projects provide distributional benefits to the 
public by transferring public resources to where they are needed most. 
Such a transfer payment is not a traditionally defined benefit. It could be 
measured as a public benefit, if it helps reach the goal of public policy to 
benefit the targeted public group.  

With/Without Principle 

Many public investment projects provide benefits to the public by 
mitigating negative impacts. While such investment does not create 
positive value, it reduces the negative value. The difference between the 
larger negative value and the smaller negative value is defined as a benefit 
based on the with/without principle. For example, with an investment in 
Amtrak Cascades capacity, more people would ride trains instead of 
driving cars. This results in less emissions, due to the fact that rail has a 
lower emission level per passenger mile compared to auto. The difference 
of the higher emission (auto) and lower emission (rail) will be defined as a 
benefit of the investment in Amtrak Cascades. Without such an 
investment project, societal loss due to higher emissions would be much 
larger. The reduced societal loss would be the benefit of the investment 
project. Also, as more people choose to ride the train, the emission per 
passenger would decrease. 

Public Benefits and Public Costs 

Based on the above discussion about the characteristics of public 
investment analysis, the benefit/cost analyses performed and presented in 
this chapter will be based on an assessment of public benefits and public 
costs. 

Period of Analysis 

Although the capital investment projects for this plan are implemented 
from FY2010 to FY2017, the benefits of the plan options are assessed for 
a longer period: FY2010 to FY2030. The reason for using a longer period 
for benefit/cost analysis is to demonstrate the benefits of capital projects. 
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Although projects will be completed in the mid-range plan period, their 
benefits last for many years.  

Benefits and Costs Assessment 
This section is a summary of the benefit/cost analyses for the plan options. 
Appendix 8 will provide the detailed analysis and methodology. 

Public Benefit Assessment 

Public benefits of statewide rail investment are those benefits directly or 
indirectly received by the public due to the specified investment. There are 
three categories of benefits from public investment:  
 

• Taxes are generated from investment. These taxes are direct 
incomes from the public investment and can be spent and 
reinvested for public benefit.  

 
• Economic impacts resulting from the investment, such as the 

employment and personal incomes, are generated from the 
investment projects.  

 
• External impacts, such as greenhouse gas emissions and 

accidents, are reduced.  
 
There are multiple benefits associated with passenger rail from all three 
types of public benefits described above. The magnitude of benefits 
received by the people of Washington State depends on how passenger rail 
will be integrated into the policies that embrace integrated solutions for 
interconnected problems. In general passenger rail has been identified by 
many studies to have the following benefits: 
 

• Tourism Market: Passenger rail is one of the major ways for 
tourists to access Washington State’s bountiful cultural and 
amenity resources, natural beauties, and historical heritages.  

 
• Supports Local Communities: Passenger rail construction projects 

bring jobs and revenue to local communities and businesses. 
 

• Generate Government Incomes for Public Programs: While rail, 
like highways, is a publicly funded infrastructure improvement and 
operation, it supports growth of many businesses in various 
industries that pay business taxes to governments. 

 
• Congestion Relief: Passenger rail helps solve congestion 

problems. As the economy and population continue to grow, the 



 

December 2008 Amtrak Cascades Mid-Range Plan 
Page 7-4 State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov 

congestion problems on the I-5 corridor will increase. The 
potential of passenger rail as part of the solution for congestion is 
promising. 

 
• Public Safety: Passenger rail transportation has a strong safety 

record with a national accident fatality rate of 0.08 per 100 million 
passenger miles, about 1/10 that of motor vehicles. Replacing 
motor vehicle drivers with passenger rail riders will help improve 
public safety. 

 
• Energy Benefit: Passenger rail is much more efficient than 

airplanes and motor vehicles. Increasing passenger rail services 
will reduce the growth of other energy inefficient modes and help 
tackle the energy dependence problems. 

 
• Pollution Reduction: The level of released toxic substances and 

greenhouse gas emissions for passenger rail is lower than auto. 
Replacing motor vehicle users with rail riders will help reduce 
environmental pollution. 

 
• Transportation Choice: Passenger rail provides the public another 

transportation option, especially for the mobility-impaired and the 
non-driving public.  

 
Public benefits of the mid-range plan options are measured in terms of the 
following indicators: 

Economic Benefits 

• Revenue: Revenue from Amtrak Cascades operations, in this 
analysis, is not counted as an economic benefit. It actually offsets 
the state’s investment in Amtrak Cascades infrastructure 
improvement, operation, and maintenance. In other words, public 
investments (costs) would be larger without Amtrak Cascades 
service revenue. 

 
• Value Added: Value added includes personal income from 

employment, profits for businesses, and taxes paid to governments. 
Amtrak Cascades train services support industries such as tourism, 
transportation, construction, and maintenance. The value added to 
the economy resulting from direct and secondary impacts of 
Amtrak Cascades services is measured as economic benefits using 
IMPLAN—an Input-Output model that measures economic 
impacts. Other indicators of economic impacts of the plan options, 
such as economic output, jobs created, and taxes, were presented in 
Chapter 6 and not used as a measure of net benefits. 
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Societal Benefits 

Societal benefits measured in these plan options include congestion 
benefits, safety benefits, and environmental benefits. The methodology 
used to assess these benefits is described in Appendix 7. 
 

• Congestion Relief: Congestion on the I-5 corridor continues to 
increase. By diverting traffic away from the I-5 corridor, 
incremental services of Amtrak Cascades can help relieve the 
congestion of I-5. Amtrak Cascades currently accounts for less 
than one percent of traffic volume along the I-5 corridor. However, 
as Exhibit 7-1 demonstrates, a small fraction of I-5 traffic 
reduction could lead to tremendous improvement in reducing delay 
hours that are costs to travelers. In addition, the potential return on 
investment is very promising, if rail is considered a strategic 
alternative for transportation resilience to natural and man-made 
disasters.  

 
Exhibit 7-1: Benefit of Reducing Congestion 

0% -5% -10% -20%

Hours of Delay      302,000        90,000        64,000        30,000 

Reduced Hours of Delay Due to 
Traffic Reduction

              -   212,000     238,000     272,000     

% Delay Reduction from Today 0 -70% -79% -90%

Traffic Reduction %

I-5 Interstate Highway                                                
Average Daily Traffic Reduction and Hours of Delay

 
 
Source: WSDOT Urban Planning Office 
 

• Safety Improvement: The societal costs of motor vehicle collisions 
on Washington State highways were estimated at $2.5 billion in 
2007. Passenger rail transportation has a strong safety record. The 
national fatality rate is only one tenth of that of highway travel 
(Exhibit 7-2). 
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Exhibit 7-2: Comparison of Passenger Safety 

Fatality Per Million 
Passenger Mile

Injury Per Million 
Passenger Mile Sum

Rail 0.0005 0.0590 0.06

Highway 0.0119 0.7689 0.78

Rail to Highway Ratio 0.0387 0.0768 0.08

Fatality and Injury: Highway vs. Rail

 
 
Source: USDOT Bureau of Transportation Statistics 
 

It is clearly evident that passenger rail travel benefits public safety 
and is in the public interest. Work remains to further improve rail 
safety, including rail crossings and trespassing. If more passengers 
use rail instead of auto, the societal cost of motor vehicle collisions 
for roadways will be reduced. Since passenger rail has lower 
fatality and injury rates, passenger safety improves. Reduced 
societal costs will be assessed as public benefits of using passenger 
rail. 

 
• Health Benefit of Environmental Pollution Reduction: Passenger 

rail has lower emission rates for many greenhouse gases and toxic 
substances. Exhibit 7-3 provides a comparison of emission rates 
for three modes. 

 
Exhibit 7-3: Emission Rates – Grams per Passenger Mile 

Automobile Airplane Rail

Carbon Dioxide (CO2) 430 273 172

Volatile Organic Compounds (VOC) 2.68 0.15 0.16

Carbon Monoxide (CO) 16.40 0.46 0.60

Nitrogen Oxides (NOX) 0.90 0.21 0.90

Particulate Matter (PM) 0.01 Not Applicable 0.08

Road Dust 0.88 Not Applicable Not Applicable

Sulfur Oxides (SOX) 0.03 Not Available 0.05
 

 
Source: Compiled by WSDOT State Rail and Marine Office based on multiple 
sources. 
 

If more travelers use passenger rail instead of motor vehicles, the 
total emission rates of pollutants would be much lower. The social 
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costs caused by pollution would be reduced. Such reduction in 
social costs will be measured as environmental benefits of using 
passenger rail. The environmental benefits assessed in this plan are 
mostly health impacts caused by pollutants.  
 
The environmental impacts of global warming, resulting from 
greenhouse gases, could cost society billions of dollars. Such 
societal costs have not been well studied and documented. 
WSDOT was not able to assess them in this chapter. Therefore, the 
environmental benefits assessed by this chapter might understate 
the real benefits, which could be substantially higher. 

Total Public Benefits 

Total public benefits include both economic benefits and societal benefits. 
Many public benefits are intangible; they are therefore not included in the 
assessment.  
 
Exhibit 7-4 provides an overview of public benefits for the four plan 
options. Detailed benefit assessment is provided in Appendix 8. In 
general, the magnitude of benefits is correlated to investment size. 
However, the efficiency criteria presented later in this chapter will provide 
information on which options are more efficient. 
 

Exhibit 7-4: Estimated Public Benefits by Investment Option 
(2008 Dollars, $ Million) 

Economic 
Benefit

Value Added
Congestion Relief 

Benefit Safety Benefit
Environmental 

Benefit

Option 1: Maintaining Current 
Operation

$399.7 $0.0 $67.2 $158.0 $625

Option 2: Incremental Strategy 
1 - Minimum Capital Investment

$977.6 $598.3 $81.1 $196.3 $1,853

Option 3: Incremental Strategy 
2 - Supply Meets Demand

$1,500.6 $939.9 $87.7 $215.4 $2,744

Option 4: No Financial 
Constraints

$2,048.1 $1,041.0 $89.6 $221.0 $3,400

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities and 
Washington State for many years beyond FY2017. Benefits are sum of FY2010 to FY2030. 

Note: Option 1 is the baseline.

Plan Option
Societal Benefits

Sum

 
 
Source: Benefits estimated by WSDOT State Rail and Marine Office based on 
multiple data sources. See Appendix 8 for details. 
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Public Cost Assessment 

Based on the above discussion about the characteristics of public 
investment analysis, WSDOT assessed public costs of the mid-range plan 
options by two categories: cost of capital projects and cost of operation 
and maintenance. 

Cost of Capital Projects  

Cost of capital projects includes costs for projects to increase capacity and 
improve reliability, and equipment investment for locomotives and cars. 
WSDOT estimated the capital costs based on cost estimates provided by 
external consultants in the long-range plan and the recent study on 
historical costs of rail projects. Costs of capital projects planned for 
implementation between FY2010 and FY2017 are listed in Chapter 4. An 
annual summary of capital cost estimates for each plan option is presented 
in Chapter 6, Exhibit 6-1. 

Costs of Operation and Maintenance 

Costs of operation and maintenance include both operating costs for 
Amtrak Cascades passenger train services and maintenance costs of train 
equipment owned by the state of Washington. Chapter 5 discussed the 
estimation process and economies of scale for operating costs and 
maintenance costs among plan options, from FY2010 to FY2030.  

Public Costs for Amtrak Cascades Program 

Total public costs the for Amtrak Cascades program include all costs for 
capital projects and state support for operation and maintenance of Amtrak 
Cascades services. State support is the total program costs minus 
operational revenue received from tickets, food, and other services. 
Revenue is estimated based on a revenue neutral policy, which means that 
revenue estimates reflect no change in price except adjustments for 
inflation and change in operation costs. 
 
While WSDOT estimates revenue based on revenue neutral policy (no 
price increase), it is noted that increased ridership, higher capacity and 
frequency, and improved reliability provide an opportunity to raise prices 
and increase revenues for the program. Therefore, the revenues estimated 
for this plan options are conservative (see Exhibit 7-5). 
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Exhibit 7-5: Estimated Public Costs for Amtrak Cascades Passenger Rail 
Sum of FY2010 to FY2030 (2008 Dollars, $ Million) 

Options Service Level

Costs of 
Subsidize 

Operation and 
Maintenance

Capital 
Investment

Administrative 
and Marketing 

Costs
Total Cost

Option 1: Maintaining 
Current Operation

Four round trips between Seattle and 
Portland and two round trips between 
Seattle and Vancouver, B.C.

$280 $0 $29 $310

Option 2: Incremental 
Strategy 1 - Minimum Capital 
Investment

Five round trips between Seattle and 
Portland and two round trips between 
Seattle and Vancouver, B.C.

$563 $133 $37 $733

Option 3: Incremental 
Strategy 2 - Supply Meets 
Demand

Six round trips between Seattle and 
Portland and two round trips between 
Seattle and Vancouver, B.C.

$573 $516 $40 $1,129

Option 4: No Financial 
Constraints

Eight round trips between Seattle and 
Portland and two round trips between 
Seattle and Vancouver, B.C.

$746 $749 $41 $1,536

Note: Option 1 is the baseline.

** Operation costs are sums of FY2010 to FY2030. Capital investment is sum of FY2010 to FY2017. Both costs are discounted to present 
value (2008 dollars).  
 
Source: WSDOT State Rail and Marine Office 

Benefit/Cost Ratio and Net Benefit 

As noted in an earlier section, a benefit/cost ratio is used to measure 
economic efficiency for each option, as investment size usually dictates 
the magnitude of benefits. A net benefit measure is used to measure the 
size of the benefits with no linkage to how much is invested. 
 
Exhibit 7-6 demonstrates the total benefit/cost ratio for public investment 
options outlined in the mid-range plan. All options involve capital project 
investments to achieve higher benefit/cost ratios. This is because the 
capital projects increase capacity and improve reliability to meet the 
increased demand of ridership growth. Such gain in capacity and 
improvement in reliability allow much higher service levels to serve more 
riders, while improving program efficiency by economies of scale. 
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Exhibit 7-6: Estimated Benefit/Cost Ratio by Investment Option 

Total Cost ($ Million) Total Benefit       
($ Million)

Net Benefit         
($ Million) B/C Ratio

Option 1: Maintaining Current 
Operation $310 $625 $315 2.02

Option 2: Incremental Strategy 1 - 
Minimum Capital Investment $733 $1,853 $1,120 2.53

Option 3: Incremental Strategy 2 - 
Supply Meets Demand $1,129 $2,744 $1,615 2.43

Option 4: No Financial 
Constraints $1,536 $3,400 $1,864 2.21

Plan Option

Sum of FY2010 to FY2030 - $ Million (2008 Dollars)

Note: Option 1 is the baseline.

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities and 
Washington State for many years beyond FY2017. Benefits are sum of FY2010 to FY2030. 

** Operation costs are sums of FY2010 to FY2030. Capital investment is sum of FY2010 to FY2017. Both benefits and costs 
are discounted to present value (2008 dollars).  
 
Source: WSDOT State Rail and Marine Office 

 
Exhibit 7-7 shows the incremental benefit/cost ratios for Options 2, 3, and 
4. Option 1 is used as a baseline for the analysis. The results indicate 
incremental investments generate higher benefit/cost ratios. This indicates 
that additional public investments will improve current efficiency of the 
Amtrak Cascades program. 
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Exhibit 7-7: Incremental Benefit/Cost Ratio by Investment Options 

Incremental Investment** Incremental Benefit
Incremental Investment 

B/C Ratio

Option 1: Maintaining Current 
Operation Baseline Baseline Baseline

Option 2: Incremental Strategy 1 - 
Minimum Capital Investment

$423 $1,228 2.90

Option 3: Incremental Strategy 2 - 
Supply Meets Demand

$819 $2,119 2.59

Option 4: No Financial 
Constraints

$1,226 $2,775 2.26

Plan Option

Sum of FY2010 to FY2030 - $ Million (2008 Dollars)

Note: Option 1 is the baseline.

* The projects completed during the mid-range plan period of FY2010 to FY2017 will generate benefits for local communities 
and Washington State for many years beyond FY2017. Benefits are sum of FY2010 to FY2030. 

** Operation costs are sums of FY2010 to FY2030. Capital investment is sum of FY2010 to FY2017. Both benefits and costs 
are discounted to present value (2008 dollars).  
 
Source: WSDOT State Rail and Marine Office 

Transportation Cost Analysis 
For an individual to travel from one place to another, different types of 
costs are incurred based on their mode of travel. This section discusses the 
cost composition of three modes (rail, highway, and air), the methods to 
assess these costs, and comparison of the full costs to travel for these 
modes. Detailed information and methods about environmental costs will 
be described in Appendix 9. 

Costs of Passenger Rail Travel 

User Costs 

User costs for passenger rail modes are the price of the tickets to ride the 
train. These costs are calculated based on historical data from operation of 
the Amtrak Cascades program. 

System Utilization Costs 

There are two types of system utilization costs. The first type is the public 
capital investments necessary to develop and maintain infrastructure 
improvements. These types of costs are estimated based on life-cycle 
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analysis methods. Life cycles used in this analysis are 25 years and 
50 years depending on the types of capital projects. The second type of 
system utilization costs is the net costs the state pays to operate and 
maintain the systems that are not recovered from the service revenue. 
These costs are estimated using reported data from prior operation costs. 

Safety Costs 

These are societal costs of collision-caused deaths and injuries. Rail has a 
much smaller probability to have accidents that cause passenger deaths 
and injuries. Data from the Bureau of Transportation Statistics are used to 
assess the probabilities of death and injury for both rail and highway 
travel. Then highway safety costs are used to estimate the safety costs for 
rail based on comparison of the probabilities. 

Environmental Pollution Costs 

Environmental costs are determined based on emission levels of 
locomotives and their costs to society. The data used for the assessment 
are published government data and research findings. These data sources 
include both rail and highway modes (Appendix 9). 
 
Exhibit 7-8 describes the full rail transportation costs in 2008 dollars. The 
full cost per mile for rail transportation is $0.51. 

 
Exhibit 7-8: Composition of Cost Per Passenger Mile –  

Passenger Rail 
Full Cost Per Mile: $0.51 (2008) 

System Utilization 
Cost (Subsidy), 

$0.25, 50%

Environmental 
Cost, $0.05, 10%

Safety Cost, 
$0.005, 1%

User Cost, $0.20, 
39%

 
 
Source: WSDOT State Rail and Marine Office 
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Costs of Highway Travel 

User Costs 

User costs for the highway mode include car depreciation, insurance, fuel 
cost, and maintenance of the car. There are various ways to calculate 
highway user costs per mile. The costs published by the Internal Revenue 
Service are used and adjusted for Washington State. Taxes and fees that 
are assessed to fund highway system operations and improvements are 
excluded from the user costs to avoid double counting. 

System Utilization Costs 

System utilization costs are public costs to develop and maintain highway 
systems. Although travelers use the system essentially free of charge 
(tolling is an exception), highway system utilization costs are actually a 
part of user costs. This is because highway systems are mostly funded by 
special taxes and fees such as motor fuel taxes and vehicle license fees. 
These costs are assessed using historical data, WSDOT expenditures—
excluding non-highway modes—and historical data on vehicle miles 
traveled.  

Safety Costs 

These are societal costs of collision-caused deaths and injuries. WSDOT 
Transportation Data Office estimates the annual cost to the state based on 
total deaths and injuries occurred. Safety costs per mile are developed 
using the annual cost and miles traveled on state highways. 

Environmental Pollution Costs 

Environmental pollution costs are assessed based on emission levels of 
motor vehicles and their costs to society. The data used for the assessment 
are published government data and research findings (Appendix 9).  
 
Exhibit 7-9 describes the full highway transportation costs in 2008 dollars. 
The full cost per mile for highway transportation is $0.78. 
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Exhibit 7-9: Composition of Cost Per Passenger Mile – Highway 
Full Cost Per Mile: $0.78 (2008) 

System Utilization 
Cost1, $0.06, 8%

User Cost2, $0.55,
71%

Environmental 
Cost, $0.11, 14%

Safety Cost, $0.06, 
8%

 
1 Highways systems are funded mostly by user specific taxes such as motor fuel 
taxes and vehicle license fees. 
2 Special user taxes and fees paid by users such as motor fuel tax and license 
fee are excluded. 

Source: WSDOT State Rail and Marine Office 

Costs of Air Travel 

The composition of costs of air travel and definitions are similar to rail 
travel. These data are adopted from Berk and Associates (2006). 
 
Exhibit 7-10 describes full air transportation costs in 2008 dollars. The full 
cost per mile for air travel is $1.23. 
 

Exhibit 7-10: Composition of Cost Per Passenger Mile – Air 
Full Cost Per Mile: $1.23 (2008) 

Safety Cost
0%, <$0.01

Environmental Cost
2%, $0.05

System Utilization 
Cost

5%, $0.06

User Cost
93%, $1.12

 
 
Source: WSDOT State Rail and Marine Office 
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Cross Modal Comparison 

Exhibit 7-11 compares full costs of transportation for highway, rail, and 
air for 2008. Please note WSDOT used Option 3 as an example of rail 
system utilization costs because Option 3 has heavy capital and operation 
investments for increasing capacity and improving reliability. 
 

Exhibit 7-11: Transportation Costs: Cross Modal Comparison 

Year Cost Type Rail Highway/Motor 
Vehicle

Air

User Costs* $0.20 $0.55 $1.12

System Utilization Costs** $0.26 $0.06 $0.06

Environmental Costs $0.05 $0.11 $0.05

Safety Costs $0.00 $0.06 $0.00

Other Costs*** N/A N/A N/A

Total Costs $0.51 $0.78 $1.23

*** Cost such as flexibility is not assessed because lack of data.

Esitmated Transportation Cost by Mode ($/Passenger Mile)

2008

* User costs: Rail user costs are the ticket price based on historical operations data. Highway user costs 
are car depreciation, insurance, fuel, and car maintenance. Special user taxes and fees paid by users 
such as motor fuel tax and license fees are excluded from highway user costs to avoid double counting.

** System utilization costs: Rail systems are mostly funded by public investments (subsidies besides 
what is recovered from service revenue). Highway systems are mostly funded by specific user taxes, such 
as motor fuel taxes and vehicle license fees.

 
 
Source: WSDOT State Rail and Marine Office 
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Chapter 8: Amtrak Cascades and Connectivity 
 
Connectivity is an important aspect of the Amtrak Cascades Mid-Range 
Plan. Nobody starts their journey at the train station; travelers reach the 
station by another mode or, in some cases, a combination of modes. 
Therefore, if a mode does not exist or is unknown by a potential 
passenger, ridership would suffer. The more seamless the transfer, the 
more the likelihood that people will make use of it.  
 
This chapter examines the importance of providing easy connections 
between modes of transportation, with special focus on the Amtrak 
Cascades passenger service. 
 
This chapter has two main but complimentary areas of focus—station 
location and transportation mode. This chapter and exhibits describe what 
exists, what could exist, and shows these by each Amtrak station.  
 
Other issues that can influence traveler choice were examined. They 
include communication of the alternatives, clarity of the message and 
pricing, and through-ticketing opportunities.  

Connections with Other Modes 

Public Transportation 

Vancouver, B.C. 

Translink, the regional transportation authority in the greater Vancouver, 
B.C. area, provides extensive transit services throughout the region. 
SkyTrain’s 30.8 miles of track, making it the longest automated light rapid 
transit system in the world, operates on multiple routes with stations at 
key locations. The Main Street Skytrain Station is located adjacent to the 
Pacific Central Station served by Amtrak Cascades, providing an effective 
connection to and from the trains. Depending upon time of day, Skytrain 
locations are served every four to twelve minutes.  
 
The Skytrain Waterfront Station, in the heart of downtown Vancouver, 
provides access to cruise terminals, and links with West Coast Express 
commuter trains and the Vancouver SeaBus. In 2009 the station will link 
with the new Canada Line, connecting downtown Vancouver with the 
Vancouver International Airport. 
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Translink also provides extensive bus service throughout the region with 
routes that stop at Pacific Central Station. Greyhound Canada Thruway 
connections also depart from Pacific Central Station. 
 
Translink has implemented an extensive “trip planner” to assist 
individuals in determining schedules and the most effective methods of 
reaching their destinations. 

Washington State 

Most communities served by Amtrak Cascades are also served by 
local/regional transit agencies. In some cases stations—like Centennial 
Station in Olympia/Lacey and Skagit Station in Mount Vernon—are 
owned and operated by local transit agencies as multimodal facilities. 
Although some public transit agencies have coordinated schedules to 
coincide with Amtrak Cascades arrivals and departures, there are 
opportunities to improve these connections. Exhibit 8-1 lists Amtrak 
Cascades stations within Washington State and types of transportation 
connections that are available. Individual station stops throughout the 
corridor are highlighted on the Amtrak Cascades Web site 
(www.amtrakcascades.com/RoutesAndDestinations.aspx), where 
additional information on available connecting services is provided.  
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Exhibit 8-1: Amtrak Cascades Stations in Washington State 
and Transportation Connections 

Station Transportation Connections 
Fairhaven Station, Bellingham • Whatcom Transportation Authority 

• Greyhound 
• San Juan Island Commuter 
• Alaska Marine Highway System  
• Taxi 

Skagit Station, Mt. Vernon • Skagit Transit 
• Greyhound 
• Taxi 

Everett Station, Everett • Everett Transit 
• Sound Transit 
• Community Transit 
• Greyhound 
• Northwestern Trailways 
• Taxi 

Edmonds Station, Edmonds • Community Transit 
• Sound Transit 
• Washington State Ferries 
• Taxi 

King Street Station, Seattle • King County Metro 
• Sound Transit 
• Greyhound 
• Northwestern Trailways 
• Washington State Ferries 
• Victoria Clipper 
• Community Transit 
• Taxi 

Tukwila Station, Tukwila • Seattle Express 
• Sound Transit 
• Metro Transit 
• Taxi 

Tacoma Amtrak Station, Tacoma • Pierce Transit 
• Sound Transit 
• Tacoma Link Light Rail 
• Greyhound 
• Washington State Ferries 
• Northwestern Trailways 
• Taxi 

Centennial Station, Olympia/Lacey • Intercity Transit 
• Taxi 

Union Depot, Centralia • Twin Transit 
• Taxi 

Kelso Multimodal Transportation 
Center, Kelso 

• CUBS (Community Urban Bus 
Services) 

• Taxi 
Vancouver Station, Vancouver • C-TRAN (Clark County 

Transportation Benefit Area) 
• Taxi 

 



 

December 2008 Amtrak Cascades Mid-Range Plan 
Page 8-4 State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov 

Portland, OR Area 

Tri-Met, the public transit agency in greater Portland, provides MAX light 
rail throughout Portland and surrounding suburbs, as well as extensive bus 
service. The north end of the Portland Transit Mall is located at Portland 
Union Station. Additional construction is underway at the station and will 
provide dedicated bus and MAX lanes that will extend to points 
throughout the Portland area. Currently, MAX service is located several 
blocks from Union Station. MAX service connects with neighboring 
suburbs, the Portland Exposition Center, and Portland International 
Airport. The system further integrates with the Portland Streetcar and 
Westside Express Service commuter rail that will open in early 2009.  
 
Tri-Met, like Translink, provides an extensive “trip planner” to allow 
passengers to determine routing, schedules, and options to coordinate their 
trips. 

Sound Transit: Light Rail, Sounder, and ST Express Bus 

Sound Transit, the regional transportation authority in the Central Puget 
Sound, is developing a network of commuter rail, light rail, and express 
bus services in the region. 
 
Sounder Commuter Rail currently operates between Tacoma, Seattle, and 
Everett during peak commuting hours. Sounder and Amtrak Cascades use 
the same route, and both serve stations at Everett, Edmonds, Seattle, 
Tukwila, and Tacoma. Sounder provides additional intermediate stops 
along the route. Sound Transit and WSDOT are exploring opportunities to 
provide for coordinated ticketing, which would allow persons to travel 
between sites (i.e. Auburn to Portland via Sounder and Amtrak Cascades) 
that are uniquely served by one or the other, similar to coordination of 
services in Europe. Between Seattle and Everett, the “Rail Plus” program 
allows Sounder travelers to ride Amtrak Cascades using their Sounder 
monthly pass and vice versa. Sounder operating schedules are already 
coordinated with Amtrak Cascades to eliminate operational conflicts.  
 
Sound Transit will be operating light rail in Seattle in 2009. The 
International District light rail station at the Metro Bus Tunnel is one 
block from King Street Station. Construction is underway to provide a 
light rail link to Sea-Tac International Airport.  
 
In Tacoma, Sounder, Tacoma Link Light Rail, and ST Express Bus 
services operate from the Tacoma Dome Station at Freighthouse Square. 
Amtrak Cascades will be moving to that facility upon completion of the 
Tacoma—Bypass of Point Defiance – 66th St. to Nisqually project, 
described on page 4-7. 
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Washington State Ferries 

Washington State Ferries operate a ferry service from several places in the 
Puget Sound. Edmonds and Seattle are located near Amtrak Cascades 
stations. Amtrak is not mentioned on the Washington State Ferries Web 
site, although it indicates connections by road, local transit, and Sound 
Transit Sounder trains.  
 
Edmonds Ferry Terminal is the closest, with a 5-minute walk connecting 
the train station and the ferry terminal. The Seattle ferry terminal 
(Coleman Dock) is within walking distance of Seattle’s King Street 
Station. A regular connection runs on Metro Transit Service 99 
(Waterfront Streetcar) from the ferry terminal to within a block of King 
Street Station and vice versa.  

Amtrak Thruway Motorcoach 

Thruway motorcoach service provides coordinated train/bus service with 
connections at Amtrak stations as well as through integrated fares and 
ticketing.  
 
Amtrak has contracted with Olympic Trailways to provide “thruway” bus 
service between Seattle and Vancouver, B.C. This service meets up with 
Amtrak long-distance and Amtrak Cascades trains in Seattle.  
 
Since May 2008, WSDOT has sponsored a round-trip thruway bus 
connection with trains 500 and 509 in Seattle that provides service to 
Everett, Mount Vernon, and Bellingham. This bus provides direct 
connections and ticketing with Amtrak Cascades and provides for a 
southbound link to Amtrak’s Empire Builder, which travels east to 
Chicago via Spokane and Minneapolis. 
 
Oregon’s Department of Transportation sponsors multiple daily round-trip 
thruway bus connections to Amtrak trains that serve Portland Union 
Station.  

Intercity Bus 

There are a variety of intercity bus providers (i.e. Greyhound, etc.) that 
parallel the Amtrak Cascades route. Greyhound Canada serves Pacific 
Central Station in Vancouver. In Portland, the Greyhound terminal is one 
block from Union Station. Greyhound serves most Amtrak stations 
throughout the route. These bus companies do not have coordinated 
ticketing/interline connections with Amtrak at this time, but they do 
provide information on Amtrak service to potential customers who are not 
well served by existing bus schedules. 
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The initial phase of WSDOT’s Travel Options (intercity travel planner) is 
anticipated to be in place by January 2009. Amtrak Cascades schedules 
are integrated in the travel planner to be proposed as travel options. 

Sea-Tac International Airport 

Tukwila station is less than five miles from Sea-Tac International Airport. 
In the future a more direct shuttle bus connection between the two 
facilities should be explored, as a more seamless connection between the 
airport and the train station could attract more riders. 

Bellingham Cruise Terminal 

The Bellingham Cruise Terminal, located adjacent to Bellingham’s 
Fairhaven Station (Amtrak Cascades), provides cruise ship and ferry 
connections to southeast Alaska, Victoria, B.C., and the San Juan Islands. 

Rental Cars  

Amtrak has explored providing rental car satellites at train stations on the 
Amtrak Cascades route. Currently, rental cars are available at Union 
Station in Portland and Vancouver’s Pacific Central Station.  

Car Sharing Services 

Another option that is open to visitors to a different city is the use of car 
sharing. There are a number of car sharing services, such as Zipcar and 
Car Sharing US. The service operates when a user pays a subscription fee 
and then makes use of the service of a car. Not all locations offer this 
service, but it is possible for it to be available in Seattle, Portland, and 
other locations. 

Taxi 

Taxis are available at the stations shown in Exhibit 8-1, but it is important 
to note that they are limited to particular areas. Edmonds and Centralia 
have limited taxi service. The current Amtrak Cascades timetable does not 
indicate if taxi service is available at stations, or what hours they operate if 
they are available. Adding an entry on this aspect may influence some 
people to travel by train.  

Bike 

There are two ways that bike riders could build ridership numbers.  One 
concerns the “on the ground” facilities at stations (racks and lockers) and 
dedicated bike lanes to and from stations. The other is the ability to 
transport bicycles onboard the trains.  Both of these impact whether bike 
users will take the train.   
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Cruise Ships 

Passengers who use the cruise ship service are usually one-way 
passengers. They either travel to Seattle or Vancouver, B.C. to catch a 
cruise ship, which then takes them back to a different port, or they arrive 
in Seattle or Vancouver, B.C. having boarded in a different port.  
 
They are very unlikely to be local residents of the Vancouver, B.C. or 
Seattle area. The vast majority of cruise ship passengers is on an inclusive 
tour package that includes bus or shuttle transfers between the train station 
and the docks.  
 
Amtrak often works cooperatively with cruise ship lines to develop 
“packages” that include travel by rail as part of the trip. As an example, 
coordinated travel between Amtrak Cascades, Victoria Clipper, and other 
major cruise lines provide for coordinated travel for thousands of 
passengers annually on Amtrak Cascades to Vancouver, B.C. 

Other Issues Impacting the Integration of Transportation 

Integrated Fares/Travel Packages 

Many passengers, who use the Amtrak Cascades service to connect with 
cruise ships, are taking advantage of an integrated fare that was put 
together by the tour operator. However in addition to these fares, there are 
many other avenues that could be explored. WSDOT needs to work with 
the Washington State Ferries and local transit agencies to explore what 
opportunities exist for integrated fares.  

Travel Planners 

Also mentioned, as part of the marketing of the Amtrak Cascades service, 
is the ability for these trains to be shown alongside other services in 
timetables and journey planners that operate in the corridor. WSDOT 
should pursue connections with these other agencies and organizations 
that produce these documents, and work with them to obtain maximum 
visibility for the service.  

Integrated Schedules 

An issue that has been raised by passengers in the past has been the lack 
of integration between services that are operated by different 
organizations. While it is never possible to cater for late running services, 
it should be possible to ensure that buses, ferries, and trains make every 
effort to coordinate their timetables to ensure that passengers, who are not 
using only the one mode, are able to make reasonable connections.  
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WSDOT could improve coordination of schedules and, where it is 
practical, show these connections in published literature.  

Passenger Information Systems 

One aspect of travel, which is gaining in importance as technology 
becomes more readily available, is access to real-time information systems 
on train arrival and departure times. Passengers are becoming accustomed 
to finding out how flights are performing from the Internet. This avoids 
arrival at the terminal too early for services that are running late. As the 
timetable develops and reaches multiple journeys each day, it will become 
even more important that real-time running information be available over 
the Internet and cell phones.  

Signs Including Pictograms 

Some parts of the state enjoy a far greater degree of tourism, and thus 
non-English speaking people could be users of the Amtrak Cascades 
services. WSDOT knows that tourism is an important aspect of the 
service. The Amtrak Cascades service must cater to the non-English 
speaker, and one way to accomplish that is to use internationally 
recognized pictograms for signage on the stations throughout the network. 
 
WSDOT found several examples where there are a few signs from 
different modes of transportation. Signs from I-5 to Amtrak Cascades 
stations were good, but signs for pedestrians from ferry terminals, transit 
centers, and bus stops are rarely found. A full survey of locations that 
could benefit from better signage should be performed and submitted for 
future funding consideration.  

Parking 

An inventory of parking availability appears in Exhibit 8-2. Some 
locations have insufficient parking at this time. WSDOT should determine 
how to add to the pool of parking spaces. In addition WSDOT noted that 
at locations such as Tacoma, when the service moves to Freighthouse 
Square in the future, parking will become a major issue. WSDOT will 
need to work with Sound Transit to explore options for expanding parking 
availability at this location.  
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Exhibit 8-2: Parking Availability at Amtrak Cascades Stations 
Portland, OR to Vancouver, B.C. 

Station Free at 
Station 

On-Street 
Parking 

Pay Lots Disabled Bikes Other 

Union Station 
Portland, OR 

0 45 & 1 
motorcycle 

177 @ 
1.25/hr or 
$6.50/day 

9 5 There is a 411-stall 
Smart Park two blocks 
north at $1.25/hour or 
$6.00/day, limit 
24 hours. It also has 
motorcycle parking. 

Vancouver Station 
Vancouver, WA 

30 – 2 hr. 
max. 
60 – long term 

0 0 3 0 None 

Kelso Multimodal 
Transportation Center 
Kelso, WA 

15 – 7AM to 
9PM, no 
overnight 
45 – 1 week 
max 

16 0 2 8 + 
lockers 

None 

Union Depot 
Centralia, WA 

72 15 + street 
parking 
within two 
blocks 

0 1 16 None 

Centennial Station 
Olympia/Lacey, WA 

126 0 0 6 5 + 
lockers 

None 

Tacoma Amtrak Station 
Tacoma, WA 

80 0 0 0 0 2,400 spaces at 
Tacoma Dome 
Station, 3 blocks west 

Tukwila Station 
Tukwila, WA 

250 0 0 0 0 None 

King Street Station 
Seattle, WA 

0 Metered 
$1.50/day 

Day only 
$9/day 

0 0 Several other garages 
within 3 blocks, 
day/overnight $20/day 

Edmonds Station 
Edmonds, WA 

6 pickup 
/dropoff only 

0 210 
$12/day 

0 0 None 

Everett Station 
Everett, WA 

25 +8 
rideshare 

0 0 0 6 4 Park & Ride lots 
with 750 stalls 
adjacent to station 

Skagit Station 
Mt. Vernon, WA 

90 13 free, 
2 hr. limit 

0 4 8 None 

Fairhaven Station 
Bellingham, WA 

18 0 160 
$6/day, 
$30/week 

0 8 None 

Pacific Central Station 
Vancouver, B.C. 

0 19 $2 
Canadian, 
2 hr. max. 

21 $1 
Canadian, 
1 hr. max. 

0 0 37 Free, 2 hr limit 
within 1 block; 
20 long-term within 
3 blocks northwest, 
$12/day Canadian 

 
An outcome of the two Advisory Committee meetings included different options to 
improve connectivity. Although there wasn’t enough time to examine or test these 
options, WSDOT will need to explore them further in the future. 
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Chapter 9: Amtrak Cascades Marketing 

Introduction 
Marketing and advertising efforts for Amtrak Cascades is a cooperative 
effort shared by Amtrak and the Washington State Department of 
Transportation (WSDOT). A comprehensive advertising campaign has 
been employed annually focusing on brand building and awareness to 
reach a mass media target market. In addition to media advertising, 
Amtrak employs two regional field marketing representatives to develop 
and implement grassroots marketing in designated markets serving the 
Amtrak Cascades route. 
 
Looking ahead to the next eight years, the marketing plan is focused on 
the following key elements: 

• The travel experience—delivery of service, frequency/schedule, 
ease of travel. 

• Customer satisfaction—onboard customer service, amenities 
offered, consistency. 

• Execution and attention to detail. 

Goals and Objectives 
1. To support the achievement of ridership and revenue targets. 
2. To establish strong brand awareness for Amtrak Cascades. 
3. To differentiate Amtrak Cascades from other transportation 

options in this market and position it as the preferred method of 
intercity travel. 

4. To establish Amtrak Cascades as the preferred choice for business 
travel in the I-5 corridor. 

Marketing Analysis 

Market Size 

In Washington State about 2.4 million people live within a 10-minute 
drive of an Amtrak Cascades train station as of 2008. Population growth 
in this area is expected to climb to over 3 million by FY2030.  

Current Ridership 

Total ridership on Amtrak Cascades has risen from 94,000 in 1993 to over 
676,000 in 2007. In the history of the service, ridership has risen steadily 
with losses sustained in only one year. 



 

December 2008 Amtrak Cascades Mid-Range Plan 
Page 9-2 State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov 

 
Rising gas prices, on-going construction projects along the I-5 corridor, 
and growing concerns about the quality of the environment have helped to 
drive consumers to consider alternative transportation options. These 
conditions have contributed to substantial growth in ridership in 2008.  

Current Travel Options 

Multimodal travel options include personal vehicles, public and private 
transit, aviation, marine, and rail. The current primary mode of travel is 
the automobile.   
 
The main thoroughfare available to consumers traveling within the 
PNWRC is Interstate 5 (I-5). On average, people are making roughly 
seven  
one-way trips on I-5 during a given year. Seattle, Tacoma, and Portland 
remain the most popular destinations, and more than twice as many trips 
are for leisure, as opposed to business. Travel times for Amtrak Cascades 
are very competitive with private vehicles and transit alternatives due to 
the congestion on I-5. 
 
Air travel is accommodated by a choice of domestic and international 
carriers, operating out of Seattle-Tacoma International, King County 
International/Boeing Field (Seattle), Portland International, and 
Vancouver (Canada) International. Amtrak Cascades will compete 
directly with air travel in the I-5 corridor that it serves. Air travel may 
provide faster flight plan times, but once airport access, check-in, security, 
and baggage claim wait times are factored in, the total travel time by 
Amtrak Cascades is relatively comparable. 
 
Travel by Amtrak Cascades also allows customers to take advantage of 
onboard amenities and facilities and make more productive use of their 
travel time. 

Segments and Target Markets 
The Amtrak Cascades market comprises a mix of local residents and 
visitors, traveling for a variety of purposes including intercity travel, 
vacation/recreation, business travel, and personal business.   
 
The business traveler is a “golden egg” in that they represent the potential 
for significant revenue and ridership increases. In order to capitalize on 
this segment, significant improvements in service, frequency, and on-time 
performance will need to be made to accommodate the business traveler’s 
needs. 
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Demographics 

Current demographics (advertising target): 
• Adults 25-54. 
• Household income (HHI) $50,000+. 
• Slightly skewed female. 
• Employed (52 percent full time, 12 percent part time). 
• Educated (54 percent college graduate, 31 percent some college). 
• Travels an average of seven one-way trips along the I-5 corridor 

per year, for business or leisure. 

Pricing 
Current pricing for Amtrak Cascades ranges from as low as $10 one-way 
to/from neighboring cities, to as high as $114 for one-way travel on the 
entire route between Vancouver, BC and Eugene, OR.  
 
Amtrak Cascades service between Seattle and Portland is as low as 
$28 one-way. Comparable one-way air travel between Seattle and 
Portland (depending on airline restrictions and policies) ranges from $95 
to $150, inclusive of all taxes and fees. For travel by automobile, the 
estimated cost between Seattle and Portland is $0.61 per mile. This makes 
the comparable cost of traveling the 173 miles between Seattle and 
Portland by automobile roughly at $106 (one-way). 

Marketing Strategy  

Opportunities and Challenges 

Strengths 

• Convenience. 
• Alternative to driving a car on already congested roads. 
• High levels of customer service and access to amenities. 
• Traditional allure of passenger rail services. 
• High level of public support. 

Weaknesses 

• Dependence on the host railroad (Amtrak does not own railroad). 
• Service reliability (on-time performance). 
• Speed of service/travel time. 
• Frequency/schedule. 
• Perception of cost, relative to automobile use. 
• Dependency on other services for trip connections/completion. 
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Threats 

• Continuing challenges with on-time performance (rail line 
capacity—congestion from increased freight rail traffic). 

• Equipment maintenance and malfunctions. 
• Harsh weather conditions resulting in mudslides and flooding. 
• Limited political support/funding. 
• Volatile gas prices: 

o Reduce discretionary spending. 
o Increase Amtrak’s fuel costs, creating pressure for fare 

increases. 

Opportunities 

• Volatile gas prices help increase awareness and consideration of 
alternative travel. 

• Development of partnership and alliances with other transportation 
service providers, attractions, and the travel industry to deliver a 
seamless, integrated customer travel experience. 

• Unique Pacific Northwest brand. 
• Promotion of “green” travel. 

Branding and Positioning 

Amtrak Cascades is a unique Northwest brand. Awareness of train travel 
is fairly significant and Amtrak is well known. However, there is still 
confusion among consumers regarding the difference between Amtrak and 
Amtrak Cascades. Most consumers assume that Amtrak and Amtrak 
Cascades are one and the same. It is important to establish Amtrak 
Cascades as its own independent identity from Amtrak (similar to 
Amtrak’s Coast Starlight and Empire Builder) and highlight the 
Northwest appeal and branding. 

 
More than just a convenient way to travel, trains are also energy efficient. 
Amtrak Cascades intercity passenger rail can move more people for each 
energy dollar, minimize damage to the environment, and increase the 
safety of our transportation system. Highlighting Amtrak Cascades’ 
energy efficiency will be an effective way to reach out to the consumer’s 
consciousness and desire to choose travel options that reduce carbon 
emissions.   

Advertising and Promotion 

An annual marketing and advertising plan is executed through the 
advertising agency under contract by Amtrak and WSDOT. The 
advertising budget is funded cooperatively by Amtrak and WSDOT. 



 

Amtrak Cascades Mid-Range Plan December 2008 
State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov Page 9-5 

Media Strategy 

The current media strategy is a broad-based reach campaign to educate the 
total target market about Amtrak Cascades. Primary target markets are 
focused on Seattle and Portland, with secondary targets in Tacoma, 
Bellingham, and Eugene. Vancouver, B.C. is a primary target as well, but 
the media strategy has been put on hold due to the fluctuation between 
U.S. and Canadian currencies and the uncertainty of the second train 
service.  
 
Current time frame for advertising campaigns remain focused on the 
spring season (March – May) and the fall season (September – 
November). These time frames are considered the “shoulder” seasons 
between the “peak” seasons of the summer and holiday travel periods. 
Ridership is usually lower during these times and the need to fill seats is 
greater. 

Promotions  

Currently, promotions are executed at two levels: grassroots marketing 
and regional promotions. Amtrak employs two field marketing 
representatives who work assigned markets, executing grassroots 
marketing and promotions, and drive trial (sampling) through cooperative 
marketing efforts with travel and tour operators. Regional promotions, 
with properties such as professional sports, state and regional tourism 
bureaus, and hotel chains, are executed through the advertising agency 
jointly employed by Amtrak and WSDOT.  
 
Promotions allow Amtrak Cascades to:  
 

• Drive immediate train ridership in low—or moderate—use 
periods, or on specific routes with low ridership. 

• Stimulate trial (sampling), which could lead to repeat ridership. 
• Generate awareness and exposure when no advertising is running. 
• Generate awareness and exposure in markets not included in the 

media buy. 
• Extend marketing budget. 
• Reward repeat ridership with consumer loyalty/rewards program 

(Amtrak Guest Rewards). 

Customer Service 

Customer service is the cornerstone to the success of any service-based 
business. It is crucial that customer service needs on Amtrak Cascades are 
addressed on a consistent and proactive basis. 
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Service Reliability – Passenger Guarantee 

Service and travel reliability will be paramount to the ongoing success of 
Amtrak Cascades. No other single factor is more critical to the current and 
future success of Amtrak Cascades than on-time performance. In order to 
continue to be a viable transportation option and to become a preferred 
method of intercity travel, on-time performance will have to be improved 
to a level of consistency. 

Real-Time Information 

In an increasingly wired and wireless society, there is growing expectation 
that service providers will have the capability to assemble and disseminate 
real-time schedule information. Amtrak Cascades must be able to deliver 
real-time service information (delays, cancellations, etc.) using the latest 
technology. 

Enhanced Amenity Package 

There are a wide range of amenities that could be considered both onboard 
the trains and at stations that will enhance the customer experience. For 
business travelers, wireless Internet capability is critical. Vacationing 
families could choose from a variety of onboard entertainment options 
(games, movies, and designated play areas) to keep their children 
occupied for the duration of their trip.  

Marketing Action Plan  

Option 1: Maintaining Current Operation Strategy 

Option 1 investment strategy would maintain the current advertising and 
promotion levels with a flat budget. In this option, the advertising and 
promotions budget would continue to be invested strategically with the 
expectation of diminished returns on our investment due to the annual 
increase in media costs that cannot be met by our current budget.  

Options 2 and 3: Incremental Investment Strategies 

Options 2 and 3 investment strategy would require a significant increase 
in the advertising and promotion budget. With the proposed budget 
increase, the advertising plan could reach more consumers and develop 
more targeted campaigns aimed at the business traveler to meet the added 
service. This would make a significant impact in media reach, brand 
awareness, and driving demand. 



 

Amtrak Cascades Mid-Range Plan December 2008 
State Rail and Marine Office, 360-705-7900, rail@wsdot.wa.gov Page 9-7 

Option 4: Rail as a Long-Term Alternative Strategy – No Financial 
Constraints 

Option 4 investment strategy would require a comparable budget for 
advertising and promotion as Options 2 and 3. This would continue to 
reach the mass market while investing in targeted media aimed at the 
business traveler.   

Build Usage and Market Share 

• Retain core ridership constituencies through effective service 
delivery and customer communications. 

• Build loyalty and ridership frequency among occasional riders 
through service improvements, appropriate fare media, and 
promotional efforts. 

• Attract new riders from population segments with viable ridership 
potential, through targeted promotional programs. 

Price 

• Pricing objectives – pricing should be managed along with market 
demand (what the market will bear) and operational costs.   

• Sales promotion – promotional pricing should be used as an 
incentive to drive trial (sampling) and promote brand awareness. 

Promotion and Public Relations 

• Maintain an ongoing image campaign to educate the general public 
about Amtrak Cascades.  

• Use aggressive public relations efforts to maximize positive media 
coverage and news media support.  

• Leverage brand awareness by developing cooperative promotion 
opportunities. 

Advertising  

A combination of radio, outdoor, online, and newspaper are used to 
provide message continuity throughout the advertising campaigns.   

Financial Forecast 

Option 1: Maintaining Current Operation Strategy 

Option 1 investment strategy would maintain the current advertising and 
promotion levels with a flat budget. The current advertising and promotion 
budget is $600,000 annually and has not changed since the inception of 
the service. In this option, the current budget would remain static while 
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media costs will continue to increase annually, which will result in 
diminishing returns on our advertising investment.  

Options 2 and 3: Incremental Investment Strategies 

Options 2 and 3 investment strategies would require a significant increase 
in the advertising and promotion budget. In order to effectively reach our 
consumers, raise awareness levels of the service expansion, and develop 
demand for the service, the advertising investment must be seriously 
considered. As Exhibit 9-1 shows, the amount of advertising investment is 
significantly larger in Options 2, 3, and 4 as compared to Option 1. This is 
because the advertising investment has not changed in the last 14 years, 
although media costs have risen at approximately 7 percent annually. In 
order to meet the rising costs of today’s (and future) advertising 
opportunities and drive demand, the budget must grow with the service.  

Option 4: Rail as a Long-Term Alternative Strategy – No Financial 
Constraints 

Option 4 investment strategy would require a comparable budget for 
advertising and promotion as Options 2 and 3.  
 

Exhibit 9-1: Proposed Marketing Budget 

FY Option 1 Option 2 Option 3 Option 4 

2010 $600,000 $915,000 $915,000 $915,000 

2011 $600,000 $940,000 $940,000 $940,000 

2012 $600,000 $989,000 $1,054,000 $949,000 

2013 $600,000 $1,032,000 $1,095,000 $1,078,000 

2014 $600,000 $1,038,000 $1,100,000 $1,109,000 

2015 $600,000 $1,035,000 $1,097,000 $1,228,000 

2016 $600,000 $1,030,000 $1,091,000 $1,221,000 

2017 $600,000 $1,030,000 $1,151,000 $1,222,000 

 

Performance Measurements  
• Reviewing monthly ridership and revenue reports can help 

determine if the marketing message is effective.  
• Market research using focus groups, surveys, and advertising 

awareness research will help gain insight to the effectiveness of 
our campaigns.  

• Obtain feedback from customers using comment cards and on-
board surveys to gather information about key attributes such as 
service reliability, personal safety, employee presentation and 
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helpfulness, condition of equipment and facilities, and quality and 
availability of customer information.  

• Operating statistics such as on-time performance and customer 
service ratings are important performance indicators related to the 
execution of the advertising strategy and marketing promotions, 
and the effectiveness of customer service delivery.  
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Chapter 10: Financing Amtrak Cascades Service: 
The Challenges and Opportunities 

 
The 2006 long-range plan identified various construction projects for 
infrastructure improvements, equipment requirements, capital 
investments, and operating expenditures for providing and expanding 
Amtrak Cascades services. The Amtrak Cascades Mid-Range Plan 
outlines the implementation options and steps for each option to achieve 
additional services over the next eight years. Capital and operating 
investments that improve capacity and service are developed for the four 
mid-range plan options. The benefits and costs of these options are 
assessed.  
 
The options analyzed in the mid-range plan provide information for 
policymakers to consider in how Amtrak Cascades service can be funded. 
The implementation of improved Amtrak Cascades service will depend on 
funding availability.  
 
This chapter discusses how the Amtrak Cascades was funded in the past 
and what the challenges and opportunities are to fund Amtrak Cascades 
services in the future. This chapter includes three sections: 

Funding History 
The states of Washington and Oregon, Amtrak, Sound Transit, the 
Province of British Columbia, the federal governments of the United 
States (U.S.) and Canada, railroads, other participating organizations and 
agencies, and passengers that use the service are all direct or indirect 
sources of funding to the Amtrak Cascades. 
 
Since Washington State began providing public funds for intercity 
passenger rail service in April 1994, it has been assumed that major 
capital construction projects, which are needed to support expanded 
Amtrak Cascades service, would be funded in the following manner: 
 

• Projects necessary to provide faster, more frequent Amtrak 
Cascades service, between downtown Portland, OR and the 
Columbia River, would be funded by the state of Oregon, with 
potential funding coming from the U.S. federal government and 
Amtrak. 

 
• Projects necessary to provide faster, more frequent Amtrak 

Cascades service, between the Columbia River and the Canadian 
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border, would be funded by the state of Washington, with potential 
funding coming from the U.S. federal government and Amtrak. 

 
• Projects needed to improve Amtrak Cascades service in British 

Columbia would be funded by the Province of British Columbia, 
the Canadian federal government, and regional transportation 
agencies. 

 
• Train sets and locomotives would be funded by the states of 

Washington and Oregon, with additional funds provided by the 
U.S. federal government and Amtrak.  

 
• Projects necessary for increased Sounder commuter rail service in 

the Central Puget Sound would be funded by Sound Transit and 
the federal government. 

 
Funding of the Amtrak Cascades program and related projects is listed by 
funding entity in Exhibit 10-1: 
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Exhibit 10-1: Amtrak Cascades Investment History: 1994-2007 

Capital Investments 
Portland, OR-Seattle-Bellingham-Vancouver , B.C. 

 

Funding Source Types of Projects Amount 
BNSF Railway Company Track and signal work to support 

reintroduction of ra il service between Seattle 
and Vancouver, B.C. 

$   9.4 million 

State of Washington (WSDOT 
and the W ashington State 
Transportation Improvement 
Board) 

Traffic control and safety systems; ra il 
replacement and track re locations; 
crossovers; siding extensions; storage tracks; 
tra in sets; station restorations and 
improvements. 

124.4 million 

Amtrak Track relocation; train  sets; locomotives; 
Seattle Maintenance Faci lity; station 
improvements.  

62.0 million 

Federal Funds (non-Amtrak, 
Federal Transit Admin istra tion, 
and Federa l Railroad 
Administration)  

Station renovations and improvements; 
crossing signals and closures. 

44.1 million 

Sound Transit and the Federal 
Transit Administration 

Capacity improvements between Everett and 
Tacoma that benefit commuter, intercity 
passenger, and fre ight services. 

284.3 million 

 Capacity improvements between Tacoma and 
Lakewood that benefit commuter and in tercity 
passenger service. 

165.7 million 

Oregon (Union Station to the 
Columbia River) 

Traffic control system; track ad justments; 
improvements at Portland’s Union Station.  

13.7 million 

Local/Other Station improvements. 13.6 million 

Total Capital Investment  $717.2 million 
 

Operating Subsidies 
Portland, OR-Seattle-Bellingham-Vancouver , B.C. 

 

Funding Source Amount 
State of Washington $176.0 mil lion 

Amtrak 91.4 mil lion 

Total Operating Funds $267.4 million 

 
Total Capital and Operating Investments for  Amtrak Cascades 

Portland, OR-Seattle-Bellingham-Vancouver , B.C. 
 

Total $984.6 million 

Washington State Share of Total $300.4 million 

  
 
Source: WSDOT State Rail and Marine Office 
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Current Funding Status 
The primary source of funding for the Amtrak Cascades capital and 
operating programs are state funds. These funds, which are generated from 
non-fuel tax revenues such as licenses, permits and fees, rental car tax, 
vehicle weight tax, and a portion of the sales tax on new and used 
vehicles, are deposited in the Statewide Multimodal Account. The state 
constitution restricts the use of motor vehicle fuel tax revenues exclusively 
to highway related expenditures. 
 
The Washington State Legislature provided up to $29 million in the 2007-
2009 biennial budget for Amtrak operations of Amtrak Cascades and for 
the maintenance of Talgo train sets attributable to state-supported services.  
 
The state legislature has provided direction on capital investments with an 
approved project list and 10-year spending plan for rail capital investment. 
Currently programmed passenger rail investments are $360.4 million 
through 2025. The approved project list provides funding for several 
major projects, including the Vancouver – Rail Bypass and W. 39th St. 
Bridge, the Tacoma – Bypass of Point Defiance Phase 1, and a $49 million 
phase of the Kelso-Martin’s Bluff project, as discussed earlier in this mid-
range plan.   
 
Limited federal funds have been available for intercity passenger rail 
development. The Pacific Northwest Rail Corridor (PNWRC), between 
Vancouver, B.C. and Eugene, OR, is one of 11 regional corridors 
identified by the USDOT for high-speed rail development. The corridor is 
one of the original five corridors designated in 1992. An average of 
$690,000 per year has been made available through the federal “High-
Speed Rail Grade Crossing and Hazard Elimination” program. In 
September 2008, the Federal Railroad Administration announced the 
award of a $6 million grant to WSDOT for intercity passenger rail capital 
assistance. This grant will be used to partner with Sound Transit to help 
fund the Tacoma – Bypass of Point Defiance project.  

Challenges and Opportunities 
The mid-range plan focuses on infrastructure and operating improvements 
in the “highest transportation demand” segment of the PNWRC, Seattle to 
Portland, a segment that is traditionally funded by the state of Washington.  

Challenges 

• Limited Multimodal Funding: The Statewide Multimodal Fund, 
the primary source of state funding that is available for investment 
in the Amtrak Cascades program, also provides funding for transit, 
the Washington State Ferries system, bike, pedestrian, and some 
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highway activities. The amount of funds available is tied to vehicle 
registrations, various fees, and a percentage of the sales tax on new 
and used vehicles. The recent economic recession, witnessed by 
unprecedented volatility of capital market, may adversely impact 
the overall funding available for multimodal activities. Meanwhile, 
policies to heavily invest in infrastructure, which are often used by 
governments to stimulate the economy in prolonged economic 
recession or depression, could create emerging opportunities in 
passenger rail funding given its multiple benefits to society. In 
addition, there will be tremendous competition for available funds 
due to budget shortfalls and increased costs. Policymakers will be 
challenged to prioritize the limited resources. This mid-range plan 
attempts to provide comprehensive information through both 
quantitative and qualitative analyses to help policymakers make 
informed decisions. 

 
• No Dedicated Federal Funding: Historically, there has not been a 

dedicated multi-year source of federal funding to provide a 
partnership similar to other modes of surface transportation.  

 
• Capital Funding in Oregon and Canada: The availability of 

capital funding for improvements south of the Columbia River and 
north of the U.S./Canadian border is uncertain. Each of those 
entities needs to participate in rail capacity and reliability projects, 
if there is to be Amtrak Cascades service expansion, as described 
in the long-range plan.  

Opportunities 

Future Capital Funding Opportunities 

After many years of deliberation, in October 2008, the US Congress 
passed the Rail Safety and Investment Act of 2008. This legislation 
provides, for the first time, a multi-year federal matching program with the 
states to fund intercity rail passenger capital projects. The legislation 
authorizes $1.9 billion in federal grants over five years. This 80 percent 
federal and 20 percent state program will allow WSDOT the opportunity 
to use state funds as leverage for federal funds for rail capital projects 
(infrastructure and equipment) in a manner that is similar to how other 
modes of surface transportation have been supported at the federal level. 
This program, if and when funds are actually appropriated, would need to 
be an essential component for the future development of Amtrak 
Cascades. 
 
Provisions in the legislation allow states like Washington to use state 
investments as a 20 percent match for federal funds, up to a maximum of 
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$15 million per year, applying for up to $60 million in federal capital 
funds annually—prior to expending “new” state capital funds. The ability 
to use state funds as a match will be an important factor to consider when 
policymakers make determinations on future program funding levels. 

Funding for Future Amtrak Cascades Operations 

Ticket-buying passengers, the states of Washington and Oregon, and 
Amtrak currently fund the operating costs for Amtrak Cascades service in 
the PNWRC. It is assumed that any proposed increases in service as 
provided for in this mid-range plan, which focuses on enhanced Seattle to 
Portland service, would be funded by ticket buying passengers and by the 
state of Washington. Projected additional operating costs for each of the 
options presented in this plan are described in Chapter 6. 
 
One of the major challenges is how to capture the opportunity of strong 
ridership growth to make the program more self-funded. Currently the 
farebox recovery ratio is about 50 percent—with strong ridership growth 
this year, it could reach a higher level. A 50 percent farebox recovery is 
considered very good for publicly-funded transportation. Policymakers 
need to determine the appropriate balance of farebox and public costs. It is 
possible that policymakers could view the many benefits of rail 
transportation as worthy of an appropriate level of public support. There 
are several factors that could drive a long-term growth of ridership. 
 

• High Energy Prices: Rising fuel costs and the environmental 
advantages of rail passenger service have contributed to strong 
ridership growth. As Washington State and other entities in the 
region attempt to reduce greenhouse gas emissions and make 
environmentally responsible infrastructure choices, intercity 
passenger rail development as a method of travel should receive 
stronger consideration in the future. The mid-range plan options 
provide information on environmental impacts of multimodal 
investments for consideration. 

 
• Reliability Improvements: There is tremendous opportunity to 

improve Amtrak Cascades service reliability through targeted 
investments in capital and in enhanced maintenance as discussed in 
this report. On-time performance can be expected to improve from 
the current 60+ percent to more than 90 percent in the next several 
years with investments outlined in this plan. 

 
• Reduced Travel Times: Mid-range plan options for investment 

can reduce scheduled travel times in the range of 4 to 30 minutes 
due to infrastructure and reliability improvements, boosting 
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ridership by providing a more attractive and dependable rail 
transportation option in our region. 

 
• High Frequency of Train Service: Higher frequency of train 

services, along with higher reliability (on-time performance and 
time savings) could trigger significant growth as business travelers 
start to use reliable train service. The mid-range plan did not 
forecast such growth due to lack of data. However, experiences in 
other corridors show this is a likely scenario as Amtrak Cascades 
operates at a service level of eight daily round trips. 

 
Higher ridership could create a strong opportunity for the program to 
reduce net public costs.  
 

• Higher ridership could increase occupancy that in turn decreases 
cost per passenger mile. If ticket prices hold, the lower costs mean 
lower public costs. 

 
• If higher ridership is met by higher levels of service, economy of 

scale of running train services could also lead to lower costs per 
passenger mile. 

 
This plan uses conservative estimates in analyzing ridership and farebox 
recovery. Actions proposed in the plan could lead to further improvements 
of revenue and cost performance. 
 

• Marketing Concepts: For the first time, the mid-range plan 
includes marketing concepts that lay out actions to expand market 
reach to targeted customers. With the right marketing concepts, 
ridership fluctuation caused by seasonality could be improved and 
the average occupancy rate could be higher. Consequently, state 
support could be lowered. An investment in marketing could be 
fruitful in support of infrastructure and operation improvements. 
More people seek alternative transportation choices for many 
reasons, including concerns about high energy prices, congestion, 
and the environment. 

 
• Increased Ticket Prices: Higher prices could lead to higher 

revenue, if the demand is not price sensitive for such a price 
increase. As the cost of using other modes (auto and airplane) 
increases sharply due to the fuel price hikes, people might select 
less expensive modes, such as rail and bus. This creates an 
opportunity for price increases. A study is proposed in the 
operation plan to further explore such an opportunity. 
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• Improve Revenue Opportunity: Revenues could be increased by 
improvements to onboard service quality, improving existing 
amenities such as the food and beverage service.   
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